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Abstract. Sea ice motion and fragmentation forecasts are of vital importance for all human interaction with sea ice, ranging

from indigenous hunters to shipping in polar regions. Sea ice models are also important for modelling long term changes in

a warming climate. Here we apply a discrete element model (HiDEM), originally developed for glacier calving, to sea ice

break-up and dynamics. The code is highly optimized to utilize high-end supercomputers to achieve extreme time and space

resolution. Simulated fracture patterns and ice motion are compared to satellite images in the Kvarken region of the Baltic Sea5

in March 2018. A second application is ice ridge formation in the Bay of Riga. With a few tens of graphics processing units

(GPUs) the code is capable of reproducing observed ice patterns, that in nature may take a few days to form, over an area

∼ 100km× 100km, with an 8m resolution, in computations lasting ∼ 10 hours. The simulations largely reproduce observed

fracture patterns, ice motion, fast ice regions, floe size distributions, and ridge patterns. The similarities and differences between

observed and computed ice dynamics and their relation to initial conditions, boundary conditions and applied driving forces10

are discussed in detail. The results reported here indicate that HiDEM has the potential to be developed into a high-resolution

detailed model for sea ice dynamics over short time scales, which combined with large-scale and long-term continuum models

may form an efficient framework for sea ice dynamics forecasts.

1 Introduction

Reliable forecast models for ice dynamics are of vital importance for all human activities related to sea ice. Indigenous hunters15

in the Arctic can move fast over long distances across level landfast ice, while travelling on drift ice or on land can be im-

mensely more difficult. Similarly, sustainable and safe winter navigation is dependent on ice conditions, with constant route

optimizations to avoid packed or ridged ice. Sea ice also plays a major role in the design of offshore structures, such as wind

turbines, and in cold regions sea ice may be a hindering factor for renewable energy. In addition, large scale implementation

of offshore wind farms may affect local sea ice dynamics. For all of these purposes, new high resolution ice models capable of20

modelling tens to hundreds of kilometers are needed.

Traditionally, large scale continuum models have been used for modelling sea ice dynamics on scales larger than kilometers.

Such models are computationally efficient, and can easily be extended over larger areas and longer times compared to the

discrete element method (DEM) approach used here. A well known challenge with continuum models is that an effective
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rheology for sea ice has to be implemented in the model, and there is no easy and straight-forward way to model all necessary25

aspects of sea ice dynamics with a large scale effective rheology. Some of the early attempts in this direction was the visco-

plastic model (Hibler, 1977; 1979) developed already in the 1970’s. The visco-plastic model can capture some large scale

effective ice dynamics, but fails to model formation of leads, compression ridges, shear zones and floe fields that are obvious

on scales smaller than ∼ 100km. Much more elaborate and accurate continuum models are e.g. the elastic-decohesive model

of Schreyer et al. (2006) and the Maxwell elasto-brittle model by Dansereau et al. (2016). Several modern high resolution30

continuum models are able to capture many of the characteristics of large scale fracturing (Bouchat et al. (2022); Hitter et

al. (2022)), and some are even utilized as operational applications tools with a few kilometers grid resolution (Pemberton et

al. (2017); Kärnä et al. (2021); Röhrs et al. (2023)). However, even advanced and modern continuum models struggle with

modelling detailed ice structures such as leads and ridges.

DEM models take a significantly different approach. Instead of modeling sea ice as a continuum, solid and elastic blocks are35

initially connected together to form sea-ice. The dynamics is typically computed via discrete versions of Newtons equations

with some sort of energy dissipation terms. When load is applied, the connections may break, and ice disintegrates into discrete

floes. Early models of this kind utilized circular DEs moving in two dimensions (Babic et al. (1990); Hopkins and Hibler

(1991); Blockley (2020)). Hopkins and Thorndike (2006) modeled Arctic pack ice using a DE-model. The resolution of these

models were not enough to resolve details, instead important features, such as ridging, were described by an ice floe interaction40

model. A similar approach was later adopted by West et al. (2022) and Damsgaard (2021, 2018). Also a recent investigation

by Manucharyan and Montemuro (2022) relied on a similar approach. In addition, they used a rudimentary failure model to

describe the failure of sea ice. Our model is not related to these models, instead we explicitly model ice dynamics at a few-

meters scale, including ridging, leads, shear and tensile fractures, with the large-scale ice failure patterns emerging as collective

results of these smaller scale failure processes. Neither does our model rely on an assumption of ice floes, but instead we let45

the ice floes form and fracture throughout the simulations.

The objecive of this investigation is to bridge some of the gaps between continuum models and DE-models by implementing

and testing a computationally efficient DEM that has been developed and optimised for high-end computers with wast numbers

of the most efficient processors currently available. If a detailed high-fidelity model of this kind can be scaled up to length scales

at which continuum models are sufficient and then two can be combined into a unified framework, a very useful forecast model50

for sea ice dynamics may be the result.

2 The HiDEM model for sea ice

2.1 Mechanics of HiDEM

The algorithm of the HiDEM code is a discrete element model. A DEM formulation for sea ice motion can be related to the

Cauchy momentum equation (Acheson (1990)), which treats sea ice as a continuum. In its full form, this equation accounts55

for coriolis force, atmospheric and ocean stresses, sea surface tilt and Cauchy stresses within pack ice. The Cauchy momentum
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equation reads

m
(Du

Dt
+ fk×u

)
= τ a + τw + mg∆H + ∇ ·σ, (1)

where m is the ice and snow mass, u is the horizontal ice velocity vector, f is the coriolis parameter, k is the upward unit vector,

τ a and τw are the stresses applied by air and water drag, g is the gravitational acceleration, ∆H is the vertical component of60

the sea surface tilt, and σ is the Cauchy stress tensor of ice.

Below we focus on short term sea ice deformations driven by the external forcing and modified by the coastal boundary

conditions and sea ice fracturing. In this case, we can neglect the coriolis term and the sea surface tilt, after which the previous

equation becomes

m
Du

Dt
= τ a + τw +∇ ·σ. (2)65

Assuming a simple linear Kelvin-Voigt type of viscoelasticity (Meyers et al. (2009)) the stress tensor for sea ice can be written

as,

σ = Aϵ̇ + B(x, t)ϵ, (3)

where A represent dissipative deformations like viscosity, and B(x, t) represent spatially and temporally varying brittle elas-

ticity.70

DEM algorithms do not explicitly solve continuum equations, but instead resolve forces on interacting discrete elements

(DEs). The continuum equations above can be reformulated in a format more suitable for a DEM implementation. DEs interact

pairwise either through beams connecting them or through repulsive contact forces. If we define the discrete position vector,

xi, of the DE i, which include three translational and three rotational degrees of freedom, the DEM equations of motions can

be written as75

miẍi +
∑

j

Kxij +
∑

j

C2ẋij + C1ẋi = F i, (4)

where mi is the mass or moment of inertia of i, C1 is the drag coefficient of the combined drag of water and air, F i are

external forces and moments, such as gravity and buoyancy. Further, K = K(t) and C2 = C(t) represent elements of contact

stiffness and damping matrices for interacting discrete element pair i and j and xij refers to position vector between i and its

neighbors j. ẍ and ẋ are second and first time derivatives of x.K and C2 correspond to B and A of Equation 3, respectively, and80

depending on the pair of discrete elements, they may include either elements of stiffness and damping matrices of the beams

or those related to repulsive contacts of the discrete elements.

In the previous equation,
∑

j Kxij +
∑

j C2ẋij corresponds to ∇ ·σ in Equation 2, with the divergence operator being

replaced by a sum over all of its neighbouring discrete elements of i. This can be done as the contact forces from neighbors

on opposite sides of a discrete element cancel each other if they apply equal force on i and, thus, only change in the force85

across an element induces motion. Further, C1ẋi and F i of Equation 4 include the effect of stresses τ a and τw in Equation 2.

DEM simulations utilize explicit time stepping. For this, the previous equation can be written in discrete form by using the
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Figure 1. In a DEM algorithm, an intact material is described by joining discrete elements (here of circular shape) by beams: (a) Tensile

forces (F) break a beam connecting DEs if stretched beyond a limit, (b) Torque (T) also breaks a beam if difference in rotation angles is too

large. (c) Discrete elements also interact through pairwise in-elastic collisions (Riikilä et al. (2015)).

definition of derivatives, and the motion of the discrete elements (x(t+dt) as function of x(t) and x(t−dt)) can be computed

via iterations of time-steps (dt) based on element positions, velocities and forces acting on it.

Any computational implementation of Eq. (4) is a trade-off between accuracy and computational efficiency. In the inves-90

tigation here, the focus is on the latter as we use equal size spheres connected by breakable Euler-Bernoulli beams in close-

packed configuration. While the approach chosen here is computationally optimal for DEM simulations, it introduces a weak

anisotropy in the material stiffness and limits the crack propagation directions to a few preferred ones on the scale of a discrete

element. This anisotropy is on the larger scale, however, easily broken as demonstrated by a snapshot of a HiDEM simulation

(Fig. 2A). For this simulation, a square shaped sea-ice sheet of size 10 km×10 km was modelled by using DEs of 1m diameter95

and subjected to uniaxial compression. It can be seen that the ice failure in these simulations becomes concentrated in several

shear zones where ice ridges form. Fig. 2B shows an aerial photograph of ice ridges from the Gulf of Bothnia in March 2011

for comparison.

2.2 Sea ice simulations

The purpose of this investigation is to a apply a simple and computationally efficient DEM implementation, as described above,100

to simulate sea ice fragmentation and compare the result to observations. We use close-packed spherical DEs, all of similar

size, 8 meters in diameter, and connected by Euler-Bernoulli beams. We apply the HiDEM code to ice failure in the Kvarken

region of the Baltic Sea and to ridge formation in the Bay of Riga (Fig. 3A). DEM parameters are listed in Table 1.

The sea ice thickness in the Kvarken region is of the order of one meter, or less. It means an accurate ice thickness can only

be described explicitly if the diameter of the spherical elements is much smaller than one meter and several layers of spheres are105
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Figure 2. (a) HiDEM simulation of a failure of a 10 km× 10 km square-shaped sea-ice sheet subjected to uniaxial compression. The sheet

was modelled by using dense-packed single-layer 1m-diameter spherical discrete elements. The ice sheet fails in shear and ice ridges are

formed. (b) An aerial picture at 30m altitude of fractured ice with compression ridges in the Gulf of Bothnia after a storm in March 2011.

used. This would increase computational requirements immensely. Here we use, instead, a single layer of DEs for ice thickness

and define a dimensionless ratio of stress to strength for the beams as a governing model parameter. The stress-to-strength ratio

is given by

Rss =
h lDE Eice ϵfrac

fDE Ldomain/lDE
, (5)

where h is ice thickness, lDE is the horizontal dimension of the DEs, Eiceϵfrac is the ice fracture stress, fDE is the force applied110

on each DE, and Ldomain/lDE is the relative resolution of the simulation domain. Rss is of order one, as it should be, if we use:

h = 1, lDE = 8, a driving forces of the order of 100N /DE, an ice fracture stress of order 105N/m2, and Ldomain/lDE ∼ 104.

A benefit of increasing fDE , keeping Rss fixed, is that ice dynamics can be made a bit faster, and forecasts corresponding to

longer times can be done with shorter simulations.

In spite of the limitations, the lack of details in the initial and boundary conditions, driving forces, and the simplicity of the115

DEM implementation, the model is, as demonstrated below, able to capture a great deal of the large scale structures and small

scale details of observed sea ice fragmentation and dynamics.

3 Numerical examples

3.1 Kvarken region March 2018

Kvarken is the narrow and shallow neck between the Bay of Bothnia and the rest of the Gulf of Bothnia. In a typical winter,120

the Bay of Bothnia freezes over completely , while the rest of the Gulf of Bothnia freezes only partly. This makes Kvarken an

interesting places for ice dynamics as, with strong Northern or Eastern winds, the sea ice in the Bay of Bothnia is fragmented

and pushed through the narrow Kvarken strait. We simulate two different cases of ice dynamics, which occurred on 8 and 23

March 2018. For the simulation domain we use a ∼ 100 m resolution digital depth model of the Baltic Sea, freely distributed

online by the Baltic Sea Hydrographic Commission, and for comparison with simulation results we use Copernicus-data125
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Figure 3. (A) The two simulation domains in Kvarken and the Bay of Riga indicated by rectangles. (B) All DEs displayed in a∼ 10km×7km

area in the south-western corner of the Kvarken simulation domain. The straight east - west feature dividing ice into broken and solid ice is

a boundary between initially stronger fast-ice and initially more damaged ice, like partly refrozen ice-rubble.

Table 1. HiDEM parameters used. Drag and friction terms are linear in velocity. Drag coefficients are small to allow swift dynamics. Land

friction is high to hinder ice from sliding on land. Damping is small compared to the critical damping of a harmonic oscillator to allow sound

waves to travel in the ice, but large enough to hinder build up of vibrational kinetic energy in the ice.

Young’s modulus 2× 109N/m2

Fracture stress 5× 10−4N/m2

Fracture mode tension + constant*(bending and torsion)

Ice density 910kg/m3

Water density 1027kg/m3

DE diameter 8m

Air drag 1Ns/m3

Water drag 20Ns/m3

Land friction 106Ns/m3

Damping/critical-damping 10−3

satellite images from the LandSat program (see data availability below). For forces driving the ice fragmentation we mimic

wind directions and magnitudes from weather data archives.

Initially ice is set to cover the entire domain, except for a region south-west of the narrowest part of Kvarken, where we

initially have a rectangular area of open water to roughly mimic the ice situation in March 2018. The northern and eastern

domain boundaries are fixed, while the southern and western boundaries allow ice to flow out of the domain, except where130

land is blocking ice motion, obviously. Discrete element diameter is 8 m, and we set the beam width to 40% of the diameter.
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Figure 4. (A) Color coded ice motion for the 23/3/18 simulation. Dark red correspond to the largest motion, which in this case reaches up

to about 4.5km. ’Swe’ and ’Fin’ marks the Swedish and Finnish mainlands, respectively. ’H’ marks the location of Holmön. (B) The largest

compressive strains on intact beams connecting DEs at the end of the simulation.

Further, we introduce disorder and strength variations in the ice by initially reducing the density of beams from its maximum, at

uniformly random and uncorrelated locations. We use different setups for different cases: The density of the beams is reduced

by 40% over the entire domain (23/3/18), and for partly refrozen ice rubble that often appear at open sea we reduce the density

of beams by 40%, while fast ice regions in the inner archipelago has zero reduction in beam density (8/3/18). Strength-wise135

this corresponds to ice that is about 1 m thick.

For 23/3/18, nearby weather stations reported moderate western wind early on the 22 of March, which then strengthened and

turned to Northern wind 9−11m/s, then turned to North-Eastern, and eventually weakened during 23 of March. To model this

we applied a constant force, from the north, on all particles for 3 hours, followed by 45 minutes of force from the north-east.

In this case we used the damaged ice with 40% beams missing for the entire domain. The resulting ice motion is displayed in140

Fig.4A, and the largest compressive strains at the end of the simulation in Fig.4B. Figure 5A is a satellite image of the same

region on 23 of March. Figure 5B, shows the corresponding simulated fracture pattern.

The other date for model testing in the Kvarken region is 8/3/18. During a few days proceeding this date there was a fairly

constant mostly eastern wind. We use the same initial state in this case as for 23/3/18, except that we now define two region of

fast ice. The first region is the strait between Holmön and the Swedish main land, and the other region is the Finnish archipelago145

along the southern border of the domain terminating close to Valsörarna (marked by ’V’ in Fig. 5B). This boundary between

strong ice and weak ice become visible in Fig.3B. The damaged ice breaks, while the fast ice remain solid. Other differences

in this simulations is that the force on DEs comes from the east and not the north, and the simulation is a bit shorter. The ice

motion and compressive stresses are displayed in Fig. 6, and simulated and observed fracture patterns are displayed in Fig. 7.

There are many similarities in ice motion and fragmentation between the 8 and 23 March 2018 simulations. This reflects150

the fact that ice motion in this region is heavily influenced by the topography of the archipelago and the coastlines of Finland
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Figure 5. (A) A satellite image of the Kvarken area on 23/3/18 (S2, LC8/9 & S3, 23.03.2018, from the TARKKA database as described in

data availability below). ’T’ marks the location of the Torsön Island, ’Ö’ the location of the Öuran Island, and ’V’ the Valsörarna Island. (B)

The simulated fracture pattern after 3 hours and 45 minutes. This image display (with black dots) all beams that are strained more than 5%

of their original length (and thereby obviously broken). Water is black, ice is gray, and land brown.

Figure 6. (A) Color coded ice motion for the 8/3/18 simulation. Dark red correspond to the largest motion, which in this case reaches about

3.5km. (B) The largest compressive strains on intact beams connecting DEs at the end of the simulation.

and Sweden. The ice is pressed through the Kvarken strait by northern to eastern winds. In both cases the Kvarken strait is a

bottleneck and indications of compression arches are seen in Figs. 4B and 6B. The fast ice regions emerging from the 23/3/18

simulation in both the Finnish archipelago and between Holmön and the Swedish cost very closely resembles the satellite

images. Notice that this the simulation in which we did not explicitly implement fast ice regions in the model. The fast ice155

regions extracted from the satellite images above are displayed in Fig. 8A, and the corresponding fast ice emerging from the
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Figure 7. (A) A satellite image of the Kvarken area on 8/3/18 (S2, LC8/9 & S3, 08.03.2018). (B) The simulated fracture pattern after 3 hours

and 15 minutes. This image display (with black dots) all beams that are strained more than 5% of their original length (and thereby obviously

broken), and beams compressed more 0.02% (light gray dots) of their original length.

simulations are displayed Fig. 8B. These two figures form a good example of the accuracy of the HiDEM model. There are

clear similarities between the observed and the simulated fast ice regions, but there are also easily spotted differences.

For 23/3/18, the fairly straight south-west north-east lead that marks the boundary between broken and fast ice goes a bit

more to the north in the simulation as compared to the satellite image, reaching the Finnish coast at the Öuran Island instead160

of the Torsön Island. Another difference between observed and simulated ice configurations for the 23 March 2018 case is that

there is significantly more open water east and north of Holmön in the observed images. This originates from differences in

initial conditions. In the simulations the initial condition was a 100% ice covered Bay of Bothnia, while in the observed case

there existed a wide lead of open water along the Swedish cost the days before the 23. This difference is clearly seen in Fig. 5.

Finally, as a consequence of the limited time for ice motion in the simulations, the ice floes has not travelled as far through the165

Kvarken strait in the simulations as in the satellite image.

For the 8/3/18 case there are also many striking similarities between the observed and the simulated ice configurations. The

ice begin to break up along an east-west corridor ending between the south-end of Holmön and the Finnish archipelago. The

same corridor of fragmented ice can be seen in the satellite image, but in this cases it reaches almost all the way to the Finnish

coast. It is quite clear that the simulation would have to run longer for the ice fragmentation to reach that far east, even though170

the ice forcing is slightly exaggerated in the simulations.

Substantial compressive crushing of sea ice near the Swedish coast is identified in our simulations (Fig. 7B, light gray pat-

tern). Such crushing cannot be detected in the satellite image Fig. 7A. This phenomenon may have two different explanations:

The crushing of ice cannot be detected in the satellite image as it does not expose dark open water, or it may indicate that

wind forcing was set too strong in the simulations in this case. The latter is consistent with the weak to moderate eastern winds175

during 6 to 8 of March. Inspecting satellite images for 6 and 7 of March reveal that it took about 3 days to form the east-west
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Figure 8. (A) Fast ice regions extracted from the satellite image for 23/3/18 (S2, LC8/9 & S3, 23.03.2018). (B) Fast ice regions at the end of

the 23/3/18 simulation.(C) The computed FSD at the end of the 8/3/18 simulation fitted by power-law with exponent 1.72. (D) The computed

FSD at the end of the 23/3/18 simulation fitted by power-law with exponent 1.76.

fragmentation corridor. Such long times cannot be reached by simulations which could largely explains the differences between

observed and simulated.

The floe size distribution (FSD) that form in the simulations can be extracted. We were not, however, able to extract the

corresponding FSDs from the satellite images. Observed FSDs have recently been published by Denton et al. for the Canada180

Basin (Denton and Timmermans (2022)). They reported power-law FSDs, n(s)∝ s−α, with exponents α ranging from 1.65

to 2.03 over a floe-area range from 50m2 to 5km2, with the larger exponent values appearing in the summer and autumn, and

at low ice coverage. The FSDs from the 8/3/18 and 23/3/18 simulations are displayed in Figs 8C and 8D, respectively. Power-

laws are evident with exponents 1.72, and 1.76, respectively. Also the size-ranges are similar to those reported by Denton

et al. However, the discreteness of the DEM become influential for the smallest floe sizes: a single particle have an area of185
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Figure 9. (A) Simulated strain field in the Bay of Riga induced by South Western winds. (B) FSD of the Bay of Riga simulation. (C) Result

of a box-counting algorithm for compression ridges, N(L/l)∝ L/lD , where l is box length, L is domain length, and N is the number of

boxes containing ridges.

πr2 ≈ 50m2. As single DEs cannot be broken there is a ’pile up’ effect in the FSDs for floes with a single or a few DEs. The

largest ’floes’ in the FSDs, outside of the power-law range, represent the fast ice regions.
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3.2 Bay of Riga

To demonstrate the influence of coastal topography we have included a simulation of sea-ice in the Northern part of the Bay

of Riga under compression from a South-western wind. This configuration is known to produce compression ridges between190

the Kihnu and Saaremaa islands. The strains between DEs, that were initially connected by beams, at the end of the simulation

are displayed in Fig. 9A (that is, both intact and broken beams are included). Formed compression ridges appear in the figure

as vague red bands of tension in an otherwise compressive ice landscape. The FSD extracted from the Bay of Riga simulation

is displayed in Fig. 9B. The exponent in this case is significantly larger (α≈ 2.12) compared to the Kvarken simulations. This

is consistent with the fact that the topography of the Bay of Riga does not allow for ice to flow out of the domain in contrast195

to the Kvarken strait, and therefore the ice floes are crushed and grinded to smaller sizes (Sulak et al. (2017); Åström et al

(2021)).

At the moment we do not have observational data for ridge patterns. It is, however, reasonable to expect that ridge patterns

form fractals as so many other structures formed by dynamics sea ice (Weiss (2001)). We identified simulated ridge patterns

by locations of DEs pressed below the ice surface to form ridge keels. A simple box counting algorithm, N(L/l)∝ L/lD then200

revealed their fractal dimension D. Here L/l is the linear number of boxes the domain is divided into, and N is the number of

boxes containing DEs identified as ridge keels. Fig. 9C shows the result of this exercise, and reveal that D ≈ 1.12, which is a

fairly low dimension. D = 1 would mean ridges form non-fractal linear structures. It is reasonable to expect that if ridge fields

were formed over longer periods and by different wind directions they could eventually cover entire areas, and their dimension

would then become D = 2. It is also evident from Fig.8A that when long ridges are formed in a single event, like in our205

simulations, the structure of the ridges is influenced by the shape of the coast line and the bathymetry in shallow waters where

ridge keels begin to get grounded. The fractal dimension D = 1.12 is a rather typical value for reasonably straight coastlines

like in the Bay of Riga. The location of ridges in relation to shallow water bathymetry is explicitly displayed in Fig. 10.

4 Discussion

The results reported here in combination with earlier results on ice shelf disintegration (Benn et al. (2022)), lab-scale ice210

crushing experiments (Prasanna et al. (2022)), and glacier calving (Åström et al (2021)) demonstrate that HiDEM is capable

of simulating the physics of ice fragmentation. In principle, it is possible to use the code in its current form to predict sea ice

motion and fragmentation for a few days over length scales of a few hundred kilometers. In order to obtain a constant supply

of high-fidelity forecast it would however demand a procedure to obtain high quality assessment of initial conditions. Not

only would it demand a detailed knowledge of variations in ice thickness, but also in ice quality. Also the spatial variations in215

ice surface roughness would be important as it affects the local stress on the ice applied by wind and current. Furthermore, a

detailed forecast of winds and currents would be needed in order to determine the forcing on the ice during the simulations.

Finally, it would be important to set proper boundary conditions for each case. In particular, if the ice is allowed to move out of

the simulation domain. In case the domain is limited by land this is trivial to assess, but if the domain boundary crosses water

with dynamic ice both inside and outside the domain, the situation becomes more difficult.220
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Figure 10. Color coded bathymetry. The water surface is at 57m. Locations of DEs that make up compression ridges are indicated by blue

markers. DEs begin to get grounded in dark red areas. Gray is land. Axis are in meters.

A complicating factor for simulations of this kind, are the huge difference between the short time-step needed for accurate

fracture dynamics, and the relevant time scales for sea ice dynamics. The time resolution, dt, should be smaller than the time

it takes for sound to travel across a DE, which for ice means dt < DEdiameter/
√

K + 3G/4≈ 0.0025sec, where K is bulk

modulus, and G is shear modulus for ice. We use here a time step dt = 0.001sec. This means that 3.6 million time steps

are needed to simulate 1 hour of ice dynamics. Even for the highly optimized HiDEM code, reasonable simulation times are225

limited to roughly between a few hours up to a few tens of hours, depending on available compute resources. In contrast, the

relevant time scale for sea-ice dynamics may be days, weeks and months. It is, however, possible to speed up ice dynamics in

the simulations a bit compared to the pace in nature.

The limitation in simulation times means that entire winter seasons of sea-ice dynamics cannot reasonably be computed.

Instead a sea-ice snapshot in time has to be created based on observations and the near-future ice dynamics may then be230

computed from such a starting point.

5 Conclusions

Here we have applied the HiDEM model to sea ice fragmentation and demonstrated that it can reproduce rather well observed

features. The fracture patterns and ice motion resembles those observed via satellite images. Floe size distributions also coincide

with observations. As an operational forecast model there are however limitations to the usefulness of the code. The domains235
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possible to simulate with a high resolution are limited in size. Also the duration of the simulated ice dynamics is limited. In

contrast, the model gives very high resolution results of fractures, leads, compression ridges, and floes. It seems that the best

way forward for ice dynamics forecasts would be a combination of DEM and continuum models.

Code and data availability. A release version of HiDEM is available at https://doi.org/10.5281/zenodo.1252379. The bathymetry for the

simulations are provided by the Baltic Sea Hydrographic Commission freely available at: http://data.bshc.pro. The satellite images are: ESA240

Copernicus Sentinel Data SYKE (2018), and USGS/NASA Landsat program SYKE (2018), provided by the Finnish Environment Institute

SYKE, available at: https://wwwi4.ymparisto.fi/i4/eng/tarkka.
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