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Abstract. To derive sea ice thickness (SIT) from CryoSat-2 freeboard (FB) estimates, assumptions about snow thickness, snow

density, sea ice density and water density need to be made. These parameters are close to impossible to observe alongside FB,

so many existing products use climatologies, or empirical values. A resent study proposed to use model parameters for snow

thickness, sea ice density and water density instead. In this study, we are evaluating this values against in situ observations

and the commonly used climatologies and empirical values. We show that the snow thickness and water density is in better5

agreement with observations, and that the sea ice density is overall too light. Analyzing the difference in SIT resulting from

the model parameter vs. the empirical values, we find that the snow thickness leads to the largest differences with up to 30

cm, closely followed by the sea ice density with 20 cm. For the water density we find an up to 7.5 cm difference, which is

small in comparison to the snow thickness and sea ice density, but not negligible as most studies currently argue. We find that

the origin of the assumption that water density is negligible in the FB to SIT conversion originates from a study investing the10

seasonal Arctic sea ice density variability, not taking into account the spacial variability. For CryoSat-2 based SIT products

we recommend to either use a water density climatology, or an uncertainty value of 2.5 kgm−3 instead of the commonly used

value of 0 to 0.5 kgm−3.

1 Introduction

With help of radar or laser satellites, freeboard (FB) can be observed from space. From these observations, it is possible to15

derive Arctic wide sea ice thickness (SIT) estimates (Laxon et al., 2003; Tilling et al., 2018; Hendricks et al., 2021; Guerreiro

and Fleury, 2017). The satellite with the longest time series of FB is Cryosat-2, which has observed the sea ice since 2010.

Cryosat-2 was designed under the assumption that the radar signal gets reflected from the snow-ice interface and thereby

measures the ice FB (Beaven et al., 1995; Wingham et al., 2006). Shortly after the launch, several studies found that the snow

layer strongly influences the radar reflection horizon (Willatt et al., 2011; Kwok et al., 2011). To better describe what CryoSat-220

measures, Ricker et al. (2014) introduced the term radar FB. To derive SIT from the radar FB (FBr), Archimedes principle is
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applied, and the SIT is derived as follows (Tilling et al., 2018):

SIT =
(FBr + 0.25 ∗Hs)ρw

(ρw − ρi)
+

Hsρs

(ρw − ρi)
(1)

The terms in this equation are the snow thickness (Hs), the snow density (ρs), the ice density (ρi) and the water density

(ρw). Alexandrov et al. (2010) conducted an error estimate study on equation 1 (excluding the radar FB correction term) and25

found that the largest contributors were the sea ice FB and the sea ice density. Another sensitivity study performed by (Kern

et al., 2015) found that the snow thickness is at least as important as the sea ice density for the FB to SIT conversion. Prior

to Alexandrov et al. (2010) the same sea ice density was used throughout the entire Arctic (Laxon et al., 2003). To address

the sensitivity of equation 1 to sea ice density, (Alexandrov et al., 2010) introduced a method to derive the SIT depending on

ice type, deriving sea ice density for multi year ice (MYI) and first year ice (FYI). This method, covering FB to SIT by using30

MYI and FYI values for the sea ice density in equation 1 (and in later versions also for snow thickness and snow density), will

be called the classical approach in the following text. For snow density, snow thickness and water density they used values

prior introduced by Laxon et al. (2003), where the Laxon et al. (2003) values for snow density and snow thickness originate

from a snow thickness climatology by Warren et al. (1999) (W99). W99 is a snow thickness and density climatology compiled

of 37 years of snow observations made at drift stations on the Arctic ice in the years 1954-91. Since it is a climatology, no35

interannual variability in snow thickness is included. Kurtz and Farrell (2011) found that due to changed sea ice conditions in

the Arctic, W99 snow thicknesses should be reduced over FYI by 50%. Sallila et al. (2019) compared six different SIT products

using Cryosat-2 FB to derive SIT and found that the majority of these products still use Alexandrov et al. (2010) values for

sea ice density, the reduced W99 climatological values for snow density and thickness over FYI and a single value of varying

magnitude for water density. Other sea ice products available since Sallila et al. (2019) use snow models as an alternative to40

the modified W99 (Fiedler et al., 2022; Landy et al., 2022), and some of the SIT products included in Sallila et al. (2019) have

since started to use other snow thickness products over FYI, (Hendricks et al., 2021) i.e., from passive microwave. Apart from

the changes in snow thickness, most of the values in equation 1 remain the same, as suggested by Alexandrov et al. (2010)

and Laxon et al. (2003). The reason for using these values up until today is due to the fact that observations of the Arctic

sea ice are sparse. A few studies have suggested different values for sea ice densities (Jutila et al., 2021; Ji et al., 2021). Ji45

et al. (2021) showed that the suggested sea ice density values from a climatology derived from observations from 2011-2015

improve SIT estimates in the Beaufort Sea compared to using the fixed values from Alexandrov et al. (2010). However, the

observations used in this climatology are sparse with significantly more observations close to the validation site in the Beaufort

Sea, which means that more validation is needed before relying on the derived sea ice densities in other regions. Jutila et al.

(2021) uses airborne observations to derive bulk sea ice density and finds that sea ice in the Arctic has become denser over the50

past decades. They also derive a negative exponential relationship between the bulk density and the FB, but they acknowledge

that more research is needed in order to use this relationship in FB to SIT retrievals. Sievers et al. (2023) used ice model sea

ice density values to convert assimilated FB to SIT. They also used model values for snow thickness, and water density and get

SIT values which over all compare better to in situ observations than the classical derived SIT product from Hendricks et al.

(2021). The better SIT values from Sievers et al. (2023) could either be due to successful FB assimilation, correcting known55
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biases (Willatt et al., 2011; Kwok, 2014; King et al., 2018) in the CryoSat-2 FB retrials, due to better snow thickness and sea

ice density values or due to both. Sievers et al. (2023) links some of the skill of the assimilation to correction of FB through

the assimilation. Several studies however have found that snow thickness and sea ice density contribute significantly to SIT

biases in the FB to SIT conversion (Alexandrov et al., 2010; Kern et al., 2015; Jutila et al., 2021). recent studies have shown

that modelled snow thickness can give good results, substituting the commonly used W99 snow thickness (Landy et al., 2022;60

Fiedler et al., 2022). Sievers et al. (2023) was the first to use modeled sea ice density values. The values have not yet been

evaluated. This paper will address this gap and compare not only the sea ice density but also the snow thickness and water

density values from Sievers et al. (2023) with independent observations and values used in the classically derived SIT retrieval

from Hendricks et al. (2021). Further, a spatial comparison between the values from Sievers et al. (2023) and Hendricks et al.

(2021) is used to determine the influence of the parameters on the SIT conversion in different regions.65

Sievers et al. (2023) uses water density values from an ocean model. Uncertainties introduced by water density are by many

CryoSat-2 SIT products neglected (Kurtz et al., 2013; Tilling et al., 2018; Hendricks et al., 2021) under the assumption that a

single value can be used with an uncertainty of ± 0.5 kgm−3. Alexandrov et al. (2010) states that the surface water density

only varies with 2 kgm−3, which is not reflected in our model results. This is why we decided to include the surface water

density in our evaluation as well, even though other studies (Kurtz et al., 2013; Tilling et al., 2018; Hendricks et al., 2021)70

neglect its influence on the FB to SIT conversion.

2 Data and Methods

2.1 Model data

The sea ice model run in this study is the same as the model used in (Sievers et al., 2023) to assimilate the CryoSat-2 FB. It

is a coupled sea ice ocean model, which consist of NEMO v4.0 (Madec et al., 2017) as the ocean component and CICE v6.275

(Hunke et al., 2021) as the sea ice component. The model set up used in this study will be called C6N4 in the following. The

NEMO setup closely follows Hordoir et al. (2022) with minor changes to the setup to be run with NEMO v4.0. The atmospheric

forcing applied is ERA5 (Hersbach et al., 2017) with a frequency of 3 hours. More details on forcing and setup can be found

in (Sievers et al., 2023). The variables discussed in this study are the sea ice density, the water density and the snow thickness.

The sea ice density is modelled following:80

ρi = ab ∗ ρb + (1.− ab) ∗ ρfresh (2)

Here ab is the fraction of brine contained in the sea ice volume and ρb the density of the brine following Assur (1958). This

calculation is only available if the mushy ice thermodynamics are used in CICE. ρfresh is constant and set to 882kgm−3.

In CICE, the surface water density is calculated from sea surface salinity following Feltham et al. (2006). This is the CICE

default setting.85

The snow thickness is calculated by CICE depending on the snow forcing from ERA5. Even though the forcing is the source

of the C6N4’s snow volume, we found that the atmospheric boundary layer scheme and the atmospheric drag formulation has
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a significant impact on the snow thickness. In this study, we used the CICE default atmospheric boundary layer and the form

drag formulation from Tsamados et al. (2014).

2.2 AWI data90

The weekly CryoSat-2 derived SIT data version 2.4 developed at the Alfred Wegener Institute (AWI) includes all values used

for deriving the SIT from radar FB at the corresponding location. The dataset follows the classical approach of deriving SIT

from FB, which assumes hydrostatic balance and sea ice density and snow thickness values that depend on the ice type, as

described in the introduction. Ice type data used is the OSISAF daily ice type product OSI-403-d (SAF, 2017). The sea ice

density values used are 916.7 ± 35.7kgm−3 for FYI and 882 ± 23 kgm−3 for MYI following Alexandrov et al. (2010). The95

snow thickness used is a combination of the W99 snow climatology and snow thickness product using the Advanced Microwave

Scanning Radiometer 2 (AMSR2) in the marginal ice zones. The snow thickness products are weighted depending on location.

In the central Arctic extending to the Russian, the Greenlandic and Canadian coast the W99 climatology is dominating. In

the marginal ice zones of the Canadian Archipelago, the Fram Strait, the Barents Sea and the Bering Sea the AMSR2 snow

thickness is dominating. Following Kurtz and Farrell (2011) they reduce the W99 snow thickness by 50% over FYI. The value100

used for the water density is 1024 kgm−3, and its uncertainties are neglected (Hendricks et al., 2021). Additional information

is available in Hendricks et al. (2021).

2.3 Validation data

2.3.1 Snow

To validate the C6N4 and AWI snow thickness, the altimetric based snow thickness product (ASD) Garnier et al. (2021)105

from Laboratoire d’Etudes en Géophysique et Océanographie Spatiales (LEGOS) was used. The ASD product is based on

the assumption of different penetration depth of different radar wavelengths. It is derived by subtracting the SARAL/Altika

Ka-band and CryoSat-2 Ku-band radar height measurements from one another. In its validation study, it was shown that the

ASD data product compares better to NASA Operation IceBridge airborne snow thickness observations than both the W99

climatology and the AMSR2 based data product (Garnier et al., 2021). The ASD data product covers the Arctic up to 81.5 ◦ N.110

Therefore, the comparisons of both the AWI snow data and the C6N4 snow data was limited to the same geographical extent.

2.3.2 Sea ice density

The sea ice density used for validation is a sea ice bulk density derived from airborne observations described in Jutila et al.

(2021). The density was calculated based on the Archimedes’ principle following:

ρi = ρw(1− Hfs

htot−Hs
) + (ρw − ρs)

Hs

Htot−Hs
(3)115

They set ρw to 1024 kgm−3 and ρs to 300 kgm−3. The values for Hs (snow thickness), Htot (total snow and ice thickness)

and Hfs (snow freeboard) are based on airborne observations in the beginning of April 2017 and 2019. The locations of the
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field campaign of 2017 are marked in figure 1 by blue dots and stars, and by red dots and stars for the 2019 campaign. Hs was

measured with a snow radar similar to those used during the Operation IceBridge campaigns (MacGregor et al., 2021). htot

was measured with an electromagnetic induction sounding instrument also called the EM-Bird, further described by Haas et al.120

(2009). Hfs was measured with a near-infrared, line-scanning Riegl VQ-580 airborne laser scanner. More details about each of

the measurements can be found in Jutila et al. (2021). The resulting data includes an error estimate, which was used to filter the

data. No values with error larger than 30 kgm−3 were used. A second sea ice density data set was used for comparison, obtained

Figure 1. Map showing the locations of the IceBird campaign from 2017 (turquoise stars and dots), 2019 (red stars and dots) and the four

areas considered in figure 2. The stars and dots refer to the data marked with stars and dots in figure 4. Region 1 is the region called Canadian

Arctic, region 2 is the region called Beaufort Sea, region 3 is the region called Russian Arctic East and region 4 is called Russian Arctic west.

The black dots indicate the locations of the MOSAiC core sea ice density measurement shown in figure 5

.

primarily in the central Arctic. This data set was collected during the Multidisciplinary drifting Observatory for the Study of

Arctic Climate (MOSAiC) expedition, where sea ice density from FYI ice cores was obtained (Oggier et al., 2023). The sea125

ice density values were calculated using the method of hydrostatic weighing, which according to Pustogvar and Kulyakhtin

(2016) is the most reliable method to measure sea ice density. For this method, the mass of the ice core is measured both in air

and in an unspecified liquid (Oggier et al., 2023). The density is given per segment of the measured core, and we calculated
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the thickness weighted mean density of the ice core to compare it to C6N4. The location of the coring site was interpolated to

the model grid using the nearest neighbor method. The time the measurements were taken range from October 2019 to August130

2020. To be able to use the full data set, the 10 year C6N4 original run was extended by 8 months. This period was only used

for the comparison of the sea ice density measurements of Oggier et al. (2023).

2.3.3 Water density

The surface water density was calculated from the salinity of the World Ocean Atlas 2018 (WOA) data set (Zweng et al., 2019).

The WOA is quality controlled and interpolated to a standardized depth grid. It is the largest freely available gridded data set of135

oceanographic observations (Boyer et al., 2018). The data set used in this study is the 0.25 ◦ data set spanning the years 1955

to 2017 and the averaged monthly subsets for October to March. The density was calculated following the salt water density

calculation from Feltham et al. (2006) utilizing only the surface values from the WOA data set. The method to calculate the

water density from Feltham et al. (2006) was chosen to be in line with the way C6N4 calculates surface water density.

2.4 SIT comparison140

One objective of this study is to evaluate SIT differences resulting from the sea ice density, snow thickness and water density

differences of the AWI and the C6N4 data. To evaluate this first the mean C6N4 and AWI values for sea ice density, snow

thickness and water density had to be calculated. The AWI data was biliary interpolated onto the model grid. All grid points

covered by at least 50 satellite overflights were found, and only grid points and time steps covered by both the AWI data

product and C6N4 were considered. In a second step, the mean absolute difference (MAD) between the selected C6N4 and145

AWI values were calculated for each gird cell fulfilling the above-mentioned conditions.

The MAD and mean values are used to determine the mean SIT error as a result of the variation of the parameters of snow

thickness and sea ice density. The water density will be treaded slightly differently due to the single value used in the AWI

data. To determine the resulting SIT difference from snow thickness and sea ice density, a variation of equation 1 is calculated

in each grid cell. For example, for ρi this would look like:150

SIT+ 1
2 MADρi

,− 1
2 MADρi

=
FBρw

(ρw − (ρi± 1
2MADρi

))
+

Hsρs

(ρw − (ρi± 1
2MADρi

))
(4)

SITρi = SIT+ 1
2 MADρi

−SIT− 1
2 MADρi

(5)

In equation 4 Hs, ρi and ρw are the mean values from the C6N4 and AWI data, calculated as described above. The mean FB

values are calculated from AWI data only, and the ρs values are equal in both data sets. To calculate the SIT difference resulting155

from the snow thickness difference Hs was varied by ± 1
2MADHs .

For the water density a similar analysis was conducted, but instead of deriving the mean ρw from the C6N4 and AWI values

the WOA values were used as the mean ρw in equation 4, and the variation ± 1
2MADρw

is given by the difference between
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1024 kgm−3 for the AWI data, and the WOA values and a winter month (November to April) C6N4 water density climatology

calculated from the 10-year model run.160

2.5 Probability Density Function

The snow thickness data sets from C6N4, AWI and ASD come in varying spacial and temporal resolutions. The C6N4 data

comes on a 10x10 km grid at a weekly frequency, the AWI data covers ca 100 overflights per week, not covering any area

above 88◦N, and the ASD data comes at a monthly frequency, covering only areas up to 81.5◦N. To ensure a fair comparison,

the data was divided into 4 regions displayed in figure 1, and the probability density functions (PDF) of each month in each165

region were calculated for each of the data sets. The PDF indicated the probability of the snow having a certain thickness. The

integral of a PDF is always 1, what makes it suitable to compare variables with different temporal and spatial resolutions.

3 Results

3.1 Snow thickness

Figure 2 displays the PDF of the C6N4, AWI and ASD snow thickness data for the month November to March. Compared to the170

AWI and ASD snow thicknesses, the C6N4 values are the thinnest in November and experience the largest accumulation over

the winter season. The largest snow accumulation in the C6N4 data can partly be explained by the fact that the densification of

snow is not included in the model. The AWI snow thickness PDFs show distinct peaks resulting from the climatology values.

Two, or in some areas even three, peaks are visible. The AWI product includes thinner snow covers over FYI and thicker

over MYI, leading to the two peaks. In the Canadian Arctic, three peaks are visible. This is due to varying snow conditions175

in the included regions, which are separated by the Islands in the Canadian archipelago and Greenland. Overall, the PDFs in

Table 1. Overview of the disagreement between the PDFs in figure 2 using the ASD observations as reference. The disagreement is given

as a number between 0 and 2; 0 indicating perfect agreement and 2 indicating absolute disagreement. The background color of the entries

indicated which data set agreed better with the observations. The orange fields indicate better agreement between the AWI data set and

the ASD snow thickness, and the turquoise fields better agreement between C6N4 and the ASD snow thickness. The intensity of the color

indicate the difference between the C6N4 and AWI disagreement.

Month Canadian Arctic Beaufort Sea Russian Arctic East Russian Arctic West

C6N4 AWI C6N4 AWI C6N4 AWI C6N4 AWI

November 0.91 0.58 0.45 0.87 0.3 0.98 0.48 0.98

December 0.54 0.71 0.42 0.84 0.24 1.11 0.22 0.86

January 0.46 0.65 0.25 0.98 0.33 1.28 0.50 0.88

February 0.22 0.78 0.26 1.18 0.61 1.38 0.87 0.62

March 0.26 0.74 0.46 1.24 0.67 1.15 0.94 0.57

figure 2 show that the snow cover of C6N4 seems to be in better agreement with the ASD snow estimate when compared to

7

https://doi.org/10.5194/tc-2023-122
Preprint. Discussion started: 14 August 2023
c© Author(s) 2023. CC BY 4.0 License.



Figure 2. probability density functions for snow in regions where all three data sets exists. Blue lines show the snow thickness used in the

AWI data, red lines show ASD based snow thickness, and the turquoise lines show C6N4 snow thickness.

the agreement between the AWI and the ASD estimates. To quantify this, the disagreement between the AWI data and the

ASD PDFs and the disagreement between the C6N4 data and the ASD PDFs was calculated and displayed in table 1. The

disagreement was calculated as the sum of the integral of the ASD PDF and the integral of the AWI or C6N4 PDF, minus the180

integral of the area where the two PDF’s overlap. The background color of each entry indicates which data set matches better

with the ASD. The orange background indicates that the AWI data matches better, and the blue color indicates that the C6N4
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data matches better. Most of table 1 is blue, indicating that C6N4 snow indeed compares better to ASD snow than the AWI

snow does. Only in the Canadian Arctic the AWI data match better with the ASD data in November, and in the Russian Arctic

west the AWI data match better in February and March. The intensity of the background color indicates the magnitude of the185

differences of the AWI and C6N4 disagreement. Particularly in the Beaufort Sea and the Russian Arctic East, C6N4 matches

the ASD data better than the AWI data matches the ASD data. Figure 2 shows that the large disagreement in the Beaufort Sea

is created by the presence of a large peak of thick MYI snow (∼ 30-40 cm) in the AWI data in all regions, which is not reflected

in the ASD data set, nor in the C6N4 data.

It is clear from figure 2 and table 1 that the C6N4 and the AWI snow thicknesses are significantly different to one another.190

To evaluate the impact of the snow difference between the C6N4 and the AWI snow thickness, the SIT difference resulting

from the snow difference was derived as described in section 2.4. The resulting SIT difference is shown in figure 3 lower

right panel. Figure 3 also shows the mean snow thickness used in equation 4 as Hs in the lower left panel, the half MAD

used in equation 4 as 1/2 MADHs
in the lower middle panel, the mean C6N4 snow thickness (upper left), the mean AWI

snow thickness (upper middle) and the difference between the mean AWI snow thickness and the mean C6N4 snow thickness195

(upper right). The white ring at about 79◦N is a result of the CryoSat-2 orbit pattern and the condition that the presence of

at least 50 satellite observations in a grid cell are needed to calculate the mean and MAD. Figure 3 lower right panel shows

that the SIT difference resulting from the snow thickness difference between C6N4 and the AWI data set result in up to 30

cm SIT difference. This difference is located in the regions north of Greenland and Canada, and between Svalbard and Prince

George Land. The difference between C6N4 and the AWI snow thickness in the upper right panel shows that the region north200

of Greenland and Canada is a result of thicker snow in the AWI data and the difference between Svalbard and Prince George

Land a result of thicker snow in the C6N4 data.

The region between Svalbard and Prince George Land, which also shows up to 30 cm SIT differences in figure 3 upper panel

right, is a result of thicker snow in C6N4, as shown by the positive values in the upper right panel. The disagreement in table 1

values for the Russian Arctic west show that the C6N4 values agree better with the ASD values in November, December and205

January and the AWI values agree better with the ASD values in the month February and March. The higher miss match in the

AWI data in November, December and January is a result of a more uniform snow thickness as shown in the right column in

figure 2. The higher disagreement in February and March between C6N4 and the ASD data is caused by overestimation of the

snow thickness by the model.

The AWI mean snow thickness in the upper middle panel in figure 3 shows a mean snow thickness in the region east of210

Greenland of about 20 to 25 cm. The left column in figure 2 shows the PDF for parts of the region north of Greenland and

Canada. Above, we discussed that the three peaks in the PDFs are probably a result of different snow thicknesses in the different

regions. The AWI mean snow thickness in the upper middle panel in figure 3 shows about 5 to 10 cm difference in the Baffin

Bay, which correspond to the first peak in the left column in figure 2, about 15 to 25 cm in the Greenland Sea, which correspond

to the second peak and about 35 cm in the region north of Greenland corresponding to the third peak. The disagreement in215

table 1 shows that the snow thickness of C6N4 in this area only agrees slightly better with the ASD data than the AWI data

with the ASD data. The PDF in the left column of figure 2 shows that the agreement between the AWI and ASD data mainly
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Figure 3. Snow and ice thickness differences between the C6N4 and the AWI data set. The upper left panel shows the C6N4 mean snow

thickness, the upper middle panel the AWI mean snow thickness, the upper right the C6N4 - AWI snow thickness difference, the lower left

the AWI and C6N4 mean snow thickness used in equation 4 as Hs, the lower middle panel the 1/2 MAD between the C6N4 and the AWI

snow thickness and the lower right the resulting sea ice thickness difference.

results as an agreement between the two first peaks. To validate this, the disagreement between the region north of Greenland

and Canada was calculated, excluding the Baffin Bay and Greenland Sea. The resulting disagreement values are displayed in

table 2. The disagreement for both the AWI data and the C6N4 data is increased in table 2 in comparison to the first column in220

table 1. The results in table 2 show that the disagreements in November, December and January does not change significantly.
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Table 2. Disagreement between the AWI and ASD, and C6N4 and ASD snow thickness excluding Baffin Bay and Greenland Sea from the

Canadian Arctic region.

Month Canadian Arctic

C6N4 AWI

November 1.48 1.24

December 1.14 1.40

January 1.12 1.33

February 0.55 1.50

March 0.26 1.48

The model melts off almost all snow over summer. This results in too thin snow in the beginning of winter. The ASD snow

only changes slightly over the winter in the Canadian Arctic region, while the third peak of the AWI snow is spread slightly

wider from November and gains more and more snow of about 38 cm over the winter. This is visible in figure 2, but even more

pronounced in the analysis of the reduced Canadian Arctic region listed in table 2.225

The mean snow thickness in the upper left and middle panel of figure 2 shows not only that the C6N4 snow thickness is

over all thinner than the AWI snow thickness, but also that the snow thickness has different distributions. The thickest snow

in C6N4 north of Greenland is located further east than in the AWI data. The thinnest snow in C6N4 is located in the eastern

Beaufort Sea and in the Laptev Sea, while it is located in the Barents Sea in the AWI data.

3.2 Sea ice density230

The relation between the sea ice density retrievals from the IceBird measurements of Jutila et al. (2021) and the C6N4 and

AWI data is displayed in figure 4. According to Jutila et al. (2021) the observations from 2017 were taken over FYI locations,

while the 2019 observations cover both MYI and FYI areas. To distinguish the two data sets, they were shown in two separate

panels. All IceBird measurements originating from the same day and grid cell were averaged to one value. Grid cells with less

than 10 IceBird measurements were excluded (0.9 % of the data) from the analysis. The correlation coefficients and RMSD

Table 3. Correlation coefficients between C6N4 and the IceBird sea ice density and between the AWI and IceBird data, as displayed in figure

4.

2017 2019

C6N4 AWI C6N4 AWI

R value 0.42 0.37 0.42 0.24

RMSD 35 35 25 22

235

between the IceBird and AWI, and IceBird and C6N4 data are listed in table 3 for each year separately. In both 2017 and 2019

there appear to be clustering in C6N4 and AWI data. The flight paths of the expedition in figure 1 in both years are located in
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Figure 4. The IceBird sea ice density plotted against AWI (blue) and C6N4 (orange) sea ice densities. The stars and dots represent the

Western and Eastern observation sites respectively, and the large symbols with black outline are the mean values for each region.

two different locations. The clustering is a result of the different representations of sea ice densities in C6N4 and the AWI data

at the different locations, which are marked by stars and dots, where the stars represent the eastern locations (also marked in

figure 1). Since the data is clustered for both the AWI and the C6N4 data, the RMSD was calculated for each location and year.240

Both data sets reveal low correlations. The C6N4 data correlates overall better with the IceBird data, with a similar correlation

coefficient in both year. In 2017 the AWI data correlates better with the IceBird data than it correlates in 2019. The RMSD

between the IceBird and AWI sea ice density is lower than between IceBird and C6N4 sea ice density. In general, the IceBird

observations of sea ice densities are higher than both the C6N4 and the AWI data.

According to Jutila et al. (2021) the IceBird observation data includes both MYI and FYI in the 2019 measurements, but245

only FYI in the 2017 measurements. The FYI sea ice density value for the AWI data is 917 kgm−3. The majority of the AWI

sea ice densities (blue points) in figure 4 left panel show, however, a typical MYI sea ice density value of 882 kgm−3 for the

year 2017. The C6N4 data is also less dense in 2017 than in 2019 indicating that there is more MYI in 2017 than in 2019 in

contradiction to the IceBird observations. The large stars and dots with black outlines in figure 4 show the mean of the C6N4

and AWI sea ice densities, respectively. The locations of these stars and dots show that the AWI data and the C6N4 data agree250

at least to some extent on which regions are lighter and denser.
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In the 2019 plot (figure 4 right-hand panel), the mean IceBird values (large stars and dots) differ. This is due to the different

amount of data points covered by the AWI data and C6N4 data. The comparison with the AWI data only takes into account the

values covered by a CryoSat-2 overflight.

Figure 5. C6N4 sea ice density estimates and MOSAiC FYI core sea ice density.

To include a data set in which the seasonal cycle of the sea ice density is reflected, a comparison has been made between255

the sea ice core based sea ice density measured during the MOSAiC expedition and the model based estimates. Both the

MOSAiC density measurements and the C6N4 density estimates are plotted against time in figure 5. Similar, as observed in the

comparison to the IceBird observations, figure 5 shows that the C6N4 estimates are in general lighter than the observations. In

regard to the seasonal cycle, figure 5 shows that both densities increase with time. The linear regression of the C6N4 values is

slightly steeper than the observation’s. The observations show higher variability than the C6N4 values. This can be explained260

with the fact that the observations are taken in one particular point on the same ice floe, whereas C6N4 represents a 10x10 km

averaged value. The AWI values are not shown in the figure since the values are constant equal to 882 kgm−3 and the AWI

locations coincided with the MOSAiC observations in only four locations.

The RMSD between the C6N4 sea ice density and MOSAiC observations equals 18 kgm−3. Calculating the RMSD between

the MOSAiC data and a constant value of 882 kgm−3, results in a RMSD of 31 kgm−3. The RMSD between the C6N4 and265

the MOSAiC data is 13 kgm−3 lower than the RMSD between the AWI single value and the MOSAiC observations. In figure

6 the C6N4 mean sea ice density is shown in the upper right panel, whereas the AWI mean sea ice density is shown in the

upper middle panel and their differences in the upper right panel. Overall, the AWI values are denser in most regions in the

Arctic, except in the region north of Greenland and Canada. In most regions of the Arctic, the AWI data is either 882 kgm−3

(MYI areas) or 917 kgm−3 (FYI areas). The difference between the C6N4 and the AWI data shows that the typical MYI areas270

(north of Greenland and Canada) are denser in C6N4 and the typical FYI areas are denser in the AWI data. Figure 6 shows

the mean sea ice density between the C6N4 and AWI data in the lower left panel, half a mean absolute difference in the lower

middle panel and the difference in SIT in the lower right panel. The largest SIT differences as seen in figure 6 lower right panel
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are located in a band spanning from the Greenland Sea, north along the Russian side of the central Arctic to the East Siberian

Sea. Comparing the locations of this maximum SIT differences with the MAD values in the lower middle panel shows that the275

largest differences in MAD do not exactly coincide with the largest SIT differences in the lower right panel. This shows that

in this region the SIT is more sensitive to sea ice density variations than in others. The lowest MAD in the lower middle panel

Figure 6. Sea ice density and ice thickness differences between C6N4 and the AWI data set. The upper left panel shows the C6N4 mean sea

ice density, the upper middle panel the AWI mean sea ice density, the upper right the C6N4 - AWI sea ice density difference, the lower left

the AWI and C6N4 mean sea ice density used in equation 4 as ρi, the lower middle panel the 1/2 MAD between the C6N4 and AWI sea ice

density and the lower right the resulting sea ice thickness difference.
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in figure 6 is located in the region north of Greenland and Canada. By comparing the SIT differences in this region with the

SIT differences in the Laptev Sea shows that they are about the same, even though the ρi MAD is about twice as large in the

Laptev Sea compared to the region north of Greenland and Canada. This shows that the sea ice density in the region north of280

Greenland and Canada are more important when deriving the SIT than in the Laptev Sea.

3.3 Water density

In the left panel of figure 7 the WOA water density averaged over the months November to March is displayed and in the

second panel to the left the 10-year C6N4 mean water density is displayed. The middle panel shows the WOA mean water

density minus the AWI water density of 1024 kgm−3 and the WOA mean water density minus the 10-year mean C6N4 water285

density in the second panel from the right. The right panel in figure 7 shows the difference between the AWI single value and

the C6N4 water density. Comparing the differences between the WOA data, the C6N4 and the AWI data, it shows that the

C6N4 data agrees better with the WOA climatology than the single value from the AWI data, but is still less variable when

compared to the variability of the WOA data. The standard deviation (STD) between the C6N4 and the WOA water densities

for the entire Arctic is 1.6 kgm−3 and the STD between the WOA and the AWI water densities is 2.1 kgm−3. To evaluate290

whether the differences in water density leads to significant differences in SIT, or can be neglected as done in most CyoSat-2

SIT data sets, we calculated the SIT differences with varying water densities (ρw). How the SIT difference was calculated is

described at the end of section 2.4. The results are shown in figure 8. The displayed SIT differences vary between 0 and 7.5

cm for both data sets. The SIT calculated from the WOA-AWI density has a more wide-spread variation than is the case for

the one calculated from WOA-C6N4. The C6N4 and AWI water density lead to thicker ice in the region north of Greenland295

and Canada and thinner ice in the Greenland Sea. In the Russian shelf region, the AWI data leads to thicker ice and the C6N4

data to thinner ice. The SIT difference from the AWI data in the Russian shelf region is more pronounced when compared to

the difference from the C6N4 data.

4 Discussion

4.1 Snow thickness300

By comparing the modelled, the AWI, and the ASD snow thicknesses in figure 2 and table 1, we find the best agreement

between the C6N4 snow thickness and the ASD snow thickness. The AWI snow thickness is in general too thick. The AWI

snow thickness consist of two snow products: The W99 climatology and the AMSR2 snow thickness product. The areas

compared in this study almost all fall into the area where the W99 climatology is used, except in the Greenland Sea and the

Baffin Bay. The snow thickness comparison in figure 2 does not include any snow observations in the central Arctic. Zhou305

et al. (2021) compares eight different snow thickness products including snow thickness values in the central Arctic to W99

and finds, that W99 is significantly thicker than all of them. This is in good agreement with our results.
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Figure 7. From left to right: The WOA water density, the C6N4 water density, the difference between the WOA and the AWI water density,

the difference between the WOA and the C6N4 density and the difference between the AWI and C6N4 water density.

The PDF’s in figure 2 show that the C6N4 snow thickness, when compared to the ASD snow thickness product, overall is

thinner in the beginning of the winter season and thicker by the end of the winter season. The snow is thinner in the beginning

of the winter in C6N4, because most of the snow in the model is melted off during the summer. There are three possible reasons310

for the thicker snow by the end of winter.

First, C6N4 does not include snow densification, which is the process where wind and temperature reduces the volume over

time without changing the mass (Liston et al., 2020). When C6N4 is run with FB assimilation, the value of 0.25 in equation 1

is substituted with a term depending on the snow density, which densifies over the winter season according to a linear function
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Figure 8. SIT difference, resulting from varying equation 4 by the difference between the C6N4/AWI water density and the WOA water

density.

introduced by Mallett et al. (2021). This snow densification term is only used during the assimilation and does not influence the315

snow thickness anywhere else in the model (Sievers et al., 2023). To avoid overestimation of the snow thickness in late winter,

the densification used in the assimilation following Mallett et al. (2021) could be applied to also scale the snow thickness.

The second reason for the difference in snow thickness in late winter could be that the Ku-band radar, which is used to

determine the snow-ice interface in the ASD product, does not penetrate the entire snowpack in the late winter months (Willatt

et al., 2011; Kwok, 2014; King et al., 2018). In situ observations that can be used to evaluate the Arctic wide snow thickness320

products are limited in time and space, thus a consistent validation of this will remain a challenge.

A third reason that may bias the C6N4 snow thickness is regional biases in the snowfall from ERA5, which could be

overestimated in certain regions. Stroeve et al. (2020) compared two snow model runs forced with ERA5 and NASA’s Modern

Era Retrospective-Analysis for Research and Applications, Version 2 (MERRA-2) (Gelaro et al., 2017). They find that the

modelled snow thickness from both atmospheric forcing data sets are thicker compared to W99 in a similar region, slightly325

further west. They attribute this difference to a storm that brought more snow into the region in the year they evaluated, but they

also mention that the snow fall rate might have changed over the past decades due to changes in the atmospheric circulation as

a result of the decreased summer sea ice extent (Stroeve et al., 2011). The in situ observations from the MOSAiC expedition
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can provide some insight of the evaluation of at least one winter season. Wagner et al. (2022) compared snowfall rates during

the MOSAiC expedition to ERA5 and finds good agreement between the observed and ERA5 snowfall rates. C6N4 is forced330

by ERA5 snowfall. Further, (Kwok et al., 2020) finds that snow thickness estimates from combined CryoSat-2 and IceSat data

compares well with reconstructed snowfall from ERA5. However, they also use the CryoSat-2 radar measurements, which

might lead to underestimation of snow thickness, as mentioned above. All of these studies (Stroeve et al., 2011; Zhou et al.,

2021; Wagner et al., 2022; Kwok et al., 2020) support the thicker modelled snow in the Russian Arctic west area to be more

realistic than both the ASD product and the AWI snow thickness.335

Overall, table 1 shows that the snow thickness from C6N4 agrees better with the ASD data product than the AWI snow

thickness, except in two regions, where the AWI and the ASD snow products agrees better for limited periods of the year.

These regions are the Canadian Arctic and the Russian Arctic West. In the Russian Arctic West, the C6N4 snow thickness

increasingly disagrees with the ASD snow thickness in the late winter months. As mentioned above, this could be a result of

either the Ku-band radar not penetrating the entire snowpack or the snow in C6N4 not including snow densification. The in situ340

measurements on which King et al. (2018) base their findings that the Ku-band radar does not penetrate the entire snowpack are

taken north of Svalbard, a region included in the Russian Arctic west. In November in the Canadian Arctic, the difference most

likely deems from the overestimation of summer snow melt in C6N4. This region is typically covered by ice that has survived

several winters. The snow thickness from the snow model in Stroeve et al. (2020) supports the snow thickness of about 20-25

cm from the ASD product in November in the Canadian Arctic. Overall, we conclude that there is enough evidence that the345

C6N4 snow thickness is more realistic than the AWI data snow thickness.

Figure 3 lower right panel shows that the snow thickness biases on average can lead to a SIT difference of about 30 cm and

that this difference is located in the region north of Canada and Greenland and between Svalbard and Prince George Land.

As discussed above, there are good reasons to assume that the C6N4 snow thickness reflects the real snow thickness better

than the W99 snow thickness, which is the basis for the majority of the AWI snow thickness used in this comparison. Sievers350

et al. (2023) finds that the assimilated SIT is thinner than the AWI SIT. Since an overestimation in snow thickness leads to an

overestimation in SIT, this implies that the thicker snow present in the AWI data can cause this difference.

4.2 Sea ice density

According to figure 4 the C6N4 sea ice density is too low and has too little spatial variability compared to the airborne IceBird

observations. The mean C6N4 sea ice density in figure 6 upper left panel supports this finding. Figure 5 also shows that the355

C6N4 sea ice density is too low when compared to MOSAiC observations, but that the seasonal variability is in good agreement.

The linear regression in figure 5 shows that the MOSAiC observations increase with about 20 kgm−3 over the period shown,

and that C6N4 is capable of modelling this increase. Ji et al. (2021) finds the opposite development of increasingly lighter

sea ice from February to August. The difference between the data in Ji et al. (2021) and the MOSAiC observations is that Ji

et al. (2021) includes observations from all over the Arctic, while the MOSAiC measurements are obtained in proximity of360

one another, and thus represent the same ice floe. This indicates that the Arctic wide sea ice density decrease from winter to

summer (Ji et al., 2021), but that the particular sea ice floe which was probed during MOSAiC, shown in figure 5 follows a
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more local pattern. The fact that C6N4 simulated the local increases in sea density in-line with the observed increase, shows

that C6N4 is capable of simulating the temporal development of the sea ice density.

All observations are denser than the C6N4 sea ice density. The formula used to calculate the sea ice density (equation 2)365

accounts for the amount of brine, but not the fact that the amount of enclosed air bubbles in the ice changes with time. MYI ice

was found to contain a significant amount of air bubbles (Timco and Frederking, 1996). The value for ρfresh is 882 kgm−3,

which reflects a typical MYI value (Alexandrov et al., 2010). One suggestion to improve the sea ice density in future models

could be to vary ρfresh depending on the ice age.

Comparing the AWI sea ice density values to the C6N4 and observations in figure 4 shows that the AWI data in comparison370

to the C6N4 data better reflects the spread of the observed sea ice density, but tends to be too low. This is in line with both

Jutila et al. (2021) and Ji et al. (2021), who found that the typical sea ice density values suggested by Alexandrov et al. (2010)

are too low. As the Alexandrov et al. (2010) sea ice density values are used in the AWI data set, these findings agree with each

other. Figure 6 upper right panel shows that the C6N4 density is slightly higher than the AWI density in typical MYI zones

and significant lower in FYI zones. Figure 6 lower right panel shows that the largest difference in SIT are found in the same375

location as the largest density differences, which is intuitive. Furthermore, the region north of Canada and Greenland gives

up to 15 cm SIT differences as a result of only 4 kgm−3 difference in sea ice density. For comparison, the Laptev Sea shows

similar SIT differences, but the sea ice densities between the data sets differ on average 10 kgm−3, which is more than double

the amount when compared to the density differences in the area north of Greenland. Thus, there is a higher sensitivity to the

sea ice density variations in the region north of Greenland. This is caused by the fact that the ice in this region is significantly380

thicker compared to the Laptev Sea, and thus a change in density affects a larger volume of sea ice. We conclude that an

accurate sea ice density is particularly important in the region north of Greenland and Canada.

4.3 Water density

The AWI water density is represented by a singular value with no spatial variations. The WOA data varies about 3 kgm−3 more

in between the regions than the C6N4 data. Following WOA (Figure 7) the general pattern of dense water on the Atlantic side385

of the Arctic and lighter water in the Russian shelf area and the Beaufort Sea is replicated by C6N4, however the difference

is less pronounced in C6N4. Especially the Beaufort Sea surface water is lighter and the Fram Strait region denser in WOA.

The largest differences in between the WOA climatology and the C6N4 data is found in the Laptev Sea. The Laptev Sea

surface salinity is highly dependent on river run-off and atmospheric forced transport of the river run-off (Janout et al., 2020).

Shiklomanov et al. (2021) showed that the river run-off has increased over the past years, which could explain the denser water390

in the WOA data, as it includes data from the last decades. In most regions of the Arctic, there are less than 50 water density

observations on a 1x1 degrees grid for a period of over 150 years (Zweng et al., 2018). Even though, the WOA climatology

is compiling a large part of all existing oceanographic observations (Zweng et al., 2018), one has to keep in mind that the

coverage is extremely sparse. Keeping all limitations in mind, C6N4 compares better to the WOA data set than the single value

used in the AWI data set. The C6N4 water densities might even outperform the WOA climatology in the Russian shelf region395

due to the inclusion of recent changes in fresh water content in this area from river run-off.
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We find that the water density can lead to up to 7.5 cm difference in the derived SIT. All existing SIT data products which

are using the hydrostatic balance equation to derive SIT are either neglecting the error contribution from water density (Kurtz

et al., 2013; Tilling et al., 2018; Hendricks et al., 2021) or are using values of 0.5 kgm−3 (Guerreiro and Fleury, 2017) as

the uncertainty with reference to Alexandrov et al. (2010) or Laxon et al. (2003). Alexandrov et al. (2010) refers to three data400

sources (i.e: Gorshkov (1980); Pavlov and Stanovoy (1998); Timokhov and Tanis (1997)) for their assumptions which were

not accessible for us, and Laxon et al. (2003) refers to Wadhams et al. (1992). Wadhams et al. (1992) evaluated the seasonal

variability of the Arctic surface water density and finds that it varies by about 0.5 kgm−3, but not the spacial variability. Figure

6 shows that the water density varies by up to 10 kgm−3 in space. In general, we recommend using a climatology or model

value. If a single value is used for the water density in equation 1, the variability should be accounted for. We suggest, in this405

case, to use 2.6 kgm−3 calculated from the std between the WOA and AWI density of 2.1 kgm−3 plus 0.5 kgm−3 to account

for the seasonal variability, as suggested by Wadhams et al. (1992). Figure 8 shows that using a variable water density can

improve the SIT by up to 7.5 cm, which is why we suggest that data products deriving SIT via the hydrostatic balance equation

should use a data product like the WOA climatology. As discussed above, the WOA climatology is also associated with its own

uncertainties, but these are still smaller than those related to a single value.410

The C6N4 water density was calculated following Feltham et al. (2006), which calculates the density only depending on

the salinity. This is currently the default in CICE. For consistency, the WOA water density was calculated following Feltham

et al. (2006) as well. The oceanographic standard would have been to use the salinity and temperature dependent TEOS-10

(Commission et al., 2015). We tested if using TEOS-10 had given any different results in the SIT difference, or the overall STD

calculation between the AWI and WOA data, and found that it would not.415

4.4 Evaluation of Sea Ice Thickness differences

Figure 3 and 6 lower right-hand side panels and 8 show the sea ice thickness differences resulting from the different snow

thickness, sea ice density and water density values. The largest SIT differences, with 30 cm, result from the snow thickness

differences shown in figure 3 closely followed by the ice density with 20 cm. Both the snow and the sea ice density influencing

the SIT calculation has been discussed by other studies (Zygmuntowska et al., 2014; Kern et al., 2015; Ji et al., 2021; Jutila420

et al., 2021). Kern et al. (2015) finds that both snow thickness and sea ice density contribute to the SIT uncertainty to equal parts,

while Zygmuntowska et al. (2014) finds that the snow contributes with 70 % and the sea ice density with 30-35 %. Even though

this study does not analyze the exact contribution from each parameter in percentage, our finding support Zygmuntowska et al.

(2014) finding that the snow thickness has the larger influence.

As mentioned above, variations in water density are in most studies assumed to have no or negligible influence on the SIT425

calculation (Alexandrov et al., 2010; Kurtz et al., 2013; Guerreiro and Fleury, 2017; Tilling et al., 2018; Hendricks et al.,

2021). Figure 8 shows that the sea ice density can lead to up to 7.5 cm difference in SIT, which is little in comparison to the

SIT differences initiated by snow thickness and sea ice density, but still not negligible.
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5 Conclusions

The first objective of this paper was to evaluate the C6N4 parameters. We find that the C6N4 snow thickness compares well430

to the ASR snow thickness product, which has been used as reference measurements, except in the beginning of winter, where

the C6N4 snow thickness tends to be too thin. Evaluating the C6N4 sea ice density, we found that the C6N4 sea ice density

is not variable enough and too light, but has a good seasonality. This could be improved by varying ρfresh in equation 2. The

seasonal variability of the sea ice density compares well to observations (figure 5). The water density shows too little spatial

variability compared to the WOA water density, but some of the differences to the WOA reference measurements is likely a435

result of undersampling. Overall, the C6N4 water density shows similar destitution patterns as the WOA water density.

Comparing the C6N4 parameters to the AWI parameters and observations shows that the C6N4 snow thickness and water

density is in better agreement with the observations than the parameters used in the classical derived AWI SIT product. The

AWI sea ice density reflects the overall variability better (figure 4), but is in general less dense over typical MYI areas and

denser in typical FYI areas.440

By comparing the resulting SIT differences, we find that the snow thickness leads to the largest differences by up to 30 cm,

followed by the sea ice density resulting in SIT differences by up to 20 cm. The water density is, as expected, the variable with

the smallest impact on the estimated SIT. In contrast to other studies, we find that the water density can lead to 7.5 cm difference

in the SIT and that the error is not negligible, as commonly assumed (Kurtz et al., 2013; Tilling et al., 2018; Hendricks et al.,

2021). To our knowledge, all public available CryoSat-2 SIT products assume a water density uncertainty of 0 to 0.5 kgm−3445

which is based on assumptions only taking into account the seasonal variability of water density (Wadhams et al., 1992), but

not the spatial variability. We suggest changing the sea ice density uncertainty to 2.6 kgm−3 to account for both the seasonal

and spatial variations, or using water density values from climatologies like the WOA, or as in this study ocean model values.
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