
 

 

 

We would like to thank Ian for his time reviewing our manuscript and for his insights on 

how to improve the manuscript further. We really appreciate Ian’s supportive comments, 

particularly regarding the novelty of the approach, the robustness of the science, and his 

acknowledgement of the effort that was put into writing this manuscript. We are also 
grateful that Ian recognises our work as a valuable contribution in this growing field. 

Below we address each of Ian’s comments in turn: Ian’s comments are shown in red 

italics, followed by our Author Response (AR) in blue, and our suggested amendments. 

L175: You provide us with the average values for how much of the ice shelf is experiencing 
melt on days which conform to the 9 patterns. Would it also be useful to provide a measure 
of variability (e.g. S.D.) in this %? 
AR: We will add the variability to Table 1 and amend the text to include this information 
in the examples given:  

“… on average, ~ 86 % (SD = 9.0 %) of the shelf experiences melt on pattern 8 days, 
compared to ~ 96.5 % (SD = 4.1 %) on pattern 9 days (Table 1; Fig. S2d).” 

L229-230. You describe a situation for 2008/09 here but what about 2007/8 where pattern 
9 is also v low but pattern 3 not particularly high? Pattern 5 is high in 2007/8, which also 
has a dry centre. Is this significant and worth mentioning? 
AR: We agree that 2007/08 is an interesting summer that shares many similarities with 
2008/09. We are currently investigating these summers for a different paper exploring 
the temporal variability of surface melt in greater detail and better understanding drivers 
of interannual variability.  

We will amend the text to include the 2007/08 summer as an additional example: 

“For example, in 2007/08 and 2008/09, minimums in the occurrence of pattern 9 days 
and maximums in the occurrence of patterns 5 and 3, respectively, show that the shelf 
centre remained unusually dry for most of these melt seasons. In contrast, in 2010/11, 
…” 

L234. This section 4.5 has done a nice job at looking at interannual variability in the 
patterns of melt. What are the correlations between the annual patterns? Could you 
calculate the correlation coefficients between the data in Fig 5 to quantify the extent to 
which the patterns co-vary directly, inversely, or not at all?  
AR: We discuss this very briefly at the end of Sect. 4.1 (line 181) and Sect. 4.3 (line 208), 
where we write that patterns 8 and 9 are negatively correlated (r = -0.49), and that 



 

 

pattern 5 correlates positively with pattern 8 (r = 0.49) but negatively with pattern 9 (r 
= -0.61). All other correlations are statistically insignificant at p < 0.05, although patterns 
1 & 9 are negatively correlated (r = -0.46) at p = 0.055. 

We will amend the text on line 218 to explicitly state the lack of correlations, and also add 
a table (Table S1) to the Supplement to show the correlation coefficients between 
patterns. 

“We do not observe any statistically significant trends in the occurrence of any patterns 
on an interannual basis (Table 1; Fig 5), nor any statistically significant covariation in the 
patterns (Table S1) other than in patterns 5, 8 and 9 as discussed above. Rather…” 

We will also amend the text on lines 181 and 208 to refer to this new table: 

L181: “Interannually, the occurrence of patterns 8 and 9 are negatively correlated (r = -
0.49; p = 0.04; Table S1), and only…” 

L208: “Annually, the occurrence of pattern 5 is positively correlated with that of pattern 
8 (r = 0.49; p = 0.04) and negatively correlated with that of pattern 9 (r = -0.61; p = 0.01; 
Table S1).”  

L243-4. I think the suggestion that melt patterns 1-8 are not climatically driven needs some 
qualification. The patterns themselves presumably are climatically driven, in the sense that 
when there’s high melt in one place and not another, the climate will be different between 
the places? It is the number of days of the year with a particular pattern that is uncorrelated 
with average summer air temps at an interannual timescale. Are they correlated with some 
other aspect of air temp / climate?  
AR: We accept that our use of “climatically-driven” lacked precision here. Rather than 
“climatically-driven”, we wanted to suggest that patterns 1—8 are probably not driven 
by the larger-scale atmospheric circulation, which would more likely bring shelf-wide 
conditions. We will amend the text on lines 243—246 to clarify this: 

“For the remaining patterns (1—8), we observe no statistically significant correlations 
between the timing of their occurrence and the shelf-wide average air temperatures 
(Table 1). This observation suggests that these patterns are not driven by the larger-scale 
atmospheric circulation, but rather by differences in the local climate across the shelf. 
Furthermore, significant negative correlations between the CMS and the annual 
occurrences of patterns 4 and 5 (Table 1) show that in summers with less melt overall, 
the melt that does occur becomes more spatially fragmented across the shelf, further 
highlighting the role of local climate drivers.” 

L258. You say the “role of katabatic winds in driving melt is supported by patterns 3–7.” Is 
this true? Is it not just pattern 7 which supports it, with melt all along the grounding line 
and very little elsewhere? In the other patterns, how do you explain the occurrence of high 
melt in the N close to the edge but not at the GL? Is this not due to other mechanisms? How 
do intra and interannual variability of patterns showing absence of melt in centre match 
with variability of precip. as Fig 7d suggests months / years with high pptn. (assuming it is 
snow) would be associated with patterns 4 and 5 in particular. Perhaps you address these 
point in the discussion but of not it would be worth doing so.  



 

 

AR: We agree that pattern 7 definitely supports the importance of katabatic winds but 
we also think that patterns 4 and 5 do as well. Although patterns 4 and 5 observe melt in 
the north as well as at the grounding line, the isolation of the melt to the south-west 
suggests a localised melt driver there, likely katabatic winds funnelled down to the shelf 
by the topography of the Roscoe Glacier, and the interaction of the katabatic winds with 
melt and surface albedo that has been discussed elsewhere in East Antarctica by Lenaerts 
et al. (2017). Pattern 5 may therefore actually be a combination of the drivers in pattern 
2 (i.e. northerly melt potentially driven by clouds/passing weather systems) and those of 
pattern 4 (i.e. extensive melt in the south-east and isolated melt to the south-west, driven 
by katabatic winds and the melt-albedo feedback).  

We do however agree that the link to katabatic winds for patterns 3 and 6 was more 
speculative and will therefore remove reference to these patterns from this subsection. 
We will amend our wording (starting on line 258) to better reflect these interpretations: 

“The role of katabatic winds in driving melt is supported by pattern 7, which shows melt 
occurring all along the grounding line. Patterns 4 and 5 also show that melt can occur 
along the grounding line in a small, isolated area to the south-west, whilst the shelf 
immediately further north remains dry. Such spatially restricted melt is indicative of a 
localised driver, and thus these observations likely show katabatic wind-driven melt at 
the grounding line, potentially enhanced by the melt-albedo feedback as seen on the Roi 
Baudouin Ice Shelf (Lenaerts et al., 2017). Average summer values…” 

Regarding the variability of precipitation, this is something that we are currently 
investigating for a separate paper specifically concerned with better understanding the 
interannual variability of melt on the Shackleton Ice Shelf (as noted in our comment 
above re: Line 229). The relationships between the relevant variables are not 
immediately straightforward (i.e. the specific timing, location and sequencing of melt and 
precipitation can be important), plus there are multiple variables involved such as air 
temperature and radiative plus turbulent fluxes that can all interact, and we also expect 
extreme events to be important. Delving into these aspects would require a lot more work 
and we would prefer to focus on the spatial variability of melt across the shelf in the 
current paper, and therefore consider that this work would be out of scope here. 

L264-271. Given the focus on winds explaining patterns here (and in fact in this whole 
section 5.2), it seems odd that the wind vectors from RACMO are not shown in Fig 7. Could 
this be done? I think it’d be instructive. Could you also see if there are differences in the wind 
field during the different melt patterns?  
AR: Originally, we did not include the RACMO wind vectors because they were not 
publicly available, but we have since contacted the corresponding author (Christiaan van 
Dalum), who has kindly shared these datasets for use in the paper. We will add an extra 
subplot to Fig. 7 showing the average summer (DJ) wind speed and direction, and 
rearrange the figure to better accommodate 10 subplots:  



 

 

 

We will correct references to these subplots throughout the text, and will also make some 
amendments to the text to refer to this additional wind plot and to better reflect the 
results it shows: 

Line 253: "… enhance the winds towards the Shackleton Ice Shelf (Parish and Bromwich, 
2007), where they descend across the steep topography of the grounding line (Fig. 1; Fig. 
7e). Despite being..." 

Line 261: "Average summer (DJ) values from RACMO2.3p3 show faster wind speeds 
along the grounding line (Fig. 7e), particularly to the south-west and over the Roscoe 
Glacier, which also have higher 2 m air temperatures (Fig. 7b) and increased sublimation 
losses (Fig. 7f) compared to their surroundings, consistent with localised katabatic 
conditions." 

Line 265: “To the south-east of the shelf, melt is often observed when the rest of the shelf 
remains dry (i.e. pattern 4) and occurs extensively in all patterns except 1 and 2, 
suggesting a persistent, localised driver. Modelled wind speeds to the south-east are 
much lower than to the south-west (Fig. 7e), potentially owing to the relatively coarse 
(27 km) resolution of RACMO2, which is known to underestimate wind speeds over steep 
topography (Lenaerts et al., 2012; van Wessem et al., 2018). However, a large expanse of 
blue ice to the south-east of the shelf (Fig. 1; Zheng and Zhou, 2020; Hui et al., 2014) 
shows that katabatic winds there are strong enough to scour the surface of fresh snow 
and keep the surface albedo low (Das et al., 2013; Lenaerts et al., 2017). Also located to 
the south-east of the shelf is the low-albedo, ice-free Bunger Hills region (Colhoun and 
Adamson, 1989; Burton-Johnson et al., 2016), where strong katabatic winds have been 
observed descending down the Apfel Glacier towards the Shackleton Ice Shelf, able to 
raise winter air temperatures by up to 30 ºC (Doran et al., 1996). Together, interactions 
between strong katabatic winds, large, low-albedo regions, and the snowmelt-albedo 



 

 

feedback can likely explain the south-east's increased susceptibility to melt: compared to 
the rest of the shelf, melt in the south-east is observed more consistently through the melt 
season (Fig. 6e), starts earlier (Fig. 6a) and ends later (Fig. 6d). However, further research 
is necessary to understand the interactions in greater detail, particularly given that 
supraglacial lakes are common in the south-east (Arthur et al., 2020b)." 

We will add the following references: 

Lenaerts, J. T. M., van den Broeke, M. R., Scarchilli, C., and Agosta, C.: Impact of model resolution on 
simulated wind, drifting snow and surface mass balance in Terre Adélie, East Antarctica, Journal of 
Glaciology, 58, 821–829, https://doi.org/10.3189/2012JoG12J020, 2012. 

van Wessem, J. M., van de Berg, W. J., Noël, B. P. Y., van Meijgaard, E., Amory, C., Birnbaum, G., Jakobs, C. L., 
Krüger, K., Lenaerts, J. T. M., Lhermitte, S., Ligtenberg, S. R. M., Medley, B., Reijmer, C. H., Tricht, K. van, 
Trusel, L. D., van Ulft, L. H., Wouters, B., Wuite, J., and van den Broeke, M. R.: Modelling the climate and 
surface mass balance of polar ice sheets using RACMO2 – Part 2: Antarctica (1979–2016), The Cryosphere, 
12, 1479–1498, https://doi.org/10.5194/tc-12-1479-2018, 2018. 

Regarding investigating differences in the winds (or any other climatic variables) 
between melt patterns, the RACMO data we have used is monthly-averaged, and 
therefore unsuitable to investigate the daily melt patterns in this much detail. We are 
hopeful that we can investigate this idea further in upcoming work. 

L363. Could “…such as…” be changed to “…specifically…” and could you list all the local 
controls that you show / infer are relevant? Presumably wind field is relevant here? I 
suggested above that you might show the RACMO wind field vectors in Fig 7. You refer to 
albedo here and show that in Fig 7. Could you also show a map of surface topography in the 
discussion section?  
AR: We will add a map of the shelf’s surface topography as an inset to Fig. 1, including 
elevation contours across the ice shelf, and will refer to this on line 282 when we discuss 
topography: 

“… higher surface elevation (45–55 m above sea level; Fig. 1) than its surroundings to the 
north and west (25–35 m) (Stephenson and Zwally, 1989; Howat et al., 2019), and 
cooler…” 

We will also amend the text on line 363 to list the relevant controls as requested: 

“… and local controls, specifically surface topography, albedo, and winds.” 

L1-2. add the intervening processes of ice shelf disintegration & grounded ice acceleration 
if room. 
L2-3. As above, this sentence could be made clearer with a little more explanation if the 
word count allows. 
AR: We will rewrite the opening lines of the abstract to address these comments: 

“Melt on the surface of Antarctic ice shelves can potentially lead to their disintegration, 
accelerating the flow of grounded ice to the ocean and raising global sea levels. However, 
the current understanding of the processes driving surface melt is incomplete, increasing 
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uncertainty in predictions of ice shelf stability and thus of Antarctica's contribution to sea 
level rise.”  

L3. Clarify it is previous studies of surface melt on ice shelves here I assume? 
AR: Whilst melt in Antarctica is predominantly observed on ice shelves, many of the 
previous studies also include non-shelf areas in their analysis, particularly in the regional 
metrics (e.g. Zwally and Fiegles, 1994; Trusel et al., 2012), and some have even explicitly 
looked at how far inland or up to what elevation melt has been observed (e.g. Tedesco et 
al., 2007). We can however clarify that we are referring to previous studies of surface 
melt in Antarctica: 

“Previous studies of surface melt in Antarctica…” 

L4. Can you explain better / give an example of a ‘regional melt metric’ as it’s not obvious 
here [I know this is explained in the main body of text but not until Section 2.5 on lines 100- 
105, and it’d be useful if it were made more apparent in the Abstract].  
AR: We will amend the text to include an example: 

“… or used metrics such as the annual number of melt days to quantify spatiotemporal 
variability in satellite observations of surface melt.” 

L9-11. It’s not obvious how you’re able to identify a significant role for ‘air tempertaures’ 
and ‘local factors’ Can you state that you’re using RACMO output and a DEM to do this? 
AR: We will clarify this sentence to include the use of RACMO and the REMA DEM: 

“Combined with output from the RACMO2.3p3 regional climate model and surface 
topography from the REMA digital elevation model, our results point to a…” 

AR: In order to make the above changes to the abstract text and still adhere to the word 
limit (250 word), we will make minor adjustments to the abstract text. In full, the abstract 
will therefore read: 

“Melt on the surface of Antarctic ice shelves can potentially lead to their disintegration, 
accelerating the flow of grounded ice to the ocean and raising global sea levels. However, 
the current understanding of the processes driving surface melt is incomplete, increasing 
uncertainty in predictions of ice shelf stability and thus of Antarctica's contribution to sea 
level rise. Previous studies of surface melt in Antarctica have usually focused on either a 
process-level understanding of melt through energy-balance investigations, or used 
metrics such as the annual number of melt days to quantify spatiotemporal variability in 
satellite observations of surface melt. Here, we help bridge the gap between work at these 
two scales. Using daily passive microwave observations from the AMSR-E and AMSR-2 
sensors, and the machine learning approach of a self-organising map, we identify nine 
representative spatial distributions (“patterns”) of surface melt on the Shackleton Ice 
Shelf, East Antarctica from 2002/03—2020/21. Combined with output from the 
RACMO2.3p3 regional climate model and surface topography from the REMA digital 
elevation model, our results point to a significant role for surface air temperatures in 
controlling the interannual variability of summer melt, and also reveal the influence of 
localised controls on melt. In particular, prolonged melt along the grounding line shows 
the importance of katabatic winds and surface albedo. Our approach highlights the 
necessity of understanding both local and large-scale controls on surface melt, and 



 

 

demonstrates that self-organising maps can be used to investigate the variability of 
surface melt on Antarctic ice shelves.” 

L30. As above, clarify it is previous studies of surface melt on ice shelves here I assume?  
AR: As above (L3), we will clarify that we are discussing melt in Antarctica: 

“Broadly speaking, previous research has investigated the occurrence of surface melt in 
Antarctica in one of two ways.”  

L36. As above, can you explain better / give an example of a ‘regional melt metric’ as it’s 
still not obvious here.  
AR: A similar comment was made by the first reviewer. We will amend the text to specify 
typical melt metrics: 

“Secondly, previous studies describe quantitatively the occurrence and extent of melt in 
Antarctica using a series of melt metrics calculated from satellite observations. Typical 
metrics include the melt onset and freeze-up dates each summer, the total number of melt 
days, and the cumulative melting surface (e.g. Zwally and Fiegles, 1994; Torinesi et al., 
2003). These metrics are often reported at a regional (e.g. Antarctic Peninsula, Wilkes 
Land) or continental scale, and usually show…” 

L41. Add Dell et al 2021 here? They show maximum melt extents and persistence for Roi 
Baudouin Ice Shelf, East Antarctica. Dell, R.L., Banwell, A.F., Willis, I.C., Arnold, N.S., 
Halberstadt, A.R.W., Chudley, T.R. and Pritchard, H.D., 2021. Supervised classification of 
slush and ponded water on Antarctic ice shelves using Landsat 8 imagery. Journal of 
Glaciology, 68, 401-414.  
AR: We will add this reference and update our bibliography: 

“… with only a few in East Antarctica (Zhou et al., 2019; Zheng & Zhou, 2020; Dell et al., 
2021).” 

L45. “… and thus identify the influence of local controls on the occurrence of surface melt” 
As written so far, it's not clear precisely what you mean by this and how exactly you'll 
identify such controls. From what you said previously it looks like you're talking about 
albedo and air temperatures? Do you compare the melt patterns and variations with 
patterns and variations in albedo and air temperature? Useful to explain this a bit more 
clearly here.  
AR: We will amend this sentence (starting on line 44) to clarify what we mean by local 
controls and how we identify them: 

“We use a machine learning approach to assess the inter- and intra-annual variability in 
the location of satellite-observed surface melt, and compare our results with surface 
topography and patterns of climate variables such as surface air temperatures and albedo 
to identify the influence of localised controls on the occurrence of surface melt.” 

L46. This sentence is rather lazily written and vague. Can you more precisely explain this?  
AR: Our intention here was to place our research in context with the two preceding 
paragraphs, where we made a broad distinction between SEB and metric-based remote 
sensing studies. We will amend this sentence to be more precise: 



 

 

“…of surface melt. Our approach therefore goes beyond the metrics used in previous 
remote sensing studies and begins to bridge the gap between spatiotemporal 
descriptions of melt variability derived from satellite observations, and the process-level 
understanding of melt from SEB studies that are more detailed but limited in time and 
space.” 

L49. “…in relation to the local controls on surface melt” See comments above. We still don't 
have a sense of precisely what this means  
AR: We will amend this sentence to: 

“In Sect. 4, we present the results, which we then discuss in Sect. 5; particular attention 
is given to understanding the results in relation to the local geographic setting (e.g. 
surface topography, albedo, and winds) and its role in controlling surface melt.” 

Fig 1. A nice map but check the legend against what's displayed and add more to the 
heading. Perhaps it's just my computer screen but I see brown as well as orange lines 
depicting the shelf boundary but just orange in the legend. I assume the thin line depicting 
the grounding line is consumed beneath the orange/brown line for most of the shelf but is 
there for the eastern part. State in the heading where the grounding line data come from. 
Also, I don't see Mask Pixels on the map. And what are the large black linear features 
towards the edges of the two lobes of the Denman Glacier?  
AR: We will darken the line colours to improve the clarity of the mask pixels in this figure. 
We will also correct the colours of the grounding line and shelf boundaries, and amend 
the caption to make it clear that both the grounding line and shelf boundary come from 
MEaSURES. 

Regarding the large black linear features, these are areas of open ocean that are visible 
because the LIMA imagery is from 2000-2003 (published 2008) and the MEaSURES 
boundary is newer (published 2017). Neither of these regions are in the shelf mask (see 
comment re: Line 95), and thus this does not affect our results. We will add the dates of 
these datasets to the caption to explain this difference. 

L82. “…annually and spatially adaptive threshold” Can this be explained a little more?  
L84. “…dry snow is defined recursively” Expanding on this a little would be useful too.  
AR: A similar comment was made by the first reviewer. We will amend the text (starting 
on line 82) to make this explanation clearer: 

“… algorithm used in Picard and Fily (2006). This algorithm uses a threshold approach to 
detect melt, with the threshold calculated for each pixel individually and redefined each 
summer. The threshold is calculated as the sum of the mean and 2.5 times the standard 
deviation of TB observations for dry snow each year (1st April—31st March). Dry snow is 
defined recursively, iteratively removing any observations identified as wet snow and 
recalculating the melt threshold using only the remaining observations, until no further 
observations need to be removed; one or two iterations are sufficient to reach 
convergence. A full explanation can be found in Torinesi et al. (2003).” 

L95. It doesn't look like 25 km has been removed from the front of the Denman Glacier in 
Fig 1.  



 

 

AR: We will improve the clarity of the lines in Figure 1 (see our comment re: Fig 1 above) 
so that it is clear we have removed the front 25 km of the Denman Glacier from the melt 
grid used in our analysis, but not excluded it from this figure. 

L179-180. As this point is not specific to patterns 9 and 8 should this generic point be made 
outside these sentences about 9 and 8?  
AR: We agree that this sentence is more general than just patterns 8 and 9, but it does not 
fit easily in any of the subsections in the results. We suggest that we can move this point 
to the caption of Fig. 4: 

“Figure 4. Day-to-day progressions between the nine melt patterns. The colours indicate 
how frequently a pattern on the x-axis develops into a pattern on the y-axis the following 
day, highlighting the strong tendency for any pattern to persist until at least the next day. 
White squares indicate that the progression is never observed.” 

Fig 4 is v interesting. One thing that strikes me is that pattern 8 is 20-30% likely to progress 
to pattern 9 but not the reverse. What does this tell us about melt processes on the ice shelf? 
Also, melt pattern 9 is approx. equally likely (0-10%) to become any other pattern (except 
pattern 1). What does this tell us about melt processes? Perhaps you discuss these points 
later in the text so apologies if that is the case. But if not, it may be useful to address them?  
AR: These are interesting observations! As noted in other comments, understanding the 
melt processes and drivers in greater detail is a subject of current research and we will 
look to investigate the transitions further as part of that work. However, in this study, we 
are hesitant to overinterpret what the transitions can tell us about melt processes as we 
have only monthly resolution climate datasets, and also because it is difficult to establish 
statistical significance given how infrequent these patterns are in absolute numbers (e.g. 
8→9 occurs only 19 times and 9→8 only 25 times over our 18-year melt record). These 
absolute numbers are also very similar, which is not reflected in Fig. 4 because of how 
much more persistent pattern 9 is overall, and thus we are cautious to make comparisons 
in this way between different patterns in Fig. 4. 

We also note that because > 90 % of pattern 9 days are followed by another pattern 9 day, 
transitions from pattern 9 to the remaining patterns (i.e. 2—8) are visualised equally in 
Fig. 4 (i.e. coloured in the 0—10 % interval). However, there is some variability in the 
frequency of these transitions, with a higher frequency of transitions from 9→8 (4.6 %) 
and 9→6 (2.2 %) than any of the others (each < 1.5 %). 

L204-5. How to explain pattern 2 (melt at N edge) being most common early and late season 
but pattern 4 (which doesn't have much melt towards N edge) being most common overall? 
What is control on “switching on and off” melt at N edge?  
AR: We are also very intrigued by melt at the northern edge. We hypothesise that melt 
there could be driven largely by its more northerly latitude and protrusion into the ocean, 
which would expose it to passing weather systems and warmer air temperatures that 
may not reach across more of the shelf. During the middle of the melt season, we suspect 
that melt will also arise elsewhere on the shelf (e.g. from katabatic winds, lower albedo, 
shelf-wide increases in air temperature), and thus melt will no longer be restricted to the 
north (i.e. it’s no longer pattern 2). 

We will make a slight amendment in the text on lines 273-275 to make this idea clearer: 



 

 

“The propensity for pattern 2 to occur at the beginning and end of a melt season suggests 
the influence of warmer summer air temperatures advancing across the shelf earlier and 
retreating later; the tendency for pattern 2 to retreat to pattern 1 on the following day 
(Fig. 4) shows that these are often short-lived melt events and could be driven by passing 
weather systems. On average, air temperatures…” 

Table 1. This is quite instructive. ~1/3 of the time there's virtually no melt; ~1/3 of the time 
there's virtually 100% melt; ~1/3 of the time there's one of 7 other patterns, ranging in freq. 
between c. 3% and 8% of the time.  
AR: We agree that this is an interesting breakdown of melt on the Shackleton Ice Shelf 
and are intrigued to see whether these approximate-thirds apply to other shelves, or hold 
over the coming years. These proportions could have serious implications for the shelf in 
terms of firn recovery time, the likelihood of meltwater ponds, and susceptibility to 
hydrofracture + collapse. 

Fig 6. Vs Fig 7. Is there a reason why summer is defined as NDJF for Fig 6 but just DJ for Fig 
7?  
AR: The majority of melt occurs in December and January, and there is comparatively 
very little melt in November and/or February for many summers. Because we are using 
monthly-averaged variables from RACMO, we therefore decided to use only the DJ values 
to give a more representative climatology of the variables relating to melt each summer 
(i.e. Fig. 7b—7j). Following this, it made sense to also only display the DJ melt in Fig. 7a.  

Conversely, in Fig. 6f, we are showing all melt from NDJF so that it matches Fig. 6a—6e, 
which include all satellite-observed melt and therefore span across NDJF. Comparing Fig. 
6f and Fig. 7a, we can see that there is very little difference between the two, highlighting 
that most of the melt (at least in terms of melt fluxes, as modelled by RACMO) does indeed 
occur in December and January.  

L272-3. Yes, see my earlier comment (against L258) on this.  
AR: We will amend the text slightly here (see above comments re: Line 204-5). 

L284-5. Yes, I agree the higher elevation and the fact that the centre of the ice shelf 
experiences more pptn (Fig 7d) is likely important here.  
AR: We agree and feel that the threshold nature of melt means even small differences in 
such factors can have important consequences. 

L332-3. Banwell et al 2021 could be added to this ref list. I believe they used SMMR, SSMI as 
well as ASCAT.  
AR: We will add this reference. 

“… such as ASCAT, SMOS, and Sentinel-1 (e.g. Bevan et al., 2018; Zhou et al., 2019; Johnson 
et al., 2020; Leduc-Leballeur et al., 2020; Liang et al., 2021; Banwell et al., 2021).” 

L339. How do you do this correlation given the different spatial resolutions?  
AR: We resampled the datasets to match each other’s spatial resolutions, and tried both 
nearest neighbour and bilinear interpolation methods. In no circumstances were the 
correlations statistically significant. We will clarify this in the text: 



 

 

“… but correlations between the datasets were statistically insignificant regardless of the 
resampling approach used. This discrepancy…” 

L342. You say RACMO overestimates melt cf. QuikSCAT Is this also true here in your study 
with the AMSR data? I don’t think you tell us whether RACMO melt is over or 
underestimated. 
AR: We are unable to make a direct comparison between the AMSR data, which is only 
able to provide binary melt/no-melt information (line 335), and RACMO fluxes. This is 
why we visually compare maps of the AMSR melt days and RACMO fluxes (Fig. 6c & Fig. 
6f; line 338) and attempt to correlate the two (line 339-340).  

As for QuikSCAT, our comment on line 342 about QuikSCAT-RACMO differences is based 
purely on the figure in van Dalum et al. (2022) and we therefore do not have the 
QuikSCAT data to make direct comparisons with the AMSR data ourselves. 

After a comment from the first reviewer, we will make a slight change on line 342 to 
estimate the amount that RACMO overestimates melt compared to QuikSCAT:  

“Comparisons with QuikSCAT-derived melt fluxes suggest that RACMO overestimates 
melt along the grounding line by ~ 25—75 mm w.e. yr-1 (see Fig. 12d of van Dalum et al., 
2022), but melt observations…” 

L348-350. “…because meltwater fluxes would help to differentiate between melt behaviour 
considered equivalent here and could help identify how important different processes are 
for melt.” I don’t follow this. Can it be rewritten to make clearer?  
AR: We will rewrite this sentence to make this point clearer: 

“…because meltwater fluxes could help to further differentiate melt behaviour within 
each of the nine patterns we observe here and therefore help to identify the importance 
of different processes in driving melt.”  

L364. I suggest change “show” to “suggest” here. I think you need to be more circumspect. 
I’m not convinced you’ve really proved beyond doubt the role of feedbacks as you state here.  
AR: We agree with this comment and will amend our language: 

“… on East Antarctic ice shelves, and suggest that the feedbacks between katabatic winds 
and surface albedo…” 

L27 Suggest change ‘force’ to ‘stress’ here. 
L36. ‘…describe quantitatively…’ 
L39. Suggest “Studies using melt metrics that have focussed…” 
L156. Should strictly be “data have….and are thus…” [i.e. plural] 
L170-182. These three short paragraphs (inc. 2 x 1 sentence paragraphs) could be merged. 
Check entire document for this. 
Fig 1 Heading. Suggest say “…the shelf boundary adapted from the MEaSURES dataset…” 
L61-2. Suggest say “Understanding the response of the Denman Glacier and wider 
Shackleton system to climate variability and change is therefore an important area of 
research.” 



 

 

L73. Suggest change to “pre-processed in the same way as the AMSR datasets” 
Fig 3 Heading “…data are plotted…” 
L223. ‘observe’ to be consistent (present tense) with L218. 
L228. Suggest “…summer (Fig. 5; Fig. S8) provides a snapshot” 
L286. Suggest change to “summer melt usually begins later in the centre of the shelf than 
over the surrounding shelf” which is more grammatically correct. 
L287. Suggest “…much smaller fraction…” 
L319-20. Suggest delete words “occurring” and “between them.” 
L328. “…do not always agree…” 
L345. Strictly “data exist” [plural] 
L347. Suggest “…approach could be adapted…”  
L353. “…on the Larsen C…” 
L356 “… do not…” 
L369. “…work could use…” 
L370 “…approach could also…” 
AR: We will correct all of these small issues in the manuscript as suggested. Thank you 
for noticing these! 

 


