Response to Anonymous Referee #2

In the following, we present the referee comments in black, our point-by-point response and changes
in the manuscript in blue, and literature references at the end of the document.

Summary:

This paper explores the limits of predictability of sea ice drift in four ”perfect-model” simulations,
and finds that the uncertainty in the winds is the primary limit to predictability. The thickness of the
sea ice in one of the four models shows a negative correlation with position uncertainty. This is an
interesting paper that should be accepted after mostly minor suggestions.

We thank Referee #2 for reviewing our work and for the valuable feedback and concise and constructive
comments, which helped to improve the language and overall quality of the manuscript.

Minor Comments:

The ice speeds discussed in section 3, and shown in Figure 2 of 10 cm/s in the models seem really fast
compared to observations which seem to be less than 5 cm/s. For example, https://nsidc.org/cryosphere
/seaice/processes/circulation.html, shows that the typical ice speed less than 5 cm/s. And looking at
some other recent papers such as Kwok, et al. 2013 (https://doi.org/10.1002/jgrc.20191) some similar
numbers. Please discuss possible implications that the faster model speeds may have on the conclusions
of this paper.

We thank Referee #2 for raising this concern regarding the role of ice speeds.

We acknowledge that especially the models MPI-ESM (12 cm s~1) and AWI-CM1 (10 cm s~ 1) exhibit
annual mean ice speeds that are higher than common values in the literature, yet not unphysically
high: Spreen et al. (2011) report a seasonal cycle of ice drift speed in the Arctic basin between approx.
6 and 12 cm s~! from satellite data, Zhang et al. (2012) obtain annual mean daily drift speeds around
7.5-8.5 cm s~! from buoy data after the year 2000, and Olason and Notz (2014) obtain a monthly
climatology of 12-hourly mean drift speeds of about 7.9 cm s~! in January and 8.3 cm s~! in July,
also from buoy data. GFDL-CM3 (annual mean 8 cm s~!) and HadGEM1.2 (7 cm s™1) lie thus within
the observed range of observed ice speed distributions. However, we fully agree with Referee #2 that
the role of model speeds is far from trivial regarding the conclusions of this manuscript. Therefore, we
shall discuss this in the following.

If we were analyzing the performance of a model predicting "real-world” ice drift, for instance for
operational ice drift forecasts, too high model speeds would result in a systematic forecast bias, certainly
calling for action.

Here, as we ”"only” assess the growth of uncertainty due to the system’s sensitivity to perturbations
of the initial conditions, a direct comparison to observations is in a strict sense not necessary; within
the respective model climate, the ice speeds are - semantically a bit of a stretch - ”realistic” per the
given assumptions of the perfect-model approach. Nevertheless, the results of our study can only have
relevance for the real climate system if the models in use describe the real climate sufficiently well,
particularly in terms of variability. In our case, the drift speeds are in fair agreement with observations,
and the observed large-scale ice drift circulation patterns are reproduced by the models (not shown).

As Day et al. (2016) report as part of the description of the given simulations, mean and variability
of the sea ice state differs considerably between the models, while each of the models has documented
strengths and weaknesses in representing key features of Arctic climate. For instance, the APPOSITE
simulations from MPI-ESM and AWI-CM1 systematically underestimate the monthly mean sea ice
volume compared to observations. The faster drift for AWI-CM1 and MPI-ESM might be a physically
sound consequence of the relatively low ice volume and thickness (i.e., ice being thinner and more
mobile), albeit being a slightly less faithful representation of the mean state of the real climate. Also
note that the simulations use a fixed present-day radiative forcing. This may lead to an equilibrium
state with higher ice speeds than from the real transient climate of the past few decades.

That said — how does this model diversity with respect to ice speed impact our conclusions?

The uncertainty of an initialized prediction of a target position for a given model will likely grow faster
if the ice moves faster (in this model), as the trajectories diverge more quickly. This also holds for



the climatological reference ensembles, which we use for normalization. Therefore, the effect of higher
drift speeds on our results is largely compensated by the normalization. This is not to say there is no
effect on the uncertainty of the initialized forecast, it just does not imprint much on the normalized
uncertainty, which might also explain the following: Arguably our main result is the wind uncertainty
being the limiting factor of ice drift predictability, and the observed close correspondence held for
both the model with the lowest annual mean drift speed (HadGEM1.2) and AWI-CM1 with relatively
fast drift, while both models also differed strongly with respect to their mean sea ice state, e.g. ice
thickness and volume.

Considering the compensating nature of the normalization and the fact that perfect model simulations
are not necessarily (designed to be) accurate predictions for the real climate, we argue that the main
conclusions of our work remain valid, and at the same time we suggest that the role of ice speed (and
drift direction) should receive more attention in future studies of ice drift ” perfect-model” predictability.

We added the following sentence in Section 3 for clarification:

New in line 241: ”Thus, the models also differ in how well they capture the current climate of the real
system. Albeit the assessment of inherent predictability of the climate within a given model does not
build upon the degree of accuracy to which it reproduces the real system, it is worth noting that each
of the coupled general circulation models has individual strengths and shortcomings, particularly as
predictability may depend on the mean model state.”

To fix a then broken reference, we changed ”This order” into ”The aforementioned order” in line 242.

Line 1: I think it is worth restating Nansen’s rule of thumb explicitly here.
We agree with this suggestion and changed the first sentence

”More than 120 years have passed between Nansen’s empirical "rule of thumb” for sea ice drift (Nansen,
1902) and the latest developments of today’s sophisticated dynamic sea ice modeling systems.”

into

"More than 120 years have passed between Nansen’s empirical "rule of thumb” about sea ice drifting
20° to 40° to the right of the wind direction at about 2 % of the wind speed (Nansen, 1902) and the
latest developments of today’s sophisticated dynamic sea ice modeling systems.”.

Line 32: The paper tends to be too wordy. This and other comments below are aimed at tightening
up the text. For example, on line 32, the authors write ”Here, we therefore differentiate...”. I would
tighten this up to simply state ”We differentiate...”. I would comb through the paper and reduce the
use of these transition words.

We thank Referee #2 for this feedback. We revised line 32 accordingly and follow the related sugges-
tions in the other comments.

Line 72-93: Lines 72 -93 seemed out of place. I would maybe move it up above line 587 I don’t feel
strongly about this.

If Referee #2 and the editor do not object, we suggest keeping the current structure, separating the
studies regarding forecast skill (in the real system) presented in lines 43-57 from the studies on inherent
predictability (in the perfect-model world) in lines 75-92.

Line 73: site a few "recent studies”.

We recognize that our phrasing was ambiguous. The studies we intended to refer to are presented in
lines 75 to 88. We therefore changed

”...has been assessed in a number of recent studies. The following studies are all ...”
into

”...has been assessed in several recent studies, presented in the following. These are all ...”.

Line 81: Line 81 stating ”(two-dimensional)” is not necessary since this should be implied by the



discussion of area.

Revised accordingly, deleted ” (two-dimensional)”.

Line 154: I suggest stating the ”1st July” as 71 July” or ”July 1st” or ”the 1st of July”., then restate
”1st January” in the same way.

We thank Referee #2 for this suggestion and restated all occurrences as 71 July” and 71 January”,
that is, in lines 154, 181, 338, 489, 490, and the caption of Figure 6.

Line 202: delete ”which are both two-dimensional quantities”.

Revised accordingly.

Line 205-210: Too wordy. I think the authors can delete most of lines 206-207, and just go with lines
208-209.

As Referee #1 suggested adding more information on the computation of the uncertainty of an ensemble
forecast, we added several equations in the Appendix and shortened lines 205-211 from

”To account for the bivariate character of position and velocity vectors, we chose a different approach
here, which we exemplify in the following for velocity vectors. For a given ensemble of velocity vectors
at a given position and lead time, we determine the variance ellipse. Our measure for the uncertainty
is then the length of the semi-major axis, which is the spectral norm of the covariance matrix of the
velocity vectors. This also enables an analysis of the axis ratio and thus the anisotropy of the uncer-
tainty. The uncertainty of initialized forecasts is then given by the mean of all available initializations
(at least eight, due to the filtering).”

to

”To account for the bivariate nature of velocity vectors, we describe ensemble spread at a given lead
time by the corresponding covariance matrix X. Our measure for uncertainty is then the spectral norm
of ¥, which is also the length of the semi-major axis of the ellipse described by ¥ (see Appendix A).
One can thus use X for analyzing the anisotropy of uncertainty as well.”.

Line 237-238: Too wordy. I would delete the first sentence starting at line 237, and simply say ”Maps
of average ice thickness for the months of March and September are presented in Day et al. (2016).”

Revised accordingly.

Line 246: delete ”previously introduced”.

Revised accordingly.

Line 274: delete ”In the following”, and start the sentence as ” We now consider the differences in the
trajectories. ..”.

Revised accordingly.

Figure 4 and 5: Combine Figures 4 and 5.

We recognize that this would group related information more effectively than in the given separated
figures. In fact, in an earlier version of the manuscript, we combined Figures 4 and 5; trying out the
two options of putting them next to each other and on top of each other. However, the size limit for
figures (given by the printable area on the page) rendered the ellipses and displacement vectors hard
to recognize, as the combined figure must be scaled down in both cases. If the editor and Referee #2
do not feel strongly about this, we suggest keeping Figures 4 and 5 separated.

293: delete ”In the following, ”

Revised accordingly.

Line 294-295: change "a (normalized) uncertainty” to ”an uncertainty”.

Revised accordingly.



Figure 6: Capitalize ”Uncertainty” under colorbar.

Revised accordingly.

Line 306: delete ”also”.

Revised accordingly.

Line 309: change ”"with January and July initializations” to ”for January and July”.

Revised accordingly.

Line 334: delete ”an additional point of view —.

We revised the sentence from

(i) an additional point of view - the Eulerian perspective -, (ii) ...”
into

(i) an analysis from the Eulerian perspective, (ii) ...”.

Line 341: delete this sentence

Revised accordingly.

Line 344: change ”...position here. This enables...” to ”...which enables...”.

Revised accordingly.

Line 346: change ”of normalized” to ”for”

Revised accordingly.

Line 463: delete "also”.

Revised accordingly.

Line 455: change "affect” to ”cause”.

Revised accordingly.

Line 485-486: delete sentence starting with ”Our study...”.

Revised accordingly.

Line 487: change "within few days” to ”"within a few days”.

Revised accordingly.
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