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Response to reviewer 1: ‘Automated ArcticDEM iceberg detection tool: 1 

insights into area and volume distributions, and their potential application to 2 

satellite imagery and modelling of glacier-iceberg-ocean systems’ by Shiggins 3 

et al. 4 

We would like to thank the reviewer for their comments which will help to improve the 5 

manuscript. Our responses to each of the major and minor comments raised and 6 

how we intend to address them for the revised version of the manuscript are outlined 7 

below. For this, reviewer comments are copied verbatim in blue, and our response to 8 

each is given in black. All line numbers quoted with the prefix L (e.g. L123) refer to 9 

those in the original submitted manuscript. All line numbers quoted with the prefix RL 10 

(e.g. RL123) refer to those in this response document. 11 

Main comments:  12 

1. Please can the authors comment on the two iceberg distributions found at two 13 
of their study sites? I thought the purpose of defining a threshold above sea 14 
level was to remove the chance of multiple bergs that are held together by 15 
melange being detected as single icebergs. But in your results (e.g. Figures 7 16 

and 8) you present two distributions for SKJI and KNS. You suggest that 17 
Distribution 2 does in-fact represent bergs frozen together by melange. 18 

Should the threshold above sea-level therefore be increased, to remove this 19 
phenomenon? You would then only retrieve a single distribution per study 20 
site. 21 

• Whether a user wishes to obtain data including iceberg rafts or 22 
individual icebergs will be dependent on their definition of an iceberg 23 

within their research question. The approach presented in the 24 
manuscript allows users to choose whether iceberg raft data are 25 

retained or not through the definition of the threshold above sea level 26 
value for iceberg identification. For example, if only iceberg outlines are 27 

desired, a higher threshold above sea level could be defined by the 28 
user. By doing so, distribution 2 (iceberg rafts) would not be identified. 29 
However, a higher threshold would mean that smaller icebergs with 30 

lower freeboard heights may be missed. Conversely, if the user’s 31 
research question requires all iceberg and iceberg raft cover from an 32 

ROI, results in the manuscript show that a lower threshold (e.g. 1.5m) 33 
will provide such data. A further alternative approach is that the iceberg 34 
raft distribution could be separated from the iceberg distribution as part 35 

of user post-processing (e.g. Figure 8 insets). The examples provided 36 

in the manuscript show the flexibility of the iceberg detection workflow 37 
depending on the type of iceberg data they wish to obtain (Figure 5). 38 

• To address this comment we will clarify that the research question 39 
being investigated is crucial for defining the iceberg detection threshold 40 

by inserting at L502: ‘If a user’s research question requires both 41 
iceberg and iceberg raft cover (distributions 1 and 2) within an ROI, the 42 

default threshold of 1.5 m above sea level is suitable, as is the 3.0 m 43 
threshold for more densely ice covered fjords such as SKJI. If only 44 
iceberg outlines are needed, a higher detection could be defined to 45 
remove iceberg rafts (distribution 2). It should be noted that setting a 46 
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higher detection threshold would result in the potential loss of data 47 

relating to smaller icebergs which have lower freeboard heights, and 48 
fractionally lower iceberg volumes obtained from larger icebergs. An 49 

alternative approach that would retain smaller icebergs and not result 50 
in the minor under-estimation of iceberg volume would be to use a 51 
lower threshold (e.g. 1.5 or 3 m), with data from distributions 1 and 2 52 
separated as part of post-processing (e.g. Figure 8 insets).’. 53 

2. The authors make a couple of references to this method having the potential 54 

to be upscaled across the full continent. However, they also suggest that 55 
there would need to be good enough data coverage for this. Please can the 56 
authors clarify whether there is enough data for pan-Arctic application or not? 57 

• We have created a draft supplementary figure (see Draft Figure 1 58 

below) which shows the coverage of ArcticDEM strip data on the pan-59 

Arctic scale using locations identified as marine terminating glaciers for 60 
non-ice sheet and ice sheet glaciers (from the Randolph Glacier 61 
Inventory (RGI) v6 and Goliber et al. (2022) respectively). The map has 62 
been created by identifying the footprints of ArcticDEM strip data where 63 

there is overlap within 5 km of the point locations provided by Goliber 64 
et al. (2022) for Greenland, and having any overlap with RGI glacier 65 

outlines whose metadata show them as being either lake terminating, 66 
marine terminating or shelf terminating. This figure will be included as 67 
supplementary data in the revised manuscript. However, as RGI data 68 

use a benchmark of glacier outlines observed at near to 2000 as 69 
possible and some glaciers have now retreated into proglacial lakes 70 
(e.g. in Iceland) or changed their terminal environments, this map may 71 

not include ArcticDEM coverage of these glaciers. Consequently, we 72 

have also created summary maps showing all ArcticDEM data 73 
coverage irrespective of whether they cover glaciers or not.  74 

• To allow users to get a quick impression of data availability for a given 75 
ROI we have now included new functionality within the GUI to view a 76 
series of summary maps showing ArcticDEM coverage. This includes: 77 

1. Map showing July-October coverage for known calving glaciers 78 

(Draft Figure 1; i.e. data least likely to be affected by solid 79 
melange/sea ice). 80 

2. Map showing all ArcticDEM coverage for known calving glaciers 81 
irrespective of acquisition time. 82 

3. Map showing all ArcticDEM coverage from the entire dataset 83 

irrespective of whether a glacier is thought to be there or not. 84 

4. As map 3, but for the months July-October. 85 

• Further functionality to allow users to filter DEMs by month of 86 
acquisition has also been added to the GUI. The analysis workflow for 87 
this revised GUI has otherwise not been changed. The revised GUI for 88 

inclusion can be accessed at the following link: 89 
(https://code.earthengine.google.com/ad11c00c37b7ad88e28c4493ee90 
6eec64). 91 

• It is worth noting that these maps show where ArcticDEM data are 92 
available irrespective of the quality of the DEM data. Consequently, 93 
they do not indicate that all of the DEMs will be of sufficient 94 
quality/coverage to allow it to be used for analysis.  95 

https://code.earthengine.google.com/ad11c00c37b7ad88e28c4493ee6eec64
https://code.earthengine.google.com/ad11c00c37b7ad88e28c4493ee6eec64
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• The above will be clarified in the text (at L163) and as part of the 96 

GitHub read.me walkthrough 97 
(https://github.com/ConnorShiggins/Google-Earth-Engine-and-98 
icebergs). 99 

Draft figure 1. Google Earth Engine ArcticDEM v3 strip data availability (July-100 
October) for Greenland’s calving margins (Goliber et al., 2022) and the extent of all 101 

marine/lake/shelf terminating glaciers extent in the remainder of the Arctic (RGI v6; 102 
Pfeffer et al., 2014). 103 

3. It would be good to see some figures showing what the DEM data looks like. 104 
You may have readers who have not worked with the Arctic DEM before, and 105 

it makes your workflow hard to understand without seeing some 106 
visualisations. Please can the authors add a figure (or two) where they deem 107 
it most appropriate. 108 

https://github.com/ConnorShiggins/Google-Earth-Engine-and-icebergs
https://github.com/ConnorShiggins/Google-Earth-Engine-and-icebergs
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We will replace our figure location maps that used Sentinel-2 imagery with hillshaded 109 

ArcticDEM data to provide readers with an indication as to what the DEM data look 110 
like. See below for the new draft location figure to replace Figure 1. 111 

Draft figure 2. New location maps for the study sites with changed imagery 112 

(ArcticDEM from Sentinel-2) and ROI outlines in black.  113 

4. Please can the authors double check that all results that they present have an 114 

equivalent section within the results section. Readers new to the topic need to 115 
fully understand (and even be able to recreate) how you take a 3-D DEM and 116 

produce area to volume conversions (for example). 117 

• After reviewing the manuscript in response to this comment, we believe 118 
all the data presented has a section within the results and discussion. 119 
With regards to reproducing our area-to-volume conversion 120 

relationships (Figure 7), all that is required is a power law relationship 121 
between the two variables (in this case area and volume) which was 122 
followed from previously published work (Sulak et al., 2017). We will 123 

provide the basic Python script which calculates the bin mean of each 124 
size class (area and volume) on the same GitHub read.me for users. 125 

All code produced by the authors that is used to post-process the 126 
output data, and the output data itself will be appended as 127 
supplementary data files in the revised manuscript. This will allow 128 

readers to both reproduce our results and workflow for other ROIs.  129 

Specific comments: 130 

1. (L15): Do you mean the GEE task run time is 6 minutes? Make this clearer.  131 
 132 

• The execution output time noted in the abstract is for the 3 glaciers which 133 
range from 6 minutes to 2 hours. We will clarify this in the revised manuscript 134 
(at L15 to L16).  135 
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2. (L25): Is there sufficient data coverage for a pan-Antarctic study? If not, I probably 136 

wouldn't say this. 137 

• We assume the reviewer means the Arctic rather than Antarctic, though we 138 
provide responses relevant for each pole. For the Arctic, the new 139 

Supplementary Figure 1 (RL100) clarifies that pan-Arctic coverage is 140 
theoretically possible given the nominal availability of ArcticDEM data strips. 141 
However, a precise assessment of this would not be possible without 142 
performing the analysis itself, which is beyond the scope of this paper. For 143 
Antarctica, though similar strip data to ArcticDEM are available through 144 

REMA, the Antarctic is not the focus of this study. Anecdotally, from the 145 
experience of the authors using REMA versus ArcticDEM strip data available 146 
in Google Earth Engine, coverage and geolocation accuracy of the former 147 

tend to be poorer than those of ArcticDEM, posing challenges to pan-Antarctic 148 
application. The above will be clarified in the revised manuscript at L25. 149 

3. (L30): Do you have a reference for shipping? 150 

• The reference for shipping is Bigg (2015) (at L31). 151 

4. (L33): add a 'that' after suggested 152 

• This will be changed in the revised manuscript. 153 

5. (L37): I don't think this sub-heading is necessary, especially as it captures all most 154 

all of your introductory material anyway. 155 

• This will be removed from the introduction in the revised manuscript.  156 

6. (L41): hyphenate 'Sentinel-2' 157 

• This will be changed in the revised manuscript. 158 

7. (L44): If CNN makes using optical imagery 'better', what is its disadvantage? Why 159 
do you need to use your method instead? 160 

7. (L44): If the next paragraph is an attempt to address this, just make the link 161 
between paragraphs clearer. 162 

 163 

• Convolution neural networks (CNNs) can be difficult to construct, requiring 164 

substantial training data that are often obtained from manual labelling of 165 
images. This can be computationally and user time intensive, while different 166 
training data used within the same CNN architecture will also provide different 167 
results. Though CNNs can produce high quality data (e.g. Rezvanbehbahani 168 
et al., 2020), the quality of data produced are highly contingent on the quality 169 

and range of their training data. The potential transferability of CNNs for 170 
iceberg detection beyond individual study locations and across different image 171 
illumination conditions remain relatively untested. Many CNNs are also not 172 

necessarily deterministic, so may also provide different results given identical 173 
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training data and CNN architectures. Additionally, CNNs using optical/radar 174 

satellite imagery will still be limited to only expressing a planform surface 175 
area, rather than a volume. Consequently, volumetric data can only be 176 

estimated through empirically derived area-volume conversions such as those 177 
presented in this manuscript (Equations 2 to 6). 178 

• The approach presented in this manuscript using ArcticDEM data therefore 179 

offers advantages over CNNs in that our workflow is deterministic, applicable 180 
over wide areas, and can provide fully reproducible data of both iceberg areas 181 
and volumes. To address these comments, we will include mention in L44-45 182 
regarding the difficulty of applying CNNs over large spatial scales. 183 

8. (L53): replace 'are' with 'is' 184 

• This will be changed in the revised manuscript. 185 

9. (L99): hyphen needed between 'Sentinel' and '2'. Check elsewhere. 186 

• This will be changed in the revised manuscript. 187 

10. (L100): would there be a limit to this? If we kept using data with a finer spatial 188 

resolution I assume there would come a point where the xmin would stop 189 
decreasing? 190 

• This is an interesting point which could be considered in future work using 191 

satellite imagery of different spatial scales and/or resampling individual high-192 
resolution images to coarser resolutions. Though it would be possible to 193 
speculate that there may be a “minimum xmin value”, we do not wish to do so 194 

here without data that explicitly supports this conclusion. As this would require 195 

substantial further analysis and is not an aim of the paper, we do not think it is 196 
possible to make such an assertion in this manuscript.  197 

11. (L106): Do you want to identify ice bergs frozen together by melange though? I 198 
thought you wanted to avoid this and just wanted to identify individual icebergs? 199 

• See response to main point 1 (RL13).  200 

12. (L111): What makes the data suitable? 201 

• Suitable data for constraining iceberg freshwater fluxes ideally require 202 

knowledge of an iceberg’s volume and area (i.e. knowledge that could be 203 
parameterised within a fjord model to estimate how much freshwater could 204 
potentially be melted into the fjord and at what rate). Additionally, assumptions 205 
in numerical models are currently made regarding an iceberg distribution (e.g. 206 
power law slope = -1.8 to -2.0; Davison et al., 2020). To clarify what makes 207 

iceberg data observations suitable for inclusion in fjord models, we will add a 208 
sentence at L112 stating: "Models that include quantification of iceberg 209 
meltwater flux currently make assumptions regarding iceberg area/volume 210 
distributions within fjords, though direct observations of these from DEM or 2D 211 
satellite data are currently rarely available.". 212 
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13. (L129): Tidy up these figures where possible. The 'a' 'b' 'c' labels, north arrows, 213 

and scale bars would be better on a white background rather than a translucent 214 
background. Could you also make all the ROI outlines either green or red? 215 

• Draft Figure 2 has been created in response to main comment 3 (RL04 ). This 216 

has been changed to show examples of ArcticDEM imagery and the ROI 217 
outlines have been changed to black for colour accessibility and consistency.   218 

14. (L133): I would say this bounding box is green? Comment on the subset map 219 

also. 220 

• Colour will be changed to black. See Draft Figure 2. 221 

15. (L136): '-1' needs to be in superscript 222 

• This will be changed in the revised manuscript. 223 

16. (L145): what do you mean by this? 224 

• This will be rephrased to: ‘The terminus depth of the glacier ranged from 230-225 
500 m between 2013 and 2015 (Morlighem et al., 2017).  226 

17. (L167): Is this enough to draw robust conclusions from? 227 

• While 3 images at UI is less than at SKJI and KNS, the absolute number of 228 

observations and quality of data remains a substantial improvement on 229 

manual digitisation (e.g. 6,973 icebergs identified at UI for 3 images versus 230 

712 icebergs manually delineated from 8 DEMs in Sulak et al. (2017)).  231 

18. (L177): what if the ROI is dominated by sea ice, and there is little open water? 232 

• The analysed DEMs are limited to between July and October of every year, 233 

minimising the likelihood that rigid melange and/or sea ice will be present at 234 
the glacier terminus. This means that the most frequent elevation in an 235 

individual DEM for these months is likely to be at or very near to the local sea 236 
level. Where continuous, solid sea/fjord ice cover dominates a scene the 237 
reviewer is correct that this may result in an over-estimation of sea level within 238 
the workflow. The value of the derived sea level is currently appended to 239 
observations exported from the workflow as metadata, allowing users to 240 

potentially filter data with anomalously high sea level values during post-241 
processing. The requirement to do this will be contingent on a user’s research 242 

question. This will be clarified in the text at L177-178. 243 

19. (L181): In the text (above) you state that the filters are replied in the opposite 244 
order. Correct either the figure or text.  245 
 246 

• This will be changed in the revised manuscript. 247 
 248 
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20. (L182): Adding colours to this figure would help to differentiate between steps, 249 

rather than, or in addition to, different steps. However, at the moment, I cant work out 250 
why some steps are encased in different shapes?  251 

 252 

• We did not use colour in the first version of the manuscript for accessibility 253 
(e.g. colour blindness). The workflow steps are encased by different shapes 254 

because they represent different elements of the code. In the revised 255 
manuscript, we will add the meaning of each shape in the figure caption at 256 
L183 as follows: ‘Each step of the workflow is encased by different shapes 257 
representing different processes in the code, i.e. ovals = the beginning and 258 
end of the workflow; the inverse trapezoid = a manual requirement; italicised 259 

parallelograms = data inputs; rectangles with inset lines = predefined filter 260 
processes; and rectangles = code processes. We will also add a legend to the 261 

figure indicating what each shape indicates. 262 
 263 
21. (L188): Would it not have still been better to have worked in 0.1m increments 264 
here too? 265 
 266 

• The increments of 0.5 m at SJKI only resulted in a small variation of 0.04 267 

across all values of the threshold (1 to 5 m) as shown in Figure 5d. 268 
Consequently, these increments resulted in small absolute variation in power 269 
law slopes, meaning that it would be unnecessary to use increments smaller 270 

than 0.5 m at SKJI. We will state on L188 in the revised manuscript that: 271 
‘There are small variations (~0.04) in the power law slopes at SKJI across all 272 

detection thresholds tested, demonstrating a relative lack of sensitivity of 273 
power law slope to threshold value used.’.  274 

 275 
22. (L195): I would argue this information is implicit in binary, but I suppose you are 276 

stating which values represent what. 277 
 278 

• Yes, we wanted to ensure readers who may not be aware of binary images 279 

understood the process behind the iceberg detection.  280 
 281 

23. (L199): From your figure I can see that you export results to Google Drive, is 282 
there an option to export results as GEE assets? 283 

 284 

• Yes, it is possible to export output to GEE assets within the workflow during 285 
the export stage. An explanation of how to do this will be added to the GitHub 286 
readme. 287 

 288 

24. (L205): How did you get to these values, did you conduct any form of testing? 289 
 290 

• These values fall within the known xmin values from previously published work 291 
(e.g. Scheick et al., 2019, Rezvanbehbahani et al., 2020). This will be clarified 292 
in the revised manuscript (at L205). 293 

25. (L210): rather than this, just state the areas of the three ROIs. 294 

• This will be changed in the revised manuscript.  295 
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26. (L213): This is vague. If they are quantitatively comparable, please provide the 296 

statistics. 297 

• We can add the Pearson’s r-values in brackets in the main text if required, 298 
though these values are also given in Figure 3.   299 

27. (L217): Some of this info could probably be placed in supplementary info, then 300 
this table will be a bit less crowded. 301 

• We think all the data presented in Table 1 is necessary and provides useful 302 
information for readers to refer to in the main manuscript without the need to 303 

access supplementary files. We therefore propose to retain data presented in 304 
the submitted manuscript for the revised version.  305 

28. (L225): ??? 306 

• The 225-line number has entered table 1 accidently when formatting and will 307 
be corrected.  308 

29. (L235): Increase size of axis font. 309 

• This will be changed in the revised manuscript. 310 

30. (L240): Please include a description of the statistics in this table in your methods 311 

section. I know it may seem obvious, but the methods for any result obtained should 312 
be provided. 313 

• The Pearson’s r-value is stated in Figure 3 and the respective caption. We will 314 
add to the methods that we used the Pearson’s r-value to gauge the strength 315 

of relationship between the automated and manual delineations (at L207).  316 

31. (L250): Please increase the size of the scale bars here so that they are legible. 317 

• This will be changed in the revised manuscript. 318 

32. (L266): This is a stylistic preference, but I would re-write this sentence so that 319 
you are always saying 'sea level ranged from' or X's 'range was' rather than mixing 320 
between the two. 321 

• This will be changed for the revised manuscript, and we will endeavour to 322 

ensure consistency of language used throughout. 323 

33. (L272): Please increase size of font on axis 324 

• This will be changed in the revised manuscript. 325 

 326 
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34. (L296): Please re-write this sentence to make it clearer. At first I thought you 327 

were saying the y axis with their log scales were different, but they are not 328 

• We will remove the word ‘normalised’ from the caption and clarify that the y-329 
axis log scales are not different.  330 

35. (L302): Do you know which of these scenarios is actually true from visual 331 
interpretation of data? 332 

• In retrospect, we feel this point might be better suited in the discussion (at 333 
L485) and it will therefore be moved to expand on the comment made. 334 

36. (L310): Please increase font sizes. 335 

• This will be changed in the revised manuscript. 336 

37. (L323): State what the black lines represent, and perhaps make them red/ blue 337 
so the reader can see whether they are linked to the manual or automated dataset. 338 

• The black lines represent the lines of best fit for the icebergs in each 339 
distribution of the manual and automated approaches and we will clarify this in 340 
the figure legend and caption in the revised manuscript (at L329). On drafting 341 

a version of the figure where the colour of lines matched the data points we 342 
find that this reduces the clarity of the figure as we are unable to visually 343 

discriminate between data points and the lines of best fit. While admittedly not 344 
ideal, we propose to retain the lines of best fit as black. 345 

 346 
38. (L331): Please can you better describe the methods used to achieve this in the 347 

methods section.  348 
 349 

• In the methods we will add a sentence at L207 saying ‘New equations for the 350 

conversion of iceberg area to volume are derived from the resulting iceberg 351 
datasets. These are expressed as power laws to provide consistency with 352 

previously published work (e.g. Sulak et al., 2017).’.  353 

39. (L341): how do you define small / large? Can this be quantified? 354 

• We define the separation between small and large icebergs as 1000 m2, as 355 

that is consistent with Rezvanbehbahani et al.’s (2020) definition. We mention 356 
this later in the manuscript (L457), but we will refer to this directly in the 357 
revised manuscript at L341. 358 

40. (L376): Maybe place this figure after you have mentioned the two distributions, 359 

as currently I see this figure and the contents do not make sense until later in the 360 
text. 361 

• If the manuscript reaches copy-editing stage, we will ensure that the figure is 362 
placed at an appropriate point within the paper to reflect this comment.  363 
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41. (L395): What are you trying to say here? It is unclear to me. Please re-write. 364 

• This will be reframed as: ‘By calculating mean iceberg area and volume for 365 
binned increments of log10(X+0.1), this reduced the potential for biasing the 366 
overall area-volume relationship towards smaller, more frequently observed 367 

icebergs.’. 368 

42. (L424): Please increase font sizes 369 

• This will be changed in the revised manuscript. 370 

43. (L463): Given that the legend is the same for each of these subfigures, you could 371 
probably just put it on one subfigure. I would keep it in (c) and remove it from (a) and 372 

(b) 373 

• To avoid any potential for ambiguity, we suggest that it is appropriate to retain 374 
the legends in each subplot.  375 

44. (L465): The last bit of the caption here (stating the count vs volume of small 376 
icebergs) isn't really something that belongs in the figure caption, it should be in the 377 

text. 378 

• We will insert this section of the figure caption into the text on L460. 379 

45. (L474): Please can you comment on data availability? Does it allow for pan-Arctic 380 

application?  381 
 382 

• See response to main comment 1 (RL13) and minor comment 2 (RL136). 383 

46. (L475): rephrase to 'is quick to execute' 384 

• This will be changed in the revised manuscript. 385 

47. (L476): change to defining 386 

• This will be changed in the revised manuscript. 387 

48. (L483): I assume you mean a mismatch between manually delineated and 388 
automatically delineated icebergs? If so, please make this a bit clearer. 389 

• We will clarify this point by stating the automatic approach only analyses 390 

whole pixels (L484). See also response to minor point 49 (RL398) in this 391 
review, and RL184 in response to Reviewer 2 minor point 12. 392 

49. (L485): Please clarify what you are saying here. Do you mean to say that the 393 
manual classifications over estimate iceberg size relative to the automated 394 

classifications? 395 

• Yes, we will clarify this in the revised manuscript by stating: ‘The automated 396 
approach identifies icebergs through analysis of whole pixels, rather than the 397 
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manual delineation which will have iceberg outlines digitised across pixels’ (at 398 

L485).  399 

50. (L486): Is figure 4 actually showing hillshaded DEMs? If so please state this in 400 
the caption and proximal text. 401 

• Yes, the DEMs in figure 4 are hillshaded with the detected icebergs shaded 402 
with their respective outlines. In the revised manuscript we will add this to the 403 
Figure 4 caption that they are hillshaded, and we will also change the colour 404 

scheme to allow the hillshading to be seen more clearly by readers.   405 

51. (L520): Please can the authors comment on this? I thought the purpose of the 406 
threshold set for height above sea level was used in order to prevent the detection of 407 

multiple icebergs 'stuck together' by melange? Surely at these two study sites you 408 
need to increase the threshold, and then you would only get one iceberg population? 409 

• We wanted to highlight in the manuscript that it is possible for the workflow to 410 
identify different iceberg distributions present in the fjord. The user definition 411 

of the threshold above sea level allows flexibility for the user to obtain data 412 

most relevant for their research question (i.e. it is possible to derive separate 413 
relationships for rafted and non-rafted icebergs). The section as written 414 
illustrates that the workflow allows flexibility for this. Our response to the 415 

reviewer’s main comment 1 (RL13) will also help to clarify the point raised 416 
here. 417 

 418 

 419 

 420 

 421 

 422 

 423 

 424 

 425 

 426 

 427 

 428 

 429 

 430 

 431 

 432 
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Response to reviewer 2: ‘Automated ArcticDEM iceberg detection tool: 433 

insights into area and volume distributions, and their potential application to 434 

satellite imagery and modelling of glacier-iceberg-ocean systems’ by Shiggins 435 

et al. 436 

We would like to thank Till Wagner for their comments which will help to improve the 437 

manuscript. Our responses to each of the major and minor comments raised and 438 

how we intend to address them for the revised version of the manuscript are outlined 439 

below. For this, reviewer comments are copied verbatim in blue, and our response to 440 

each is given in black. All line numbers quoted with the prefix L (e.g. L123) refer to 441 

those in the original submitted manuscript. All line numbers quoted with the prefix RL 442 

(e.g. RL123) refer to those in this response document. 443 

Main comments: 444 

1. Availability of ArcticDEMs and picking the right ROI. I was able to run the 445 

code on SKJI without much trouble and could also approximately reproduce 446 

some of the distributions in the paper (e.g. something similar to those in Fig 447 

6). However, when I tried to explore other random glaciers around Greenland 448 

I struggled to find ones with any available ArcticDEM scenes. I randomly tried 449 

~10 or so glaciers in different regions and only 2 identified any ArcticDEM 450 

scenes (2 scenes each) for the ROIs that I picked. It was not clear to me from 451 

the manuscript how exactly to pick the ROIs and I tried to emulate the shapes 452 

provided in Fig 1 but realized I had no further knowledge how these were 453 

determined. This may be part of the reason why I couldn't detect more DEM 454 

scenes. I was also struck by the fact that picking slightly different ROIs in front 455 

of SKJI resulted in detecting a different number of scenes and also in 456 

somewhat different slopes for the area distributions. I appreciate that a 457 

comprehensive account of where ArcticDEM scenes are available may be 458 

beyond the scope of this study, but the lack of information in this regard limits 459 

the utility of the product. Relatedly, it would be helpful to have some practical 460 

guidance of how to draw the ROI polygons to best harness the strengths of 461 

the algorithm. Finally, a discussion of how much the results depend on the 462 

number of scenes available would be helpful. This could for example be 463 

explored by running the analysis on subsets of the SKJI scenes and showing 464 

the resulting spread in power law slopes, or similar? 465 

 466 

• We appreciate the reviewer undertaking comprehensive testing of the tool as 467 

it is extremely useful to gain feedback on its usability for those encountering it 468 

for the first time. With regards to the definition of the polygon for the ROI, 469 

there is a GitHub read.me (https://github.com/ConnorShiggins/Google-Earth-470 

Engine-and-icebergs) available which is included in the text of the manuscript. 471 

This includes a walkthrough on how to define the ROI. However, after these 472 

comments, we will clarify in the text of the revised manuscript that this tutorial 473 

exists for users wanting to obtain a dataset (at L169). 474 

• With respect to the point raised regarding how slightly different ROI definition 475 

impacts results, as suggested by the reviewer we have conducted analysis on 476 

3 ROI subsets for SKJI in front of the northern, central and southern regions 477 

https://github.com/ConnorShiggins/Google-Earth-Engine-and-icebergs
https://github.com/ConnorShiggins/Google-Earth-Engine-and-icebergs
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of the glacier (see Draft Figure 3). For the northern branch, results from 18 478 

DEMs available returned a power law slope of -2.03, the middle ROI with 30 479 

DEMs returned a power law slope of -1.95, and the southern branch subset 480 

had 4 DEMs available returning a power law slope of -1.78. Consequently, 481 

there is some variation in both image availability and the α value for each 482 

section of the fjord. Understanding what is driving this localised variability is 483 

poorly understood and certainly deserves detailed study in and of itself. 484 

However, given the potential for changing calving styles through time and 485 

variation in space of calving dynamics in front of each terminus region, it is not 486 

possible to say here whether these differences arise from data availability or 487 

differences in fjord/glacier dynamics. Such analysis would require detailed 488 

understanding and analysis of individual glacier dynamics and their spatial 489 

and temporal variability, which we suggest is beyond the scope of this study. 490 

• As commented upon by the reviewer and highlighted in the response above, 491 

choosing different ROIs can lead to variation in the number of DEMs available 492 

for analysis. This is especially noticeable at SJKI as the terminus is over 40 493 

km long and ArcticDEM strips rarely cover the entire fjord region. We also 494 

note that this is likely to have most significant impact on glaciers with long 495 

margins (e.g. SKJI, Humboldt, 79N), and will have less of an impact on termini 496 

in narrower (e.g. ~2-10 km wide) fjords. To potentially increase data 497 

availability across an ice front, the filter threshold defining the lower limit of 498 

ROI coverage can be lowered to allow more DEMs to be taken forward for 499 

subsequent analysis (default is 80% or 0.8 in the workflow). This is defined in 500 

line 220 of the code with a variable name ‘imageAreaCoverage’. However, 501 

doing so may lead to less accurate definition of sea level for each image. To 502 

clarify this, we will add discussion of Draft Figure 3 in the main text at L503, 503 

and will provide full instructions and caveats as part of the GitHub readme. It 504 

should also be noted that the new GUI functionality included in response to 505 

Reviewer 1’s main comment 2 (RL54) will allow users to get an indication of 506 

how much ArcticDEM data may be available for different glaciers across the 507 

Arctic region. 508 
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Draft figure 3. Subset sampling across the ice front at SKJI to determine 509 

distributional changes depending on the data available. The power laws are below 510 

and respective to their position in the fjord by letter and colour. The ‘n’ is the number 511 

of ArcticDEM scenes in the image collection of the detected icebergs. 512 

 513 
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2. Degree of automation. There are a couple of user inputs which are not 514 

straight-forward to set, namely the ROIs (see comment above) and the 515 

elevation threshold. The elevation threshold seems to be somewhat of a 516 

complex issue (see also the other reviewer's comments about distinguishing 517 

rafted vs non-rafted iceberg clusters). However, from looking at Fig 5 it looks 518 

like key statistics such as iceberg frequencies and the power law slope are 519 

not overly sensitive to this threshold, and I was wondering whether a 1.5m 520 

cutoff could simply be applied to all glaciers (including SKJI) at least in the 521 

paper, with a discussion that one may want to adjust this for certain purposes 522 

(such as focusing on the specific distribution of small icebergs); I am such 523 

mostly suggesting a minor reframing of the language here. As an alternative 524 

(and more involved) approach, one could come up with an optimization 525 

scheme that picks the threshold for each glacier depending on specific output 526 

statistics? Relatedly, it would help clean up the presentation if a single x_min 527 

could be picked for the glaciers in the paper (with an accompanying 528 

discussion analogous to the one for the elevation threshold)? As a minor point 529 

I would suggest removing the word "fully" from l.12. 530 

 531 

• Using different thresholds above sea level for different glaciers illustrates the 532 

flexibility of the workflow and allows users to change it depending on their 533 

research question. In the manuscript we aimed to show examples of this by 534 

varying the detection threshold and expanding on the circumstances in which 535 

it is appropriate to do so (at L481-483). We will add to this discussion a small 536 

paragraph (at L496) which outlines how changing the detection threshold may 537 

alter the icebergs detected (e.g. a higher detection threshold will result in 538 

fewer small icebergs being delineated), and highlight that instructions on how 539 

to do this are in the GitHub read.me. An optimisation scheme for setting a 540 

detection threshold was something we did consider, however it would require 541 

multiple iterations of computationally intensive parts of the code across all 542 

available ArcticDEM strips in order to maintain consistency of data output. We 543 

therefore decided against implementing this option in order to retain code 544 

efficiency, data consistency, and the speed with which users can obtain 545 

outputs. 546 

• While we agree that being able to define a single xmin for all the glaciers would 547 

be ideal, doing so would risk severely limiting data available for analysis. For 548 

example, setting an xmin at UI and KNS equal to that at SKJI would result in 549 

KNS and UI losing approximately 30% of iceberg observations. This would 550 

lead to potential over-estimation of how large the iceberg distributions are for 551 

these glaciers. The difference in calving styles and overall iceberg size 552 

distributions at each glacier also raise questions as to whether applying 553 

similar xmin values at each site is appropriate. Again, such a choice can be 554 

made by the user during post-processing depending on the research question 555 

under investigation (i.e. what range of iceberg sizes are users interested in). 556 

In light of this comment, we will clarify in the text that these are the specific 557 

reasons different xmin values are defined (at L506). 558 

• We will also replace the word ‘fully’ on L12 with “highly”. 559 
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Specific comments: 560 

1. (L.59): is solar illumination also a limiting factor for the DEMs? 561 

• Solar illumination does not impact the ArcticDEM data itself, though will have 562 
impacted whether the WorldView data used to construct the DEMs could be 563 

used for DEM generation. Given that this manuscript does not generate the 564 
DEM data from WorldView imagery, but instead uses the ArcticDEM strips 565 
that are available (and which retain no solar illumination related metadata), we 566 
do not include solar illumination as a limiting factor for analysis of the DEMs. 567 

2. (L.69): "iceberg area distribution" vs l.70 "area-size distributions" I presume this 568 
refers to the same thing, so maybe pick one? 569 

• We will choose ‘iceberg area distribution’, and endeavour to ensure that we 570 

make use of consistent language in this and other cases throughout the 571 
revised manuscript. 572 

3. (L.70): Just a side note: we also used such size distributions to look at iceberg 573 

decay in Antarctica in England et al "Modeling the breakup of tabular icebergs". 574 

Science Advances 6.51 (2020): eabd1273. This was based on the Antarctic size 575 
distributions in Tournadre et al "Antarctic icebergs distributions 1992-2014". J. 576 
Geophys. Res. Oceans 121, 327–349 (2016). You may not want to bring in Antarctic 577 

references here, so feel free disregard this comment. 578 

• Thank you for highlighting these works and we appreciate the comment. 579 
Research in Antarctica is of course relevant and we will add these references 580 

to the revised manuscript (at L73). 581 

4. (L.75): I suggest explicitly stating what "x" represents (surface area in m^2 (?)). I 582 
was also wondering whether "a" or "A" may be better since "x" often refers to a 583 
distance and since in the vert. axis label of Fig 6 you write "P(A>a)", so if you stick 584 
with "x" you may want to adjust this label. 585 

• We will adjust this label as suggested in the revised manuscript. 586 

5. (L.88): maybe add "([as discussed] in Scheick et al., 2019)", otherwise it reads as 587 
if Scheick et al were misrepresenting the data 588 

• This will be changed in the revised manuscript. 589 

6. (L.91): "determine" instead of "interrogate" (?) 590 

• This will be changed in the revised manuscript. 591 

7. (L.102): Similar to the comment on Scheick et al.: it is not quite clear whether 592 
Sulak et al were among the few studies to directly estimate iceberg volume (maybe 593 

just move the reference to right after "few studies"?) 594 

• We will move the reference to the suggested position in the revised 595 
manuscript. 596 
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8. (L.140): maybe clarify over which time period this retreat happened? 597 

• The time period of the retreats (2000-2002 and 2013-2015 respectively) will 598 
be added in the revised manuscript (at L142). 599 

9. (L184-194) (see also general comment 2): this reads a little like picking the right 600 
threshold is more of an art than a science. I'd suggest reframing this a bit. 601 

• Yes, it is correct that choosing the “correct” threshold is somewhat of a 602 
subjective choice on the part of the user. However, this can be informed by 603 
prior knowledge of iceberg density. For example, if glaciers are known to have 604 

particularly dense melange cover dominated by large icebergs (e.g. SKJI, 605 
Helheim, Kangerlussuaq), a higher threshold may be more appropriate. 606 

Where there is dense melange cover with smaller icebergs (e.g. KNS), or 607 

where there is typically open water, then lower thresholds will produce more 608 
comprehensive data (i.e. more likely to include small icebergs and/or iceberg 609 
rafts). To address this comment we will explicitly flag on L496 that discussion 610 
of this point is raised later in the paper, as mentioned in our response to main 611 

comment 2 (RL82). 612 

10. (L.210): 5.3 "km^2" to 41 "km^2" 613 

• Thank you for spotting this and we will update. 614 

 615 

11. (Table 1): How are the uncertainties in the power slopes calculated? There also 616 
seems to be a rogue "-" after 8.629 (and the misplaced line number 225). Out of 617 

mere curiosity I was wondering whether there is much of a seasonal fluctuation in 618 

any of these statistics? I guess you only have summer DEMs? 619 

• The uncertainties are generated using a Python power law package (Alsott et 620 
al., 2014), and the uncertainty is calculated as one standard deviation of the 621 
residuals of the relationship between iceberg area or volume versus 622 

frequency. This will be clarified in the text on L217. 623 

• We will remove the rogue “-“, as well as the misplaced line number. 624 

• A very interesting point regarding seasonal fluctuations, but as correctly 625 
noted, we only use DEMs between July and October to avoid rigid melange 626 
and seasonal ice tongues where the workflow has higher risk of returning 627 
erroneous data. This is already flagged to the reader on L164-165, though the 628 

implications of this will also be reiterated in the discussion at L477 in the 629 
revised manuscript. 630 

12. (Fig 3): The automated and manually detected volume sums for KNS are almost 631 
identical, much closer than for the other two - yet their power law slopes (Fig 6c) are 632 
more divergent than for the other two glaciers. Could you comment on that? I also 633 
noted that SKJI has a rather large % difference in manually and automatically 634 
detected iceberg volume. Could you comment on why that is and why we need not 635 

be concerned about that (or should we)? 636 

• The percentage difference at SKJI between the automated and manual 637 
methods arise as a result of the manual user not identifying smaller icebergs 638 
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in the DEM (discussed L484-485). Also, given that the automated approach 639 

performs analysis on a per pixel basis, whereas a manual delineation is 640 
almost certain to cross pixels, the automated approach is more likely to 641 

provide a more accurate characterisation of iceberg areas and be unaffected 642 
by manual user digitisation error (either through user under-estimation of 643 
extent, or over-estimation through failure to separate out adjoining icebergs). 644 
User digitisation error will also have a proportionately greater impact on 645 
smaller icebergs and is most likely to account for the mismatches in power 646 

law slope values observed (e.g. Figures 3 and 6). It is challenging to 647 
disentangle whether these small differences arise from user digitisation error 648 
or workflow error given that the definition of an iceberg margin is somewhat 649 
subjective and will vary between users. To avoid potential for bias in manual 650 
digitisation, we will also note that these were performed by a single operator 651 

(at L484). To clarify each of the points above, we will add to the discussion at 652 
L487. 653 

13. (Fig 5 and Fig 6.): The given value for alpha (KNS) in Fig 6c is -2.38, while the 654 
KNS alpha values range from -2.1 to -2.3, and close to -2.25 for threshold = 1.5m. 655 
Why is there this discrepancy? 656 

• The data presented in figure 5 includes all the data for KNS (i.e. all icebergs 657 

from 16 images), while the data presented in Figure 6c for validation is based 658 
on data from a subset region of a single image. It was necessary to use a 659 

subset of an image for validation as comprehensive manual digitisation of 660 
entire scenes is impractical. The differences in alpha values for KNS between 661 
Figure 5 and Figure 6c therefore arises from the latter representing the 662 

iceberg distribution of KNS at a single point in time for only part of its fjord.  663 

This will be noted in the text (at L506) as a point alongside discussion of main 664 
point 1 (RL43-58) regarding how subset areas of ROIs can influence the 665 
values of power law slopes (Draft figure 3). 666 

14. (Fig 6): I was initially confused that the slopes on the log-log plots of figure 6 667 

have are approx 1, whereas alpha =~ 2. I then realized that you are plotting CDF and 668 
the slope for a CDF = alpha -1. Maybe this could be noted in the text or caption? 669 

• We will note this in the caption in the revised manuscript. 670 

15. (Fig 7): The 5th and 95th percentile are given as power law relationships, for 671 

which I would have expected straight (dashed) lines in the figure, but the lines are 672 

somewhat wiggly. Why is that? 673 

• The 5th and 95th percentile lines are not straight because the data values are 674 
derived from the binned ranges of log10 (x+0.1) increments. Adding on lines of 675 

best fit for the percentiles made the plots too crowded, and obscured the data. 676 
The area-volume relationships given in the text for the 5th and 95th percentiles 677 
(Equations 5 and 6) are based on the lines of best fit that have been derived 678 
for these binned mean values. We will clarify this point in the text (at L341), 679 
and in the figure caption in the revised manuscript. 680 
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16. (Fig 8): The resolution of this fig is somewhat low (also the horizontal label of 681 

panel a is cut off?) 682 

• We can remake this figure ensuring a better resolution and thank you for 683 
noticing the x-axis on the subplot being cut off. 684 

17. (Fig 9): horizontal axis label: "iceberg area (m^2)" (not increments) 685 

• This will be changed in the revised manuscript. 686 

18. (L.487): delete "is achievable" (or "it is able") 687 

• This will be changed in the revised manuscript. 688 

19. (L.542): I would suggest replacing "excellent" with "good" (?) 689 

• This will be changed in the revised manuscript. 690 

 691 


