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Supplementary Material  1 

Text S1. Ocean models including SSH under ice shelves. 2 

Ocean models that are available for obtaining SSH variability under ice shelves are forced by 3 

different atmospheric and open ocean boundary conditions. Four models are based on the 4 

Regional Ocean Modeling System (ROMS: Shchepetkin and McWilliams, 2005; Haidvogel et 5 

al., 2008), and include sea ice and representation of thermodynamic interactions between floating 6 

ice shelves and the ocean. A fifth model uses the Nucleus for European Modelling of the Ocean 7 

(NEMO) that also includes a dynamic sea ice component and thermodynamic coupling of ice 8 

shelves and the ocean. These models are referred to in this paper as SSH!, where M is either the 9 

period covered by the ocean modelling or the name of the model. 10 

(i) SSH"##": Tinto et al. (2019) ran a regional simulation for the Ross Sea, using a 5-km 11 

horizontal grid and a 20-year spin-up forced with a repeated annual cycle of atmospheric 12 

conditions from the Antarctic Mesoscale Prediction System (Bromwich et al., 2005) for the 13 

period September 2001 to September 2002.  14 

(ii) SSH"#$#: Dinniman et al. (2020) ran a circum-Antarctic simulation on a grid with 5-km 15 

horizontal spacing. This simulation used a 7-year spin-up forced by an annual cycle of 16 

atmospheric conditions from ERA-Interim reanalysis (Dee et al., 2011) for calendar-year 2010.  17 

(iii) SSH"##%: Richter et al. (2020) used a circumpolar configuration with 2-km grid spacing, 18 

forced with calendar-year 2007 atmospheric conditions from ERA-Interim reanalysis. The 19 

northern ocean boundary conditions were obtained from the ECCO2 ocean state estimate 20 

(Menemenlis et al., 2008; Wunsch et al., 2009). The year 2007 was chosen to be representative 21 

of mean conditions for the period 1992-2011 This model was designed to estimate present day 22 

ice shelf melting and explore the influence of tides.  23 

(iv) SSH!&'()!*: The MetROMS-ice shelf model reported by Naughten et al. (2018) uses a 24 

variable-resolution grid, with spacing of 5 km at the southernmost grounding lines of RIS 25 

increasing to 15-20 km at the northern boundary at 30°S. This simulation was initialised with 26 
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ocean temperature and salinity from ECCO2, then forced with ERA-Interim atmospheric 27 

reanalyses for the period 1992-2016.  28 

(v) SSH+,!): The NEMO-eORCA025 simulation was provided by P. Mathiot (IGE – University 29 

of Grenoble Alpes) as an update to the model described by Mathiot et al. (2017). This model 30 

uses a circumpolar grid with a 0.25 degree resolution (and an additional grid refinement on the 31 

longitude as latitude increases), resulting in ~3–4 km grid spacing at the RIS grounding line and 32 

about 8-9 km at the ice front. The model was forced with atmospheric conditions from the 33 

JRA-55 reanalysis (Kobayashi et al., 2015, 2021) for the period 1980-2019. SSH+,!) 34 

simulations are run with NEMO 4.0.4. They use the eORCA025 with a horizontal resolution of 35 

¼ of a degree at the equator). The grid is also composed of 121 layers with a resolution varying 36 

from 1 m at the surface, ~20 m between 100 and 1000 m and increasing to 250 m at about 5000 37 

m. It uses a z* vertical coordinate system that allows a better representation of ice shelf melting, 38 

treating it as a mass flux (Mathiot et al., 2017). The ice shelf drafts and bathymetry are from 39 

BedMachine v2 (Morlighem et al., 2020). An iceberg calving rate is imposed following Rignot et 40 

al. (2013).  41 

To compare the observed and model SSH variations, we calculated time series of spatially-42 

averaged SSH from the five ocean models and the altimetry product for three Ross Sea regions: 43 

the deep Ross Sea (DRS), open continental shelf (OCS) and RIS. We used the 1500 m isobath, 44 

located on the upper continental slope, to separate the DRS and OCS (see Fig. 1). The upper 45 

slope is the approximate location of the Antarctic Slope Front that separates offshore 46 

circumpolar waters from shelf-modified water masses in the Ross Sea (Orsi and Wiederwohl, 47 

2009). 48 

  49 
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Table S1. Summary of the different models used to force the ice sheet/shelf model. 50 

Name Author / Publication Model Covered Area Period 

SSH!""!	 Tinto et al. (2019) ROMS Ross Sea Regional 2001 – 2002 

SSH!""#	 Richter et al. (2020) ROMS Circum-Antarctic  2007 – 2008 

SSH!"$"	 Dinniman et al. (2020) ROMS Circum-Antarctic  2010 – 2011 

SSH%&'()%*	 Naughten et al. (2018) ROMS Circum-Antarctic  1992 – 2016 

SSH+,%)	 Mathiot et al. (pers. comm.) NEMO Circum-Antarctic 1980 – 2019 

 51 
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Figure S1. Time series of 𝛥𝑆𝑆𝐻for the period 2011–2016 over the open continental shelf (see Fig. 1) in 62 

front of Ross Ice Shelf for (a) NEMO, (b) MetROMS, and (c) CryoSat-2. (d-f) Same 𝛥𝑆𝑆𝐻 but for the 63 

deep Ross Sea. Each colored dot represents a 10 x10 km grid cell over the two regions and the grey line 64 
represents the averaged value of these cells. The grey shade shows the autumn–winter periods.  65 
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Figure S2. Seasonal deviation of sea surface height (𝛥SSH) from the annual mean: (top row) satellite-66 

based observations (Armitage et al., 2018) and (second–sixth row) model outputs for five different 67 
models. Ice front and grounding line are represented by black lines. The 1500 m isobath, defining the 68 
outer edge of the open continental shelf, is shown by a grey line. Ice surface velocities are plotted on the 69 
grounded ice (fast flow in shades of grey). 70 
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Figure S3. (a) Annual cycle of monthly mean 𝛥𝑆𝑆𝐻 over the open continental shelf (OCS – plain lines) 73 

and beneath the ice shelf (RIS – dotted lines) for SSH!""!, and for SSH#$%&	,	SSH%()*&%+	and	SSH,+! 74 

averaged over 2011-2016, for the OCS only. (b) Mean 𝛥𝑆𝑆𝐻 for the deep Ross Sea. The grey shade shows 75 

the autumn–winter period. 76 

 77 
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Figure S4. (a) Along-flow gradient of ice shelf surface: red areas experience positive driving stresses 79 

(negative slope in the flow direction 𝑢+) with a tendency to speed up the ice flow and blue areas 80 
experience negative driving stresses (positive slope along 𝑢+) with a tendency to slow down the ice flow. 81 

(b) Gradient of 𝛥SSH in the direction of the flow (𝑢+) in February. 82 

 83 
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Figure S5. 38-year (1980-2018) monthly average inverse barometer effect over the region of the Ross Ice 85 
Shelf, evaluated as -1 cm of SSH change per +1 hPa of surface atmospheric pressure obtained from ERA-86 
Interim (Dee et al., 2011). 87 

Text S2. SSH inter-model variability 88 

We have shown that estimates of 𝛥𝑆𝑆𝐻 are sensitive to the choice of ocean model (see Fig. S1, 89 

S2) and that small changes in 𝛥𝑆𝑆𝐻 can have large effects on the modelled ice flow anomaly by 90 

modifying both the driving stress through SSH spatial gradients and the grounding line migration 91 

(see Sec. 3.3). We forced the ensemble of initial states, with the 𝛥𝐿-". parameterisation, with 92 

models of 𝛥𝑆𝑆𝐻"##", 𝛥𝑆𝑆𝐻"##% and 𝛥𝑆𝑆𝐻"#$# (Fig. S6). As these ocean models do not span the 93 

same period of the GNSS time series, we will only investigate the potential of the modelled 94 

annual cycle of 𝛥𝑆𝑆𝐻 to affect the ice flow, regardless of the year. However, the difference in 95 
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the implementation of the different models and the year of the modelling provides guidance on 96 

possible inter-annual variability.  97 

The most extreme difference from one model to another is found when they show an opposite 98 

sign of 𝛥𝑆𝑆𝐻. The model SSH"#$# predicts 𝛥𝑆𝑆𝐻< 0 in July–September whereas SSH"##" and 99 

𝑆𝑆𝐻"##% both predict values > 0, leading to an opposite velocity anomaly over the same period. 100 

This leads to a poor correlation between velocity anomalies when forcing the ice flow model 101 

with 𝛥𝑆𝑆𝐻"#$#with respect to 𝛥𝑆𝑆𝐻"##" and 𝛥𝑆𝑆𝐻"##%.  102 

Models SSH"##" and SSH"##%, which share a similar seasonal pattern of SSH variation, also 103 

show a good correlation between their velocity anomalies. For GNSS sites DR10, BATG and 104 

LORG, SSH"##" shows a good fit to observations over the first part of the year with a minimum 105 

velocity anomaly in February. This model then predicts a slower but longer acceleration, leading 106 

to a maximum velocity in August (compared to July in the observations); see Fig. S6a,c,d). At 107 

DR10, SSH"##% leads to a minimum and maximum velocity anomaly about one month earlier 108 

than in the observations (Figure S6). This difference between the two models may come from 109 

their different simulation years. Overall, models forced with 𝛥𝑆𝑆𝐻"##" and 𝛥𝑆𝑆𝐻"##% fit the 110 

observations at these three GNSS stations, with the envelope obtained by combining the two 111 

models including a significant part of the observations. 112 

 113 
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Figure S6. Comparison between GNSS and model velocity anomalies for (a) DR10, (b) GZ19, (c) 114 

BATG, and (d) LORG, and (e) at Byrd Glacier outlet (see locations on Fig. 1) for the 𝛥𝐿𝐵2𝐿 grounding 115 

line migration parameterisation. Only model results are shown for Byrd, since no long-term GNSS data 116 
are available there. The model cycle is repeated over 2 years to encompass observations. The average 117 

model velocity 𝛥𝑈𝐵2𝐿 (over Ω01) is shown for different SSH forcings from models run with repeated 118 

annual cycles: 𝛥𝑆𝑆𝐻2002 (dark blue), 𝛥𝑆𝑆𝐻2007 (light blue) and 𝛥𝑆𝑆𝐻2010 (grey). The light blue shade 119 

represents the envelope of velocity anomalies between 𝛥𝑆𝑆𝐻2002 and 𝛥𝑆𝑆𝐻2007. The observed velocities 120 

(green) are the same as in Fig. 9. 121 


