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Abstract: The ice–ocean interaction is one of the main drivers of sea ice mass balance in the Polar Regions. To investigate 12 

the oceanic contribution to the landfast ice evolution, an integrated ocean observation system, including Acoustic Doppler 13 

Velocimeter (ADV), Conductivity–Temperature–Depth (CTD) sensors, and Sea Ice Mass Balance Array (SIMBA), was 14 

deployed at the landfast ice near Chinese Zhongshan Station in Prydz Bay, East Antarctica, from April to November 2021. 15 

CTD recorded ocean temperature and salinity. Ocean temperature experienced a jump increase in late April, from -1.6℃ to 16 

the maximum of -1.3℃, then gradually decreased to -1.75℃ in May and maintained until November. Ocean salinity and 17 

density experienced a similar increase trend during April and May, with mean rates of 0.04 psu day-1 and 0.03 kg m-3 day-1, 18 

respectively, related to the strong salt rejection caused by landfast ice freezing. The ocean current observed by ADV showed 19 

an annual mean of 9.5±3.9 cm s-1 for horizontal velocity and 0.2±0.8 cm s-1 for vertical velocity. The domain current direction 20 

was NWW (-60°)–NEE (60°) and the domain velocity (79%) was 5–15 cm s-1. Oceanic heat flux (Fw) estimated by the residual 21 

method, indicated a peak of 41.33±9.81 W m-2 in April, and then gradually decrease to a stable level of 7.77±2.99 W m-2 from 22 

June to October. The Fw calculated by three different bulk parameterizations showed similar trends with different magnitudes, 23 

due to the uncertainties of the empirical friction velocity. The spectral analysis suggested that all the observed ocean variables 24 

showed a typical period of 0.5 days, indicating the strong diurnal influence of local tide oscillation. The large-scale sea ice 25 

distribution and ocean circulation contributed to the seasonal variation of ocean variables, revealing the important relationship 26 

between large-scale and local phenomena. The high frequency and long-term observations of oceanic variables allow us to 27 

deeply investigate their diurnal and seasonal variation and evaluate their influences on sea ice evolution.  28 

1 Introduction 29 

In recent years, global warming has been becoming more and more significant, especially in the high Arctic (Manabe and 30 

Stouffer, 1980; Screen and Simmonds, 2010; Clem et al., 2020). The Antarctic sea ice plays a critical role in driving and 31 
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modulating global climate change, and local marine and ecosystem systems (Massom and Stammerjohn, 2010). However, in 32 

contrast to the quick decline of sea ice extent in the Arctic, the Antarctic experienced a slight increase since the late 1970s 33 

(Comiso et al., 2008; Liu and Curry, 2010), with an extended peak of 20 million km2 observed in 2014, and then exhibited a 34 

decreasing trend in summer minima and winter maxima, until reached a new low in 2021/22 (Parkinson and DiGirolamo, 2021; 35 

Raphael and Handcock, 2022; Wang et al., 2022). 36 

 37 

Landfast ice commonly exists along the Antarctic coast, usually attached to the shorelines, ice shelves, glacier tongues, 38 

grounded icebergs, or shoals (Massom et al., 2001; Li et al., 2020). In contrast to pack ice floes, landfast ice generally shows 39 

a longer annual duration and a larger thickness, and their width can reach tens to hundreds of kilometres from the shore (Fraser 40 

et al., 2021). In winter of the Southern Hemisphere, landfast ice accounts for about 3–4% of the total sea ice area (Li et al., 41 

2020), and a larger percentage of 14–20% of the total sea ice volume (Fedotov et al., 2013). In particular, the proportion of 42 

landfast ice off East Antarctica is larger than other Antarctic regions (Giles et al., 2008; Li et al., 2020). As a natural boundary 43 

between the ocean and atmosphere, landfast ice strongly influences the air–ocean interaction and the heat and momentum 44 

exchange (Maykut and Untersteiner, 1971; Heil et al., 1996; Heil, 2006). The existence of landfast ice provides an efficient 45 

barrier to glaciers and ice sheets, preventing them calve and vanish into the Southern Ocean (Massom and Stammerjohn, 2010; 46 

Miles et al., 2017). 47 

  48 

The growth of landfast ice is mainly attributed to the thermodynamic processes. Oceanic heat flux plays a critical role in the 49 

ice mass balance and influences the annual landfast ice growth (Parkinson and Washington, 1979). However, oceanic heat flux 50 

is hard to observe directly, usually estimated by measuring the ice temperature and thickness (McPhee and Untersteiner, 1982). 51 

Heil et al. (1996) estimated the annual oceanic heat flux to be 5–12 W m-2 based on ice observations in Australia's Antarctica 52 

Mawson Station. Lei et al. (2010) studied the seasonal variation of landfast ice in Prydz Bay in 2006 and obtained an oceanic 53 

heat flux of 11.8±3.5 W m-2 in April and an annual minimum of 1.9±2.4 W m-2 in September, based on the residual method. 54 

Yang et al. (2016) analysed the oceanic heat flux in Prydz Bay by the HIGHTSI (High-resolution thermodynamic snow and 55 

ice) model (Launiainen and Cheng, 1998; Vihma, 2002; Cheng et al., 2006) and concluded that it gradually decreased from 25 56 

W m-2 to 5 W m-2 in winter. Zhao et al. (2019) estimated the oceanic heat flux by the residual method and found that the 57 

monthly oceanic heat flux in 2012 was 30 W m-2 in March–May, reduced to 10 W m-2 during July–October, and increased 58 

back to 15 W m-2 in November. In terms of the evolution mechanism of oceanic heat flux, Allison (1981) found that oceanic 59 

heat flux under landfast ice near Mawson Station showed two peaks throughout the season, due to the influence of thermohaline 60 

convection caused by salt rejection, and seasonal variation of large-scale meridional thermal advection in the Southern Ocean. 61 

McPhee et al. (1996) found that oceanic heat flux changed on the sub-diurnal scale due to the sub-glacial cold and warm 62 

currents.  63 

 64 
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The direct observation of high-frequency ocean temperature, salinity, and velocity beneath landfast ice near the Chinese 65 

Antarctic Zhongshan Station is important to fill the data gap in the ice–ocean model parameterization, and to exactly understand 66 

how oceanic heat flux affects the sea ice growth in Prydz Bay in a diurnal and seasonal scale. In this study, a set of ice–ocean 67 

equipment including Acoustic Doppler Velocimeter (ADV), Conductivity–Temperature–Depth (CTD) sensors, and Sea Ice 68 

Mass Balance Array (SIMBA) was deployed at the landfast ice site, about 1 km far from Zhongshan Station from April to 69 

November 2021. The detail of filed observations were described in Section 2. The observations were deeply analysed and 70 

oceanic heat flux was estimated by two different methods: residual method and bulk parameterization method, which can be 71 

found in the Result section. The relationship between tide and oceanic heat flux, large scale and local phenomena were 72 

discussed in Section 4. The conclusions are presented in Section 5. 73 

2 Data and Methods 74 

2.1 Field observations 75 

The field observation was conducted at Zhongshan Station (69°22′ S, 76°22′ E), the second Chinese Antarctic scientific 76 

research station, which was established in February 1989 and operated year-round from then on. Zhongshan Station is located 77 

in Prydz Bay, East Antarctica (Fig. 1a), and surrounded by 40–100 km width landfast ice in the cold season from February to 78 

December (Zhao et al., 2020). In austral summer (i.e., late January), landfast ice usually breaks into small floes due to 79 

mechanical forcings like wind, wave, and tide, and then completely disappears (Li et al., 2020), with exception of some small 80 

ice floes in the narrow fjords that survived to be the second or multi-year sea ice in the subsequent winter. 81 

 82 

From April 16 to November 7, 2021, an integrated ice–ocean interaction observation system was established by the wintering 83 

team at the coastal landfast ice site, about 1 km off Zhongshan Station (Fig. 1b). A cable–type CTD (model: ALEC ACTD–84 

DF) was deployed at 2 m beneath the ice surface and 30 m off the shoreline. CTD measured the ocean conductivity, temperature 85 

and depth at a frequency of 30 s and the accuracy was ±0.02 mS cm-1 (±0.03 psu) for conductivity (salinity) and ±0.02℃ for 86 

temperature. An Acoustic Doppler Velocimeter (model: SonTek Argonaut–ADV) was deployed to observe the ocean 3-D 87 

velocity, at 5 m below the ice surface and 30 m north of CTD. The frequency for ocean velocity observations was 40 s, and 88 

the accuracy was ±0.001 m s-1. A set of Sea Ice Mass Balance Array (model: SRSL SIMBA) was deployed 30 m north of 89 

ADV, which contained 240 temperature sensors with 2 cm intervals mounted on the thermistor string, to measure the vertical 90 

temperature profile. The SIMBA had a frequency of 6 hours and a resolution of ±0.0625℃ (Fig. 1c). The water depth at CTD, 91 

ADV and SIMBA sites were 4.5 m, 13 m and 13 m, respectively. Manual observations including snow and ice thickness 92 

measurements were conducted every five days by the wintering team, around the integrated ice–ocean interaction observation 93 

system.  94 

 95 
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Due to the issues of extreme cold conditions on the battery power supply, the observation system stopped working for part of 96 

the period, April 24–May 11 for ADV and July 7–July 15 for CTD. A data quality control was first applied to the original time 97 

series, to pick out the anomalous values.  To match the different frequencies of ADV and CTD in the inter-comparisons and 98 

analysis of oceanic heat flux, the observations were averaged and integrated into a new time series with 2-minute intervals. In 99 

processing SIMBA observation data, 3–point smoothing was introduced to minimize the noise influences, which has been used 100 

in Zhao et al.(2017). 101 

 102 
Figure 1. (a) The satellite image of the observation site in Nella Fjord near Zhongshan Station, modified from the WorldView–2 103 
multi-bands image taken on 20 Oct 2012; (b) The photo of the observation site taken on 12 April 2021 by Jinkai Ma, one of the co-104 
authors, when he worked as the wintering team member in Zhongshan Station; (c) Schematic of the integrated ice–ocean interaction 105 
observation system off Zhongshan Station in 2021. 106 

2.2 Satellite and reanalysis products.  107 

To further investigate the large-scale influences, satellite and reanalysis products were used here. The AMSR2 sea ice 108 

concentration based on the ASI algorithm from the University of Bremen (https://seaice.uni-bremen.de) was adopted to obtain 109 

the open water percentage in Prydz Bay, which is daily updated and with a spatial resolution of 6.25 km (Spreen et al., 2008). 110 

The Operational Mercator global ocean reanalysis products, produced by Copernicus–Marine Environment Monitoring Service 111 

(CMEMS), provided daily and monthly ocean currents and mixed layer depth of the global ocean in a 1/12 degree spatial 112 

resolution and 3-hourly frequency (http://marine.copernicus.eu). The large-scale distribution of ocean current and mixed layer 113 

depth in Prydz Bay was interpolated into the same spatial resolution as AMSR2 sea ice concentration for comparisons 114 

conveniently. 115 

 116 
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2.3 Methods of oceanic heat flux estimation 117 

2.3.1 Residual method 118 

The residual method was adapted from the classical Stefan Law. By obtaining the measurements of ice vertical temperature 119 

profiles and ice bottom growth or ablation, the residual method was used to estimate oceanic heat fluxes widely in previous 120 

studies (McPhee and Untersteiner, 1982; Lytle et al., 2000; Perovich and Elder, 2002; Purdie et al., 2006; Lei et al., 2010; 121 

Zhao et al., 2019). At the bottom of the sea ice, the heat balance could be expressed by an equilibrium equation as follow: 122 

𝐹! = 𝐹" + 𝐹# + 𝐹$ (1) 123 

Where Fw is the heat flux from the ocean to the sea ice, Fc is the heat conduction flux through the sea ice, Fl is the latent heat 124 

flux caused by the ice freezing or melting, and Fs is the specific heat flux generated by the ice temperature change. In the 125 

formula, the signs of melting, heating, and upward heat flow are positive, while the signs of cooling, freezing and downward 126 

heat flow are negative.  127 

 128 

The three terms of heat fluxes can be further expressed as follows (Semtner, 1976; Lei et al., 2014):  129 

𝐹" = 𝑘%
𝑇& − 𝑇'
𝐻

(2) 130 

𝐹# = −𝜌%𝐿%
𝑑𝐻
𝑑𝑡

(3) 131 

𝐹$ = 𝜌%𝑐%Δ𝐻
𝑑𝑇
𝑑𝑡

(4) 132 

Where ki is the thermal conductivity of sea ice; T0 is the ice temperature at the reference layer (detailed in section 3.4); H is 133 

the according sea ice thickness; Tf is the freezing point; ρi is the ice density; Li and ci is the latent and specific heat capacity of 134 

sea ice; ΔH is the sea ice thickness of the reference layer; dH/dt is the ice growth rate; dT/dt is the sea ice temperature changes 135 

(Untersteiner, 1961; Millero, 1978; McPhee and Untersteiner, 1982; Lei et al., 2010). The density and salinity of landfast ice 136 

used here were 910 kg m-3 and 4 psu based on the previous observations by Lei et al., 2010. ki, Li, and ci are functions of ice 137 

salinity and temperature, and Tf is a function of ocean salinity, which were re-estimated by the CTD observations. The vertical 138 

ice temperature gradient, ice growth/melt rate and ice temperature changes were calculated by the SIMBA observations.  139 

 140 

2.3.2 Bulk parameterization method 141 

The oceanic heat flux can be determined from direct measurements of high-frequency current velocity, temperature, and 142 

salinity in the upper ocean mixed layer beneath ice cover, to evaluate the turbulent heat flux at the ice–ocean interface, called 143 

turbulent parameterization method (McPhee, 1992; McPhee et al., 2008). The oceanic heat flux Fw from the ocean mixed layer 144 

to the sea ice bottom could be expressed by the following formula (Guo et al., 2015): 145 

F( = ρ(c(⟨w)T)⟩ (5) 146 



 6 

Where ρw and cw are the density and specific heat capacity of the ocean mixed layer; ⟨𝑤!𝑇!⟩ is the turbulent heat flux. The 147 

heat transferred from ocean to ice depends on both the turbulent stress at the ice–ocean interface (characterized by frictional 148 

velocity 𝑢&∗  as the square root of the kinetic stress at the interface) and the effective heat content of the fluid in the turbulent 149 

boundary layer, which is roughly proportional to the deviation of ocean temperature above freezing point (McPhee, 1992; 150 

McPhee et al., 1999; Kirillov et al., 2015). Therefore, the turbulent heat flux could be further parameterized as: 151 

⟨𝑤)𝑇)⟩ = 𝑐+𝑢&∗Δ𝑇 (6) 152 

Where cH represents the Stanton number of heat exchange efficiency, usually expressed as the difference between the ocean 153 

temperature and freezing point; 𝑢&∗  is the friction velocity at the interface. For the boundary layer beneath sea ice, the Stanton 154 

number cH usually was assumed constantly to be 0.0057 (McPhee, 2002). Therefore, Eq. (14) could be expressed as: 155 

𝐹! = 𝜌!𝑐!𝑐+𝑢&∗Δ𝑇 (7) 156 

Due to the data's lack of ocean velocity profile and roughness beneath sea ice, the friction velocity 𝑢&∗  is usually parameterized 157 

by the law of quadratic resistance related to the free-stream current. Here, three different bulk parameterization methods were 158 

used to estimate the friction velocity (Table.1). Where, V is absolute flow velocity relative to motionless landfast ice, which 159 

was observed by ADV in this study. The velocity perturbation 𝑢), 𝑣), 𝑤) were estimated by removing the mean from the 160 

original time series at 15-minute windows.  161 

 162 
Table 1. Three different Parameterizations of friction velocity 𝒖𝟎∗  163 

Parameterizations friction velocity References 

Bulk A 𝑢&∗ =	(〈𝑢)𝑤)〉, + 〈𝑣)𝑤)〉,)- ./  (8) Sirevaag, 2009 

Bulk B 𝑢&∗ = √0.0055 ∗ 𝑽,                 (9) Kirillov et al., 2015 

Bulk C 𝑢&∗ = √0.0104 ∗ 𝑽-.12            (10) McPhee, 1979 

3 Results 164 

3.1 Snow and ice evolution 165 

The 4.8 m long SIMBA temperature chains recorded the vertical temperature profiles of air–snow–ice–ocean every 6 hours. 166 

Figure 2a showed the observations from 16 April to 7 November 2021, and the serial number of the thermistors starts from the 167 

low end in the ocean. The sensor 180 was the initial location of the ice surface on 16 April when SIMBA was deployed in the 168 

field, shown as the dotted lines in Figure 2. Typically, the sensors above 180 were located in the air and their temperature 169 

showed a significant daily variation. Sea ice temperature showed an obvious gradient, among 0.11–0.24℃ cm-1. The ocean 170 

temperature was stable, ranging from -1.7℃ to -1.9℃, close to the freezing point. The ice bottom was identified by the visual 171 

interpretation, according to Zhao et al., (2017), shown as the dashed lines in Figure 2. Ice surface didn’t change obviously in 172 

the cold season, therefore changes in the ice bottom reflected changes in the ice thickness. The landfast ice was 44.0 cm thick 173 
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on the first observation day of 16 April, then continued to freeze from May to mid-October, and reached the maximum 174 

thickness of 142.0 cm on 22 October. From then on, the ice bottom began to melt at a mean rate of -0.4±0.2 cm d-1 until the 175 

observation ended. The annual mean growth rate was 0.5±0.3 cm d-1, and the maximum daily growth rate was 1.6 cm d-1 on 176 

May 10, 2021. The monthly mean growth rate was the largest in May (0.8±0.4 cm d-1) and smallest in October (0.1±0.2 cm d-177 
1), which was similar to the previous observations at Zhongshan Station in 2006 (Lei et al., 2010) and in 2012 (Zhao et al., 178 

2019).  179 

 180 

The vertical gradient of ice temperature profiles showed that snow accumulation on top of ice cover occurred from May to 181 

August and dynamic disappearance by strong winds from September (thin black lines in Figure 2b). Finally, snow totally 182 

disappeared from October when the air temperature rose up to -2.67℃. Ice surface began to melt under the strong solar 183 

radiation, and about 6–8 cm sublimation was observed by SIMBA, shown as the red thin lines. In particular, shortly after 184 

SIMBA deployed, the landfast ice thickness experienced a 4 cm decrease during 21–26 April, when the warm air visited the 185 

observation site in the cold winter, indicating the influence of short-term weather systems on ice evolution.  186 

 187 
Figure 2. The temperature profiles were recorded by SIMBA (a) and the vertical gradient of temperature profiles (b). The black 188 
dashed line and dotted lines in (a) and (b) represented the ice bottom and initial ice surface, respectively. The black lines and red 189 
lines in (b) represented the snow surface and new ice surface after sublimation in summer. 190 

3.2 Ocean temperature, salinity, and density 191 

The times series of ocean temperature were observed by CTD deployed 2 m below the surface of landfast ice. Figure 3a showed 192 

the 194 days of high-frequency temperature records at the 2-minute interval, from 16 April to 6 November 2021. The ocean 193 
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temperature experienced a rapid increase during 16–23 April, from -1.6℃ to -1.3℃, then gradually decreased to -1.75℃ in 194 

the middle of May. In the following months, the ocean temperature remained around -1.79℃ and showed a small standard 195 

deviation of 0.01℃ until the end of observations. Therefore, the ocean beneath the ice was relatively warm and highly variable 196 

before the middle of May (-1.64±0.10℃), while dropped and maintained close to the freezing point from then on (-197 

1.79±0.01℃). Based on the spectral analysis, the time series of ocean temperature found an obvious period of 0.5 days, which 198 

may relate to the tidal oscillation. 199 

 200 

The temperature at the sea ice bottom (defined as the mean SMIBA sensors temperature at the lowest 10 cm of sea ice) was 201 

lower than the ocean temperature, indicating that the heat was transferred from warm water to cold sea ice and inhibited ice 202 

bottom growth. During April to May, the temperature at the sea ice bottom showed a large variation (-5–-2.5℃), in response 203 

to the variations of air temperature, when the ice was thin and nearly no snow existed. After the thick snow cover formed, the 204 

temperature at the sea ice bottom became steady (-2–-3℃) from June to November, along with the stable ocean temperature 205 

of around -1.8℃, which attributed to the snow isolation effect on ice and ocean. In particular,  when an ice basal melt of 4 cm 206 

was recorded by SIMBA during 16 to 26 April, not only a rise in air temperature was observed, but also an increase in ocean 207 

temperature occurred, indicating that more heat from both air and ocean was transferred to sea ice, which provided a classic 208 

example of air–ice–ocean interactions.  209 

 210 
 211 
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Figure 3. (a) Ocean temperature observed by CTD at 2 m beneath the landfast ice surface (blue lines), ice temperature at the bottom 212 
(red lines; defined as the SMIBA sensors temperature at 0.1 m above ice bottom), and air temperature observed by SIMBA at 1 m 213 
above the landfast ice surface. (b) The ocean salinity observed by CTD (blue lines), ocean density calculated from observed 214 
temperature and salinity (red lines), and ice freezing rate at the bottom (black lines) observed by SIMBA from April 16 to November 215 
7. 216 

Ocean salinity experienced a quick increase, from 33.3 psu in April to 34.1 psu in May, which was related to the salt rejection 217 

processes caused by the large freezing rate of 1.1±0.3 cm d-1 at the ice bottom (Figure 3b). More specially, from 19 to 23 April, 218 

ocean salinity experienced a short decrease period, different from the long and quick increase trend, which might relate to the 219 

slowdown of the ice bottom freezing in those days due to the obvious warming of the air and ocean (Figure 3a). From then on, 220 

ocean salinity maintained largely with a small daily and seasonal deviation, around 34.13±0.02 psu, corresponding to a 221 

relatively large and stable freezing rate in the ice bottom, around 0.5±0.2 cm d-1 until the middle of October. When the warm 222 

season came, the sea ice bottom started to melt at a mean rate of -0.4±0.3 cm d-1 (from the middle of October to the middle of 223 

November), and ocean salinity showed a slight decrease, indicating that the salt rejection became weaker.     224 

 225 

As a function of ocean temperature and salinity, ocean density was calculated with the observations measured by CTD, 226 

following the equation proposed by Millero and Poisson (1981). Ocean density exhibits a similar trend as ocean salinity, which 227 

increased obviously during the early winter, with a mean trend of 0.03 kg m-3 day-1 (Fig. 3b). In the following observation 228 

period, ocean density was stable, with a mean of 1027.47±0.02 kg m-3. 229 

3.3 Ocean current 230 

The 3–D current velocity at 5 m beneath the landfast ice surface was obtained by ADV. Figure 4 showed the velocity in the 231 

meridional (U), zonal (V), vertical direction (W), and horizontal speed (the vector sum of U and V). The 2-minute frequency 232 

records of U and V showed a large oscillation, mainly varied among ±20 cm s-1, and especially, 97% of U and 96% of V were 233 

among ±10 cm s-1.  W showed a relatively small oscillation, mainly varied between ±4 cm s-1 and 98% of W were among ±2 234 

cm s-1. The typical periods for U, V and W were all 0.5 days.  235 

 236 

The rose diagram of the 2-minute records of horizontal current was shown in Figure 5. The domain direction was NWW (-60°) 237 

–NEE (60°) and 79% of the velocity was among 5–15 cm s-1 (Figure 5a). The horizontal velocity was relatively small in April, 238 

smaller than 10 cm s-1, and gradually increased to a maximum in June, when 75% of the velocity was larger than 10 cm s-1. 239 

From then on, the horizontal current showed a similar distribution in the directions, while the range of dominated velocity 240 

transferred from 10–15 cm s-1 to 5–10 cm s-1 (Figure 5b–i). The horizontal speed showed an annual mean of 9.5±3.9 cm s-1 241 

and a maximum velocity of 29.8 cm s-1 for the 2-minute interval records. 242 

 243 
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 244 
Figure 4. The time series of ocean currents observed by ADV at 5 m beneath landfast ice surface from 16 April to 6 November, 2021. 245 
(a) U, (b) V, (c) W, and (d) horizontal speed. 246 
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 247 
Figure 5. The rose diagram of horizontal current at 2-minute resolution. 248 

3.4 Oceanic heat flux 249 

In the residual method, the vertical gradient of sea ice temperature is a key term for the calculation of conductive heat flux 250 

(Fc). In cold and snow–free conditions, surface air temperature and freezing point were usually used to calculate the vertical 251 

gradient (Lei et al., 2010; Zhao et al., 2019). However, in the thick snow or warm cases, the vertical temperature profile of the 252 

sea ice was not linear anymore. In this study, a reference layer close to the ice bottom was used to calculate the vertical gradient, 253 

to avoid nonlinear biases. McPhee and Untersteiner (1982) set the reference layer as about 0.4 m above the ice bottom. Perovich 254 

and Elder (2002) chose the reference layer as 0.4–0.8 m above the ice bottom for different ice thickness conditions. Lei et al. 255 

(2014) set the reference layer at 0.40–0.70 m above the ice bottom. In this study, we defined the reference layer as 0.2 m above 256 

the ice bottom, and the mean vertical gradient was calculated by the 2 cm interval temperatures profile observed by SIMBA. 257 
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 258 

In the previous studies, the empirical value of the freezing point usually was used, while a practical one was more realistic in 259 

the Fc calculation. Based on the ocean salinity observation by CTD, the freezing points were estimated following the equation 260 

in Millero (1978). During the observation period, the freezing points were around -1.83℃ in April and gradually decreased to 261 

-1.87℃ in June, and maintained to November.  262 

 263 

Figure 6 showed the heat fluxes calculated by the residual method. The variation of the latent heat flux (Fl) was strongly 264 

correlated with the growth and ablation of sea ice. During the study period, Fl was positive in the cold season, except for a 265 

short melt period in April. During 21–24 April, due to the influences of warm air and ocean, SIMBA recorded an obvious 266 

melting at the ice bottom and Fl showed a negative value of -20 W m-2. In October, melt season began and Fl transferred to 267 

negative. The specific heat flux Fs was smaller throughout the study period, oscillating around 0. The conductive heat flux Fc 268 

was relatively large before the middle of May, up to -80 W m-2, then decreased gradually to -20 W m-2 in September and finally 269 

to -10 W m-2 in October and November. The oceanic heat flux showed a larger value of 41.33±9.81 W m-2 in April and then 270 

decreased to around 10 W m-2 from June to October, but quickly increased to 50 W m-2 in November before the observation 271 

ended. The annual mean of oceanic heat flux for the entire study period was 12.24±10.86 W m-2.  272 

 273 
Figure 6. Estimated conductive heat flux (Fc), latent heat flux (Fl), specific heat flux (Fs), and oceanic heat flux (Fw) by the residual 274 
method. 275 

In contrast to the residual method, previous studies had developed the bulk parameterization methods to calculate the oceanic 276 

heat flux when the observations of ocean parameters were available (McPhee, 1979, 1992; Sirevaag, 2009; Kirillov et al., 277 

2015). In this study, ocean velocity, temperature, and salinity in the ice–ocean boundary layer were recorded at a high 278 

frequency by ADV and CTD, which provided a chance to evaluate the oceanic heat flux by the bulk parameterized methods.  279 
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 280 

During the observation period, ocean temperature was always warmer than the freezing point, indicating that the heat flux was 281 

transferred from the ocean to ice. The temperature difference (ΔT) between the ocean and the freezing point was 0.26±0.08℃ 282 

in April and decreased gradually to 0.08℃ from June to November. Three different bulk parameterized methods were used 283 

here (Bulk A: Sirevaag, 2009; Bulk B: Kirillov et al., 2015; Bulk C: McPhee, 1979), and their main differences came from the 284 

expressions of the fraction velocity and empirical parameters, as listed in Table.1. 285 

 286 

The hourly oceanic heat flux calculated by three bulk parameterized methods showed similar variations, high to 60–80 W m-2 287 

in April, and then gradually decreased to 10–30 W m-2, as the results from the residual method. The annual mean oceanic heat 288 

flux were 19.73±5.32 W m-2, 13.64±3.12 W m-2, and 24.35±5.35 W m-2 for Bulk A, Bulk B, and Bulk C, respectively, and 289 

12.24±10.86 W m-2 for residual method (Fig. 7a). The bulk methods were 8.97±8.98 W m-2 larger than the residual method on 290 

average during the study period.  291 

 292 

According to the monthly oceanic heat flux shown in Fig. 7b, oceanic heat flux were 18.39 W m-2, 15.72 W m-2, 31.38 W m-293 
2, and 41.33 W m-2 in April for Bulk A, Bulk B, Bulk C, and residual methods, respectively. In the meantime, oceanic heat 294 

flux had a large standard deviation in April, 10–20 W m-2 for the bulk methods and 10 W m-2 for the residual method, indicating 295 

a large variation in the hourly time series. From May to October, the standard deviations were generally smaller than 5 W m-296 
2. Among the three bulk parameterization methods, Bulk C was relatively larger than Bulk A and B.  297 

 298 

Previous studies estimated the oceanic heat flux under landfast ice in Prydz Bay with different methods. Allison (1981) 299 

estimated oceanic heat flux near Mawson Station from monthly mean temperature and ice growth. At the early stage of sea ice 300 

growth, the thermohaline convection caused by the brine rejection makes the flux very high, which could be as high as 50 W 301 

m-2. Heil et al. (1996) used a multilayer thermodynamic model to simulate sea ice growth at Mawson Station. The multi-year 302 

averaged oceanic heat flux estimated by daily values was 7.9 W m-2, and the annual mean was between 5 and 12 W m-2 from 303 

1958 to 1986. Lei et al. (2010) estimated the oceanic heat flux near Zhongshan Station in early April to be 15–20 W m-2. Yang 304 

et al. (2016) estimated the oceanic heat flux by a thermodynamic model and the result was 25 W m-2 in March–April. According 305 

to the weekly observation near Zhongshan Station, Zhao et al. (2019) interpolated and calculated the daily oceanic heat flux 306 

from March to May to be 30.0 W m-2. In this study, the averaged oceanic heat flux calculated by the residual method and the 307 

bulk methods were consistent with the previous studies but based on a higher temporal resolution (6 hours for the residual 308 

method and 2 minutes for the bulk methods), which provided more detail to the readers and communities. 309 

 310 
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 311 
Figure 7. Hourly (a) and monthly (b) oceanic heat flux, calculated by three bulk parameterization methods and residual method. 312 

Table 2. Inter-comparisons of mean oceanic heat flux (W m-2) calculated by different methods 313 

Methods Apr May Jun Jul Aug Sep Oct Nov Totally 
Residual 

method 
41.33±9.81 17.30±9.75 7.17±2.08 7.16±2.15 6.81±2.57 7.32±1.90 10.36±4.14 27.80±10.75 12.24±10.86 

Bulk A 18.39±9.92 16.21±4.49 24.46±4.80 20.21±4.38 17.76±4.44 19.70±4.10 19.22±4.04 20.28±4.17 19.73±5.32 

Bulk B 15.72±9.31 10.99±2.22 16.72±1.96 13.96±1.74 12.16±2.08 13.60±1.53 13.21±1.51 13.32±1.59 13.64±3.12 

Bulk C 31.38±17.16 20.23±3.56 28.93±2.99 24.63±2.72 21.74±3.30 24.11±2.45 23.61±2.44 23.75±2.54 24.35±5.35 
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4. Discussions 314 

4.1 The potential influences of local tide oscillations 315 

The local tide may influence the evolution of sea ice (Lei et al., 2009). The tide oscillations were reconstructed by the harmonic 316 

analysis method (Pan et al., 2018), using the harmonic constants from E et al., (2013). The spectral analysis showed that the 317 

tide oscillations showed two PSD peaks, the largest one referred to the period of 1 day and the second largest one referred to 318 

0.5 days, which indicated that the tide type was irregular diurnal tide near Zhongshan Station (Figure 8). To further investigate 319 

the relationship between tide oscillations and oceanic variables, the same spectral analysis was employed for all the observed 320 

ocean variables. Ocean temperature showed the largest peak at the period of 1 day and a relatively low peak at the period of 321 

0.5 days, while ocean salinity, U, V, W, and the results from three bulk parameterization methods showed the largest peak at 322 

the period of 0.5 days and a relatively low peak of 1 day (Figure 9). Those results from spectral analysis indicated that ocean 323 

temperature, salinity, U, V, W, as well as oceanic heat flux were largely affected by the tide oscillations. 324 

 325 

 326 
Figure 8. The constructed tide oscillations by the harmonic analysis method (Pan et al., 2018), using the harmonic constants from 327 
E et al., (2013). 328 

 329 

 330 
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Figure 9. The results of spectral analysis for the tide oscillation (a), and the observed ocean variables, as well as the calculated Fw 331 
(b). 332 

In April, observed ocean temperature and salinity showed a special pattern that the water was relatively warm and fresh in the 333 

equilibrium tide state, while cold and salty in the low and high tide state (Figure 10a, b), which may relate to the efficient 334 

horizontal heat transport when the surrounding area was not covered by ice totally. However, in other months, the larger 335 

observed vertical velocity shown in Figure 4 enhanced the vertical mixing, therefore no significant variation was found in the 336 

ocean temperature and salinity, as well as oceanic heat flux during the same period. 337 

 338 

What is more, when the tide level changed from low to high, hourly U changed from a slightly positive distribution (0.67±1.21 339 

cm s-1) to a deeply positive distribution (1.15±1.14 cm s-1), indicating a dominated eastward flow for high tide level condition 340 

(Figure 10c).  V changed from a slightly negative distribution (-1.25±1.63 cm s-1) to an intensively negative distribution (-341 

2.14±1.34 cm s-1), which suggested the southward flow became stronger when the tide level went high (Figure 10d). W varied 342 

unapparent, and the mean were almost the same, 0.17±0.25 cm s-1 and 0.17±0.23 cm s-1, respectively for the low and high tide 343 

levels (Figure 10e). 344 

 345 
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 346 
Figure 10. The scatter plot between tidal level and oceanic variables. The different lines represented the monthly mean of the 347 
according variables binned by 0.1 tidal level. 348 

4.2 The relationships between large-scale and local phenomena 349 

Prydz Bay was covered by sea ice in the cold season. Ice floes appeared widely in March, while landfast ice started to form 350 

one month later in April near Zhongshan Station. From May to October, ice floes covered the entire Prydz Bay, except for 351 

several polynyas, and in the meantime, landfast ice extended gradually to around 100 km along the zonal direction. In 352 

November, ice floe concentration decreased, while landfast ice cover reached its maximum extent (Figure 11). The open water 353 

area was nearly 80% of the entire ocean grid in March, allowing more solar heat flux absorbed by the ocean, which was the 354 

energy basis for the warm ocean in April (Figure 12). The large-scale circulation in Prydz Bay indicated a westward current 355 

along the Antarctic coastline, stronger in the ice–free and low–concentration months, and weaker in the high–concentration 356 

months. In April, the large-scale current carried the warm water from low latitude to high latitude, contributing to the observed 357 
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rise of ocean temperature near Zhongshan Station. From then on, polar night came, the air temperature dropped, the ice cover 358 

concentrated, less solar radiation penetrated into the ocean, the large-scale current weakened, and the horizontal heat transport 359 

decreased (Figure 13). 360 

 361 

The ocean mixed layer shown in Figure 13 demonstrated an obvious thick from May to October, which may relate to the 362 

strengthened vertical mixing caused by the salt rejection when sea ice continued to grow. The large ocean salinity observed by 363 

CTD near Zhongshan Station (green lines in Figure 12) confirmed this assumption. Considering the decreased horizontal heat 364 

transport, the evolution of ocean temperature was mainly affected by local factors. In this study, the observation was conducted 365 

close to the shore with a water depth of around 10 m, making the full mixing of the shallow water possible. Therefore, ocean 366 

temperature remained at a stable level from June to November (red lines in Figure 12). 367 

 368 

The water depth near the shoreline may affect the capacity of vertical mixing. The observations of ocean temperature from 369 

SIMBA sensors at 2 m beneath the ice surface and CTD were obviously different (annual mean difference was -0.17±0.03℃), 370 

which is largely beyond the errors of the instruments. The water depth for SIMBA and CTD was 4.5 m and 13 m, respectively, 371 

which was believed to cause the different vertical mixing strengths and then the different ocean temperatures. 372 
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 373 
Figure 11. The evolution of monthly sea ice concentration in Prydz Bay in 2021, retrieved from the AMSR2 product 374 

provided by the Bremen University. 375 
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 376 
Figure 12. The time series of daily open water percentage and ocean variables in 2021. Open water was defined as sea 377 

ice concentration smaller than 15%. 378 
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 379 
Figure 13. The large-scale ocean circulation for different months in 2021 in Prydz Bay, was derived from the 380 

Mercator Ocean reanalysis.  381 

5 Conclusions 382 

The heat and monument balance among air–ice–ocean was one of the most important processes in the Polar Regions. The air–383 

ice interaction has been well investigated, due to the fact that on–ice observation is relatively easy to conduct. However, the 384 

ice–ocean interaction was rarely studied because of the difficulty and limit of underwater observations. The oceanic boundary 385 

layer beneath sea ice plays an important role in the growth and melting of sea ice. In this study, an integrated ice–ocean 386 

observation system including ADV, CTD, and SIMBA was deployed on the landfast ice, 1 km far from Zhongshan Station in 387 
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Prydz Bay, East Antarctica. The minute-resolution and 8 month long ocean temperature, salinity, and velocity were observed 388 

and investigated for the first time in this region. 389 

 390 

The SIMBA temperature chain recorded vertical temperature profiles of air–snow–ice–ocean, which was used to estimate 391 

snow and ice thickness and oceanic heat flux by the residual method. The results show that landfast ice froze 98 cm at the 392 

bottom from April to October, with a mean rate of 0.5±0.3 cm d-1, and melted 4 cm in November, with a rate of -0.4±0.2 cm 393 

d-1 until the observation ended. About 6–8 cm surface sublimation was observed in summer. The maximum snow thickness 394 

was around 30 cm in May and maintained at 10–20 cm until August. CTD recorded minute-resolution ocean temperature and 395 

salinity at 5 m depth beneath the ice surface. Ocean temperature showed a jump increase from -1.6℃ to -1.3℃ in April, then 396 

gradually decrease to -1.75℃ in May. Ocean temperature from June to November remained stable, with a mean of -397 

1.79±0.01℃. In April, landfast ice was 44–50 cm thick and snow free on the ice surface, therefore the variation of air 398 

temperature showed a large influence on ice and ocean temperature. The significant increase in air and ocean temperature led 399 

to the temperature rise in the ice bottom and then contributed to the sudden melt of 4 cm in the ice bottom observed by SIMBA. 400 

The thick snow cover from May to August provided an isolation layer for ice and ocean, then contributed to the stable ocean 401 

temperature during the according to period. 402 

 403 

The ocean salinity experienced an increase from 33.33 psu in April to 34.08 psu in May, with a trend of 0.04 psu d-1. From 404 

June to November, ocean salinity was stable around 34.13±0.02 psu. The ocean density calculated by observed ocean salinity 405 

increased from 1026.83 kg m-3 to 1027.42 kg m-3 from April to May and maintained at 1027.47±0.01 kg m-3 from then on. The 406 

ocean velocity was recorded by ADV from April to November. The analysis of the 2-minute resolution time series showed 407 

that 79% of the ocean velocity was among 5–15 cm s-1 and the annual mean was 9.5±3.9 cm s-1. The maximum velocity was 408 

29.8 cm s-1, observed on June 25, 2021. The dominant current direction was NWW (-60°) –NEE (60°).  The spectral analysis 409 

suggested a typical period of 0.5 days for U, V, and W, which may relate to the tide oscillation near Zhongshan Station. The 410 

meridional velocity V was dominated by the southward flow and became stronger when the tide level went higher. 411 

 412 

The oceanic heat flux was estimated by the residual method and three different bulk parameterization methods. The results 413 

showed a similar peak among 60–80 W m-2 in April-May and decreased to a stable level of 10–30 W m-2 from then on. The 414 

annual mean was 12.24±10.86 W m-2 for the residual method and 19.73±5.32 W m-2, 13.64±3.12 W m-2, and 24.35±5.35 W 415 

m-2, respectively for three bulk parameterization methods. The large differences were mainly caused by the different formulas 416 

of friction velocity, indicating the uncertainties of the empirical equation. The estimated results in this study were consistent 417 

with previous studies, which are usually based on low-frequency observations of ice thickness. The oceanic heat fluxes showed 418 

a similar period of 0.5 days, believed to relate to the tide oscillation, too. 419 

 420 
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The observations of ocean temperature, salinity, U, V, and W, as well as the estimation of ocean density and oceanic heat flux, 421 

showed similar periods as the local tide oscillation, suggesting tide was one of the main drivers of oceanic variations near 422 

Zhongshan station. Large-scale sea ice distribution and current transformation affected the solar radiation absorption by the 423 

upper ocean and the horizontal heat transport, which was another main driver of oceanic variations near Zhongshan station. 424 

Both local and large-scale influences play important roles in the oceanic heat flux, further the ice–ocean interactions.  425 

 426 

In this study, the high-frequency oceanic measurements provide a chance to investigate the detail of ice–ocean interactions 427 

beneath landfast ice on the diurnal and seasonal scale. The bulk parameterization was first used to estimate the oceanic heat 428 

flux near Zhongshan Station, providing more interesting information compared to the residual method. More ice and ocean 429 

equipment, like ice thickness radar, ocean temperature chains, ice salinity gauge, and so on will be considered in the future, to 430 

fill the data gap we still missed in this study. 431 
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