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Abstract. Subglacial bed roughness is one of the main factors controlling the rate of future Antarctic ice-sheet retreat, and also 

one of the most uncertain. A common technique to constrain the bed roughness using ice-sheet models is basal inversion, 

tuning the roughness to reproduce the observed present-day ice-sheet geometry and/or surface velocity. However, many other 10 

factors affecting ice-sheet evolution, such as the englacial temperature and viscosity, the surface and basal mass balance, and 

the subglacial topography, also contain substantial uncertainties. Using a basal inversion technique intrinsically causes any 

errors in these other quantities, to lead to compensating errors in the inverted bed roughness. Using a set of idealised-geometry 

experiments, we quantify these compensating errors and investigate their effect on the dynamic response of the ice-sheet to a 

prescribed forcing. We find that relatively small errors in ice viscosity and subglacial topography require substantial 15 

compensating errors in the bed roughness in order to produce the same steady-state ice sheet, obscuring the realistic spatial 

variability in the bed roughness. When subjected to a retreat-inducing forcing, we find that these different parameter 

combinations, which per definition of the inversion procedure result in the same steady-state geometry, lead to a rate of ice 

volume loss that can differ by as much as a factor of two. This implies that ice-sheet models that use basal inversion to initialise 

their model state can still display a substantial model bias despite having an initial state which is close to the observations.   20 

1 Introduction 

One of the most worrying long-term consequences of anthropogenic climate change is sea-level rise due to the retreat of the 

Greenland and Antarctic ice sheets (Oppenheimer et al., 2019; Fox-Kemper et al., 2021). It is also one of the most uncertain 

consequences, with the projected sea-level contribution from the Antarctic ice sheet in 2100 under high-warming scenarios 

ranging from -2.5 cm (the minus sign indicating a sea-level drop) to 17 cm (Seroussi et al., 2020). Ice-dynamical processes are 25 

the main contributors to this uncertainty, which is demonstrated in the idealised ABUMIP experiment (Sun et al., 2020), which 

concerns instantaneous ice-shelf collapse under zero atmospheric or oceanic forcing, thereby eliminating uncertainties in the 

forcing. In this experiment, modelled sea-level rise differs by a factor of 10 among models, on time scales of a few centuries. 
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One of the main contributing factors to this ice-dynamical uncertainty is basal sliding, which is controlled by the roughness of 30 

the subglacial bed. Sun et al. (2020) showed that a substantial amount of the variance in the ABUMIP model ensemble could 

be explained by different assumptions about basal sliding, both in terms of the relation between bed roughness, sliding velocity, 

and basal friction (the “sliding law”), and in terms of the bed roughness itself. These processes are difficult to constrain based 

on observational evidence; observations of the Antarctic subglacial substrate are virtually non-existent, and direct observations 

of ice velocity are typically limited to the ice-sheet surface, which contains contributions from both basal sliding and vertical 35 

shearing. Since the latter is controlled by the ice viscosity, which too is very uncertain, disentangling the two terms is 

problematic. 

 

An often-used approach for solving this problem is applying inversion techniques to estimate the bed roughness by matching 

the observed ice thickness and/or surface velocity. Generally speaking, an inversion is a way to calculate the cause of an 40 

observed effect; since most physical problems instead consist of calculating the effect of an observed or postulated cause, this 

is called the “inverse problem”. In the case of basal sliding, the forward problem consists of providing an ice-sheet model with 

a (spatially variable) value for bed roughness, and calculating the resulting ice-sheet geometry and/or velocity. The inverse 

problem consists of taking the (observed) geometry and/or velocity, and using that to invert for the bed roughness. Different 

formulations of this approach exist, which differ in the observations the inversion aims to reproduce (e.g. ice-sheet geometry 45 

and/or velocity), and in the mathematical techniques used to perform the inversion. A geometry-based approach was introduced 

by Pollard and DeConto (2012), and adapts the bed roughness during a forward simulation until the model reaches a steady-

state ice geometry that matches the observations. The bed roughness is changed based on the local difference between the 

modelled and the observed ice thickness; if the ice is too thick (thin), the bed roughness is decreased (increased), based on the 

idea that a lower (higher) bed roughness leads to increased (decreased) ice flow, and therefore thinning (thickening). This 50 

approach has since been adopted, with minor variations, in several ice sheet models, e.g. f.ETISh (Pattyn, 2017), and CISM 

(Lipscomb et al., 2021). The velocity-based approach is used in e.g. Elmer/ice (Gagliardini et al., 2013) and ISSM (Larour et 

al., 2012). In this approach, the model is not run forward in time; instead, the geometry is kept fixed, and the bed roughness 

field is iteratively adapted until the modelled velocity field matches the observations. Typically, more elaborate mathematical 

techniques are used to update the bed roughness than in the geometry-based approach. Since the velocity-based approach does 55 

not aim to produce a stable geometry, it generally leads to a more pronounced model drift compared to the geometry-based 

approach in forward experiments (Seroussi et al., 2019). 

 

These inversion approaches share the underlying assumption that all ice-sheet properties other than the bed roughness are 

known accurately enough for such an inversion to be meaningful, i.e. that any differences between the modelled and the 60 

observed ice-sheet state are mostly due to errors in the modelled bed roughness, and that those errors can be corrected by 

applying an inversion. This means that, due to the nature of the inversion procedure, any modelled errors in the other ice-sheet 

properties will lead to compensating errors in the inverted bed roughness. For example, if the modelled ice viscosity 
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overestimates the real value, then the modelled ice velocities due to viscous deformation will be too low, and the modelled 

steady-state ice sheet will be too thick. The inversion procedure will compensate for this mismatch by lowering the bed 65 

roughness, increasing the sliding velocities, and thinning the ice, until it once again matches the observed state. This implies 

that the result of a basal inversion will contain not just (an approximation of) the realistic bed roughness, but also the sum of 

compensating errors that arise from modelled errors in other ice-sheet quantities. 

 

In this study, we investigate these compensating errors, and how they affect the uncertainty in projections of ice-sheet retreat. 70 

As a modelling tool we use the vertically-integrated ice-sheet model IMAU-ICE (Berends et al., 2022), which we describe 

briefly in Sect. 2.1. In Sect. 2.2 we present a novel variation on the geometry-based inversion approach, which uses a flowline-

averaged anomaly method to adapt the bed roughness field. We apply this model set-up to two idealised-geometry ice sheets, 

which we describe in Sect. 3. In Sect. 4.1, we demonstrate that our novel inversion procedure is capable of reproducing the 

known bed roughness in settings with freely moving ice margins and/or grounding lines. In Sect. 4.2 we present a series of 75 

experiments where we introduce errors in other ice-sheet model components before performing the inversion, which results in 

an erroneous inverted bed roughness, even though, as a construct of the inversion procedure, the resulting steady-state ice sheet 

is still similar. In Sect. 4.3 we investigate the effect of these compensating errors on the dynamic response of the ice-sheet to 

a schematic retreat-inducing forcing. We show that, even though the respective errors in the bed roughness and the other model 

components compensate each other in terms of steady-state ice-sheet geometry, this is not necessarily the case for the dynamic 80 

response. We quantify the difference in ice-sheet models with nearly identical steady-state geometries  in their rate of sea-level 

contribution under a forced retreat of  as a result of the compensating errors. We discuss the implications of these findings in 

Sect. 5. 

2 Methodology 

2.1 Ice-sheet model 85 

IMAU-ICE is a vertically-integrated ice-sheet model, which has been specifically designed for large-scale, long-term 

simulations of ice-sheet evolution (Berends et al., 2022). It solves the depth-integrated viscosity approximation (DIVA; Gold 

berg, 2011; Lipscomb et al., 2019) to the stress balance, which is similar to the hybrid SIA/SSA, but which remains close to 

the full-Stokes solution at significantly higher aspect ratios (Berends et al., 2022). Proper grounding-line migration is achieved 

by using a sub-grid friction-scaling scheme, based on the approaches used in PISM (Feldmann et al., 2014) and CISM (Leguy 90 

et al., 2021). 

 

For this study, a new sliding law was added to IMAU-ICE, based on the work of Zoet and Iverson (2020). This recent work 

presents a sliding law based on laboratory experiments, contrasting with previous sliding laws which were based chiefly on 

theoretical considerations. Here, the basal shear stress  𝜏" depends on the basal velocity 𝑢" as follows:  95 
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𝜏" = 𝑁 tan𝜑 * +,
+,-+.

/
0 1⁄
.           (1) 

Here, 𝑁 is the (effective) overburden pressure, and 𝜑 is the bed roughness, expressed as a till friction angle. By default, the 

exponent 𝑝 = 3, and the transition velocity 𝑢6 = 200	m	yr=0 . At low sliding velocities, this sliding law behaves like a 

Weertman-type power law, with the basal shear stress approaching zero as the basal velocity approaches zero. At high sliding 

velocities, the basal shear stress asymptotes to the Coulomb friction limit. This two-regime behaviour agrees with the 100 

theoretical considerations underlying previous sliding laws. 

2.2 Inversion procedure 

For this study, we developed a novel inversion procedure. It is based on the procedure used in CISM (Lipscomb et al., 2021), 

which in turn is a variation on the geometry-based approach from Pollard and DeConto (2012). In the CISM procedure, as in 

the Pollard and DeConto approach, the ice-sheet model is run forward in time, and the bed roughness field is adapted based 105 

on the difference between the modelled and the target ice-sheet. However, whereas the Pollard and DeConto approach only 

considers the mismatch in ice thickness, the newest, currently yet unpublished approach used in CISM additionally includes 

the mismatch in surface velocity, leading to faster convergence (since the velocity responds more quickly to changes in bed 

roughness than the geometry). We extend this approach by adopting a flowline-averaged, rather than a purely local scheme to 

calculate the mismatch in terms of ice thickness and velocity. The rationale behind this is that changing the bed roughness at 110 

any location will affect the ice geometry and velocity not just at that location, but also upstream and downstream. Reducing 

the basal roughness at one location will increase the ice velocity along the entire flowline, causing the ice both locally and 

upstream to become thinner. By including these effects in the inversion procedure, numerical stability is improved, and 

artefacts arising from differences in the flotation mask between the modelled and the target state are reduced.  

 115 

Let 𝒑 = [𝑥, 𝑦] be a point on the ice sheet. We divide the flowline passing through 𝒑 into an upstream part 𝑳+(𝒑, 𝑠) and a 

downstream part 𝑳H(𝒑, 𝑠), which can be found by integrating the ice surface velocity field 𝒖J = 𝒖
|𝒖|

: 

 

𝑳+(𝒑, 𝑠 + 𝑑𝑠) = 𝑳+(𝒑, 𝑠) − 𝒖JO𝑳+(𝒑, 𝑠)P𝑑𝑠,         (2a) 

𝑳H(𝒑, 𝑠 + 𝑑𝑠) = 𝑳H(𝒑, 𝑠) + 𝒖JO𝑳H(𝒑, 𝑠)P𝑑𝑠,         (2b) 120 

𝑳+(𝒑,0) = 𝑳H(𝒑, 0) = 𝒑.           (2c) 

 

Here, 𝑠 is the distance along the flowline. In the upstream (downstream) direction, the integral is terminated at 𝑠+  (𝑠H) at the 

ice divide (ice margin), i.e. when 𝒖 = 𝟎 (𝐻 = 0), so that: 

 125 

𝒖*𝑳+O𝒑, 𝑠+(𝒑)P/ = 𝟎,           (3a) 
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𝐻*𝑳HO𝒑, 𝑠H(𝒑)P/ = 0.           (3b) 

 

In order to calculate the rate of change HS
HT

 of the till friction angle 𝜑, the velocity mismatch (defined as the difference between 

the modelled absolute surface velocity |𝒖U|	and the target absolute surface velocity |𝒖T|) is averaged over both the upstream 130 

(Eq. 4a) and downstream (Eq. 4b) part of the flowline, whereas the ice thickness mismatch is evaluated only in the upstream 

direction (Eq. 4c; preliminary experiments showed that including a downstream ice thickness term was detrimental to the 

results): 

 

𝐼0(𝒑) = ∫ *X𝒖YO𝑳Z(𝒑,[)PX=X𝒖\O𝑳Z(𝒑,[)PX
+.

/ 𝑤+O𝑠, 𝑠+(𝒑)P𝑑𝑠
[Z(𝒑)
[^6 ,       (4a) 135 

𝐼_(𝒑) = ∫ *X𝒖YO𝑳`(𝒑,[)PX=X𝒖\O𝑳`(𝒑,[)PX
+.

/𝑤HO𝑠, 𝑠H(𝒑)P𝑑𝑠
[`(𝒑)
[^6 ,       (4b) 

𝐼a(𝒑) = ∫ *bYO𝑳Z(𝒑,[)P=b\O𝑳Z(𝒑,[)P
b.

/𝑤+O𝑠, 𝑠+(𝒑)P𝑑𝑠
[Z(𝒑)
[^6 .       (4c) 

 

The default values for the scaling parameters are 𝑢6 = 250	m	yr=0,𝐻6 = 100	m. The linear scaling functions 𝑤+,𝑤H serve to 

assign more weight to anomalies close to 𝒑, decreasing to zero at the respective ends of the flowline, as well as to normalise 140 

the integral: 

 

𝑤+O𝑠, 𝑠+(𝒑)P =
_

[Z(𝒑)
*1 − [

[Z(𝒑)
/,          (5a) 

𝑤HO𝑠, 𝑠H(𝒑)P =
_

[`(𝒑)
*1− [

[`(𝒑)
/.          (5b) 

 145 

The scaling functions are constructed such that ∫ 𝑤+𝑑𝑠
[^[Z(𝒑)
[^6 = ∫ 𝑤H𝑑𝑠 = 1[^[`(𝒑)

[^6 . The three line integrals from Eqs. 4a-c 

are then added together, and scaled with the local ice thickness 𝐻(𝒑) and velocity |𝒖(𝒑)|. This reflects the fact that bed 

roughness underneath slow-moving, thin ice has less effect on the large-scale ice-sheet geometry than the roughness 

underneath fast-flowing, thick ice: 

 150 

𝐼efe(𝒑) = O𝐼0(𝒑) + 𝐼_(𝒑) + 𝐼a(𝒑)P𝑅(𝒑),         (6) 

𝑅(𝒑) = |𝒖(𝒑)|b(𝒑)
+hbh

, 0 ≤ 𝑅(𝒑) ≤ 1.          (7) 
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By default, the scaling parameters are 𝑢[ = 3,000	m	yr=0,𝐻[ = 300	m. The values are based on preliminary experiments to 

attain fast converge without creating unwanted numerical artefacts. Finally, the rate of change HS
HT

 of the till friction angle 𝜑 155 

can be calculated: 

 
HS(𝒑)
HT

= −S(𝒑)jklk(𝒑)
m

.           (8) 

 

The default value for the time scale is 𝜏 = 10	yr, again based on preliminary experiments to balance the convergence rate 160 

against the numerical stability of the procedure. While the flowline integrals in Eqs. 4a-c are calculated over the entire flowline 

(including floating ice), HS
HT

 is calculated only for grounded ice; it is then extrapolated to fill the entire model domain using a 

simple Gaussian kernel. This approach helps to prevent artefacts in grid cells that switch over time between grounded and 

floating, or ice-covered and ice-free states. 

 165 

The routine performing these calculations is run asynchronously from the other components of the ice-sheet model, with a 

time step of ∆𝑡S = 5	yr. The till friction angle is updated every time this routine is called: 

 

𝜑p-0 = 𝐹_ r𝜑p + ∆𝑡S𝐹0 *
HS
HT
/s.          (9) 

 170 

Here, 𝐹0 and 𝐹_ are Gaussian smoothing filters, with their respective radii defined relative to the grid resolution: 𝜎0 =
∆u
0.v

, 𝜎_ =

∆u
w

. This regularisation of the bed roughness serves to prevent overfitting.  

 

It might be possible to improve upon the inversion procedure presented here, achieving faster or more robust convergence, or 

better computational performance. For example, our flowline-averaged approach might be difficult to implement in parallel 175 

models with a distributed-memory architecture (i.e., where a processor might not have access to all the data on a flowline), 

which is not the case in IMAU-ICE. However, the aim of this manuscript is not to find the most efficient way to perform a 

basal inversion, but rather to investigate the uncertainties that remain in the result of that inversion even when the procedure 

itself works perfectly. 

2.3 Perfect-model approach 180 

In order to quantify the compensating errors from one particular model component, we use what we call a perfect-model 

approach. We first use the ice-sheet model to calculate the steady-state ice-sheet geometry for a known bed roughness field in 

a simulation we call the “target run”. The known bed roughness will be called the target roughness, and the resulting ice-sheet 
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the target geometry. If we then apply the inversion routine, with all model parameters set to the same values as were used to 

create the target geometry, then theoretically the resulting inverted bed roughness (which we call the unperturbed roughness) 185 

should be exactly the same as the target roughness. The difference between the unperturbed roughness and the target roughness 

is the model error of the inversion routine. If the inversion procedure works adequately, this error should be small. 

We then perform a “perturbed” inversion, where we change one or more of the model parameters/components (e.g. viscosity, 

SMB, subglacial topography) with respect to the target run. As long as the change is small enough that its effect on the steady-

state geometry can be compensated for by a change in bed roughness, the inversion will produce a geometry that still matches 190 

the target geometry, but with a different bed roughness, which we call the perturbed roughness. The difference between the 

perturbed and unperturbed roughness is the compensating error in the bed roughness caused by the error in the model parameter 

that was changed in the perturbed run. This procedure is illustrated schematically in Fig. 1. 

 
Figure 1: Schematic illustration of the perfect-model approach used in this study. 195 

3 Idealised-geometry ice sheets 

3.1 Experiment I: radially symmetrical ice sheet 

The first of our two idealised-geometry ice sheets is based on the EISMINT-1 “moving margin” experiment (Huybrechts et 

al., 1996). It describes an ice-sheet on an infinite, non-deformable flat bed, with a radially symmetrical surface mass balance 

which is independent of the ice-sheet geometry: 200 

𝑀(𝑟) = minO𝑀{|}, 𝑆(𝐸 − 𝑟)P.          (10) 

The values of the parameters are listed in Table 1; the radial distance 𝑟 from the grid centre is expressed in metres. The ice 

viscosity is described by a uniform value of Glen’s flow law factor 𝐴 (i.e. no thermomechanical coupling). Lastly, we introduce 

a non-uniform till friction angle: 

𝜑(𝑥, 𝑦) = 𝜑{|} − (𝜑{|} − 𝜑{��)𝑒
��
� �*

����
��

/
�
-r������

s
�
�
.       (11) 205 
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The values of the parameters listed in Table 1.  
Table 1: Parameter values for experiment I. 

Parameter Value  Description 

𝑀{|}  0.5 m yr-1 Maximum accumulation rate 

E 400 km Radius of accumulation zone 

S 10-5 yr-1 Melt rate increase over radial distance from grid centre 

A 10-16 Pa-3 yr-1 Glen’s flow law factor 

𝜑{��  0.1°  Till friction angle in the centre of the ice stream 

𝜑{|}  5°  Till friction angle outside of the ice stream 

𝑥�  0 m x-coordinate of ice-stream centre 

𝑦�  -400 km y-coordinate of ice-stream centre 

𝜎u  50 km x-direction ice-stream half-width 

𝜎�  300 km y-direction ice-stream half-width 

 

The equation thus describes a strip of reduced bed roughness running along the negative y-axis of the domain, which results 

in the formation of an ice stream with higher ice velocities, and a protruding ice lobe, as illustrated in Fig. 2. 210 

 
Figure 2: Bed roughness and steady-state ice-sheet geometry in the EISMINT-based experiment I. Black lines on the ice surface are 
just for illustration. They do not correspond to the model grid. 

3.2 Experiment II: laterally symmetrical ice stream with shelf 

The second of our two idealised-geometry ice sheets is based on the MISMIP+ geometry (Asay-Davis et al., 2016). This 215 

describes a laterally symmetric glacial valley, about 800 km long and 80 km wide, with a slightly over-deepening bed, followed 

https://doi.org/10.5194/tc-2022-103
Preprint. Discussion started: 31 May 2022
c© Author(s) 2022. CC BY 4.0 License.



9 
 

by a sill, before dropping sharply into a deep oceanic trough. A uniform accumulation rate of 0.3 m yr-1 leads to the formation 

of a fast-flowing ice stream, feeding into a small embayed shelf. The grounding line rests on a retrograde slope, kept in place 

by buttressing forces. As in experiment I, we introduce a non-uniform bed roughness, which is again described by Eq. 11; the 

parameters for this experiment are listed in Table 2. Following the MISMIP+ protocol set out by Asay-Davis et al. (2016), the 220 

uniform value for Glen’s flow law factor 𝐴 is tuned to achieve a steady-state geometry with a mid-stream grounding-line 

position at 𝑥 = 450	km, in the middle of the retrograde-sloping part of the bed. The resulting ice-sheet geometry is illustrated 

in Fig. 3. 
Table 2: Parameter values for experiment II. 

Parameter Value  Description 

𝜑{��  1°  Till friction angle in the centre of the ice stream 

𝜑{|}  5°  Till friction angle outside of the ice stream 

𝑥�  -50 km x-coordinate of ice-stream centre 

𝑦�  0 km y-coordinate of ice-stream centre 

𝜎u  150 km x-direction ice-stream half-width 

𝜎�  15 km y-direction ice-stream half-width 

 225 
Figure 3: Bed roughness and steady-state ice-sheet geometry in the MISMIP+-based experiment II. Black lines on the ice surface 
are only for illustration. They do not correspond to the model grid. The top-right panel shows a transect at y = 0, along the central 
flowline. 
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4 Results 

4.1 Unperturbed inversions 230 

In order to verify that our novel inversion procedure is working properly, we first apply it to both idealised-geometry 

experiments with all model parameters kept unchanged. The till friction angle is initialised with a uniform value of 𝜑 = 5°, 

and run forward in time for 100,000 yr. For experiment I, we perform these unperturbed inversions at resolutions of 40, 20, 

and 10 km; for experiment II we use values of 5 km and 2 km. The resulting inverted bed roughness fields for both sets of 

simulations are shown in Figs. 4 and 5, respectively. The errors in the inverted bed roughness, and the resulting ice-sheet 235 

geometry and velocity, are very small, at all resolutions and in both experiments, indicating that our novel inversion procedure 

works well in the relatively simple geometries of these two experiments. 

 
Figure 4: Unperturbed inverted bed roughness, ice-sheet geometry, and ice velocity in experiment I at different resolutions, 
compared to the target. Top row: till friction angle; middle row: surface elevation; bottom row: surface velocity. For the target run 240 
(first column), absolute values are shown (colour scales on the left); for the three unperturbed inversions (second – fourth columns), 
errors with respect to the target are shown (colour scales on the right). For the till friction angle, the ratio between the inverted and 
the target value is shown, using a logarithmic colour scale. 
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 245 
Figure 5: Unperturbed inverted bed roughness, ice-sheet geometry, and ice velocity in experiment II at different resolutions, 
compared to the target. Top row: till friction angle; middle row: surface elevation; bottom row: surface velocity. For the target run 
(first column), absolute values are shown; for the three unperturbed inversions (second and third columns), errors with respect to 
the target are shown. The grounding line in the target (inverted) geometry is indicated by a solid red (dashed black) line. 

4.2 Perturbed inversions 250 

To quantify the compensating errors in the inverted bed roughness, we perform a number of perturbed inversions, where we 

introduce errors in several model components. We increased (decreased) the uniform Glen’s flow law factor A by a factor of 

1.25; we increased (decreased) the SMB by a factor of 1.05; we increased (decreased) the transition velocity 𝑢6 in the Zoet-

Iverson sliding law by a factor of 2; and we increased (decreased) the exponent 𝑝 in the sliding law by 2. We also performed 

two perturbed inversions where we added an error to the bed topography of (minus) 10 % of the ice thickness, resulting in a 255 

bump (depression) just over 250 m high (deep) underneath the ice divide. The ice thickness was adjusted accordingly to keep 

the surface elevation unchanged. These five parameters (viscosity, SMB, transition velocity, exponent, topography), each with 

a high and a low value, result in 10 perturbed inversion simulations. The resulting errors in the inverted bed roughness, steady-

state ice geometry, and surface velocity for experiment I are shown in Fig. 6. 
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 260 
Figure 6: Errors in inverted bed roughness and steady-state ice geometry (relative to the target) for the perturbed inversions of 
experiment I. The top two rows show the errors in the bed roughness for the high and low perturbed inversions; the middle two 
rows show the errors in the steady-state surface elevation; and the bottom two rows show the errors in the surface velocity. Each 
column represents a single perturbed model parameter: viscosity (i.e. Glen’s flow law factor A), surface mass balance, subglacial 
topography, and the exponent p and transition velocity u0 in the Zoet-Iverson sliding law. 265 
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The top-leftmost panel in Fig. 6 shows the error in the inverted bed roughness for the high-viscosity perturbed inversion. In 

this experiment, the overestimated ice viscosity means that the ice flow due to vertical shearing is underestimated, which is 

compensated for by decreasing the bed roughness, leading to increased basal sliding. The leftmost panels in the third and fifth 

row of Fig. 6 show the errors in the resulting steady-state ice geometry and surface velocity, which are negligibly small. In 

terms of these two quantities, the errors in the viscosity and the bed roughness are indeed compensating errors. This is true for 270 

almost all perturbed inversions, except for the low-viscosity and high-topography runs (high-topography means an added 

depression in the bedrock, such that the target ice thickness is overestimated). In these two experiments, the added perturbations 

cause the deformational ice flow to be overestimated so much that even preventing all basal sliding cannot entirely compensate 

for this perturbation. Note that this results from perturbing Glen’s flow law factor A by a factor of 1.25, which is rather 

conservative.  In realistic applications, the uncertainty in this quantity is typically an order of magnitude. The choice for this 275 

relatively small perturbation was motivated simply by the desire to still achieve a reasonable inverted ice geometry.  

 

The underestimated value of the Zoet-Iverson sliding law exponent 𝑝 = 1 (Fig. 6, fourth column, lower set of rows), which 

implies a linear sliding law, yields negligible errors in the geometry and velocity, but results in the inverted bed roughness 

being overestimated by a factor of 3 on average. The overestimated value of 𝑝 = 5 yields negligible differences, as do both 280 

over- and underestimated values of the transition velocity 𝑢6. 

 

Even in the remaining four perturbed viscosity / mass balance / topography simulations where the errors in the inverted 

geometry are acceptably small, the errors in the inverted bed roughness are as large or larger than the “signal” of the prescribed 

bed roughness pattern (i.e. ~5° of till friction angle change in the ice-stream area). These errors show prominent spatial 285 

patterns, despite the fact that the perturbations are spatially uniform. This implies that one should be cautious when interpreting 

the spatial patterns yielded by a basal inversion procedure, as they are as likely to be the result of errors in some other physical 

quantity, as they are to reflect realistic variations in bed roughness. 

 

For experiment II, we performed the same set of perturbed inversions as for experiment I, introducing perturbations to the ice 290 

viscosity, the surface mass balance, the subglacial topography, and the sliding law parameters. We additionally perturbed the 

basal mass balance, applying values of ±1 m/yr (in the target run, no basal melt is applied). The results of the perturbed 

inversions are shown in Fig. 7.  The results of the perturbed Zoet-Iverson sliding law transition velocity 𝑢6 are omitted, since 

that has only a small effect. Similar to experiment I, the relatively small introduced errors in the ice viscosity, mass balance, 

and subglacial topography lead to relatively large errors in the inverted bed roughness, but still produce a steady-state ice 295 

geometry that is close to the target geometry. The only exceptions are, again, the low-viscosity and high-topography runs, as 

well as the low-BMB run (i.e. too much sub-shelf melt), where the ice flow is increased more than can be compensated for by 

increasing the basal friction. However, even here the errors in the inverted geometry are relatively small. The errors in the 

inverted velocities are mostly small, except for the perturbed basal melt rate inversions. While these produce relatively accurate 
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geometries (about 120 m of ice loss near the grounding line in the increased-melt simulations), they contain large errors in the 300 

shelf velocities (about -500 m/yr in the increased-melt simulation, relative to a target value of about 1,000 m/yr). 

 

As in experiment I, the introduced perturbations (which are spatially uniform) lead to prominent spatial patterns in the inverted 

bed roughness, with the errors being as large as the actual (prescribed) signal. This underlines the conclusion that spatial 

patterns in an inverted bed roughness product do not necessarily correspond to spatial patterns in the true bed roughness. 305 

 
Figure 7: Errors in inverted bed roughness and steady-state ice geometry (relative to the target) for the perturbed inversions of 
experiment II. The top two rows show the errors in the bed roughness for the high and low perturbed inversions; the middle two 
rows show the errors in the steady-state surface elevation; and the bottom two rows show the errors in the surface velocity. Each 
column represents a single perturbed model parameter: viscosity (i.e. Glen’s flow law factor A), surface mass balance, basal mass 310 
balance, subglacial topography, and the Zoet-Iverson sliding law exponent p. The grounding line in the target (inverted) geometry 
is indicated by a solid red (dashed black) line. 

Finally, we performed a perturbed inversion where we chose a non-equilibrated target geometry (achieved by terminating the 

target spin-up simulation after 10,000 yr instead of the default 100,000 yr, such that the ice has only reached about 90 % of its 

steady-state thickness). Since the present-day observed geometry of the Antarctic ice sheet likely does not represent a steady 315 

state, this experiment mimics the effects of erroneously assuming that the ice sheet is in equilibrium (a common assumption 

in modelling studies). The results of this experiment are shown in Fig. 8. Here too, the inversion procedure results in very 

small errors in the ice geometry, relatively small errors in the velocity, but substantial errors in the bed roughness. 
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Figure 8: Errors in inverted bed roughness (top), steady-state ice geometry (middle), and surface velocity (bottom) for the non-320 
equilibrium target inversion. The grounding line in the target (inverted) geometry is indicated by a solid red (dashed black) line. 

4.3 Dynamic ice-sheet response 

To investigate the effect of compensating errors in basal inversions on the dynamic response of the ice sheet, we perform a 

series of simulations based on experiment II, where we increase the basal melt, forcing the ice sheet to retreat. We use the 

schematic basal melt parameterisation from the MISMIP+ ice1r experiment (Asay-Davis et al., 2016), and run the model for 325 

500 years. We initialise our simulations with the perturbed parameters, inverted bed roughness, and steady-state ice geometry 

from the perturbed inversions presented in Sect. 4.2. The resulting ice volume above flotation (relative to the steady state at t 

= 0) and grounding-line position over time are shown in Fig. 9. 
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Figure 9, panel A: change in ice volume above flotation (DVaf), and panel B: grounding-line position (xGL) over time in the perturbed 330 
retreat simulations of experiment II. Colours indicate the perturbed parameter; line styles indicate the direction of perturbation. 
The unperturbed simulation is shown by the solid black line. 

In the 500-year unperturbed simulation, the grounding line retreats by about 150 km, causing the ice volume above flotation 

to decrease by about 1.7 x 1013 m3. As a result of the introduced errors in the perturbed simulations, this mass loss is increased 

(decreased) by up to 30 % (35 %) relative to the unperturbed simulation. The errors in the subglacial topography have the 335 

strongest effect, with the high-perturbed run showing nearly twice as much ice loss as the low-perturbed run. This is followed 

by the sliding law exponent (-18 % to +3 %) and the ice viscosity (-14 % to +11 %).  The effects of the errors in the SMB, the 

BMB, the sliding law transition velocity, and the non-equilibrated target geometry are negligibly small. 

5 Conclusions 

We have investigated the effects of compensating errors in basal inversions. We have presented a novel geometry/velocity-340 

based inversion procedure, which produces good results in schematic experiments with a moving ice margin and grounding 

line. We have applied this method to two different idealised-geometry experiments, where we quantified the errors in the 

inverted bed roughness that arise from perturbations in other model parameters, such as the ice viscosity, mass balance, sliding 

law, and subglacial topography. We find that relatively small perturbations in these parameters can lead to substantial 

compensating errors in the bed roughness. In our idealised experiments, these errors were often larger than the actual spatial 345 

variations in bed roughness. This implies that one should be cautious in interpreting the outcome of a basal inversion as an 

accurate physical representation of bed roughness underneath an ice sheet.  

 

The aim of basal inversion procedures in many ice-sheet models is not to provide an accurate approximation of the actual bed 

roughness, but rather to produce an ice-sheet that matches the observed state in terms of geometry and/or velocity. The 350 

underlying assumption is that any compensating errors in the inverted bed roughness and other model components in terms of 

the ice geometry, will also compensate each other in terms of their effect on the ice sheet’s dynamic response. We tested this 

assumption by using a basal inversion to initialise a number of different ice-sheet models, all with slightly different model 

parameters (viscosity, mass balance, etc.). We find that, even though the inversion results in all models have nearly identical 

steady state geometries, their dynamic response (represented here by the ice volume loss after a short period of forced ice-355 

sheet retreat) can differ by as much as a factor of two. The strongest effect arises from the uncertainty in the subglacial 

topography, followed by the sliding law exponent and the ice viscosity. Uncertainties in the surface and basal mass balance 

lead to considerable errors in the bed roughness, but have only a small impact on the dynamic response, as does erroneously 

assuming that the target (i.e. observed) ice-sheet geometry represents a steady state. The cause of this discrepancy (i.e., why 

some processes affect both the bed roughness and the dynamical response, but others affect only the roughness but not the 360 

response) is not clear. 
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The geometry of the experiment used to produce these findings describes a marine setting typical of West Antarctica, where 

the rate of mass loss under a forced retreat is mainly governed by ice-dynamical processes such as viscous flow and basal 

sliding. In a land-based setting more typical of the Greenland ice sheet, where most mass is lost through atmospheric processes, 365 

the effects of these ice-dynamical uncertainties will likely be smaller. However, as long-term projections of sea-level rise under 

strong warming scenarios are dominated by marine-grounded ice loss in West Antarctica, such projections will likely contain 

substantial uncertainties as a result of the processes we described, possibly as large as 35 % of the projected ice loss. 

 

Our results imply that, even when basal inversion is used to achieve a stable ice sheet with the desired geometry, uncertainties 370 

in other model parameters can have a substantial effect on that ice sheet’s dynamic response. Improving our knowledge of the 

ice sheet interior (temperature, rheology, viscosity) and substrate (geometry, roughness) therefore should remain important 

goals of the glaciological community. 
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