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Abstract. The Los Alamos sea ice model (CICE) is being tested in standalone mode for its suitability for seasonal time scale

prediction. The prescribed atmospheric forcings to drive the model are from the NCEP Climate Forecast System Reanalysis

(CFSR). A built-in mixed layer ocean model in CICE is used. Initial conditions for the sea ice and the mixed layer ocean in the

control experiments are also from CFSR. The simulated sea ice extent in the Arctic in control experiments is generally in good

agreement with observations in the warm season at all lead times up to 12 months, suggesting that CICE is able to provide5

useful ice edge information for seasonal prediction. However, the ice thickness forecast has a positive bias stemming from the

initial conditions and often persists for more than a season, limiting the model’s seasonal forecast skill. In addition, thicker

ice has a lower melting rate in the warm season, both at the bottom and top, contributing to this positive bias. When this bias

is removed by initializing the model using ice thickness data from satellite observations while keeping all other initial fields

unchanged, both simulated ice edge and thickness improve. This indicates the important role of ice thickness initialization in10

sea ice seasonal prediction.

1 Introduction

Sea ice concentration observations from passive microwave satellites show that ice coverage has decreased rapidly in the

Arctic in recent decades, and in the Antarctic in recent years, the two regions with greatest warming on earth in recent decades

(Chapman and Walsh, 2003). Global climate models (e.g., IPCC, 2014, 2021) suggest that further reduction in sea ice coverage15

and thickness will occur in the coming decades. Sea ice in the polar oceans has a major impact not only on the regional energy

balance but on the global climate as well. A relatively thin material layer between the atmosphere and ocean, sea ice works

to regulate the fluxes between the two components and amplifies climate feedbacks as sea ice has a higher albedo than open

water (e.g., Holland and Bitz, 2003; ACIA, 2005; Dethloff et al., 2006). Thus, change in sea ice is one of the most sensitive

and visible indicators of our changing climate. Reliable sea ice prediction is important not only for forecasting in the polar20

regions but also is expected to improve predictability at mid-latitudes at subseasonal to seasonal (S2S) time scales due to

teleconnections (e.g., Randall et al., 1998; Jaiser et al., 2012; Li et al., 2014).

Finding physical processes or anomalies leading to predictability at S2S time scales is a challenging research topic. Sea ice is

found to be one candidate due to the persistence of seasonal anomalies (Blanchard-Wrigglesworth et al., 2011a; Holland et al.,
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2011; Bushuk et al., 2019). Progress has been made on sea ice modeling in recent decades, which holds promise for improving25

both medium range and climate predictions (e.g., Wang et al., 2013; Hebert et al., 2015). It has been shown that weather

predictions from a numerical model incorporating a sea ice model have higher skill than those based on persistence of Arctic

sea ice (Grumbine, 2003; Hebert et al., 2015; Intrieri et al., 2020). The predictability skill is found to rely on the accuracy of

the sea ice initial conditions (Holland et al., 2011; Blanchard-Wrigglesworth et al., 2011b; Wang et al., 2013). In particular,

studies have found improvement of sea ice forecasts at seasonal to interannual timescales with a more realistic sea ice thickness30

initialization, either observed or approximated, as sea ice volume is more persistence than sea ice coverage (Krinner et al., 2010;

Chevallier and Salas-Mélia, 2012; Day et al., 2014a; Allard et al., 2018; Blockley and Peterson, 2018; Schröder et al., 2019, to

name a few). It has also been shown that sea ice predictability is season-dependent (Holland et al., 2011; Day et al., 2014b;

Bushuk et al., 2020) and predictability of minimum sea ice extent depends on atmospheric spring and early summer conditions,

where inclusion of melt ponds is seen to make a difference (Liu et al., 2015; Schröder et al., 2019; Bushuk et al., 2020).35

A fully coupled atmosphere-ocean-sea ice model is considered the ultimate tool for sea ice prediction at seasonal and climate

time scales (e.g., IPCC, 2014, 2021). In order to separate various feedbacks among the components of a fully coupled model,

in this study we aim to validate the sea ice model in a standalone mode for seasonal prediction with prescribed atmospheric

forcings. We chose the Los Alamos Community Ice CodE (CICE; Hunke et al., 2015) as the sea ice model in this study, due

both to its popularity in the community (e.g., Shaffrey et al., 2009; Holland et al., 2011; Roberts et al., 2015; Metzger et al.,40

2014; Intrieri et al., 2020), and the fact that it is being incorporated into NOAA’s Unified Forecast System (UFS). We hope to

build a set of baseline results for future studies including coupled models using the same sea ice module. We also investigate

the sensitivity of prediction skill of the standalone CICE when initialized with different ice thickness products, as suggested

in various studies mentioned earlier, in order to be close to the potential predictability (Palmer, 2006), where the model is

assumed to be perfect and the only source of error arises from the uncertainties in the initial conditions. The detailed model45

setup is described in section 2. Its basin-wide and regional performance at different lead times, as well as different initialization

dates, are presented in section 3, followed by a discussion in section 4.

2 Model Setup

CICE is a dynamic–thermodynamic sea ice model designed for application in a global climate model. We adopted the CICE

code V5.1.2 (Hunke et al., 2015) and performed simulations in the global domain. The linear function of salinity (ktherm=1)50

was used for the freezing temperature. Mushy physics and elastic-anisotropic-plastic rheology were specified. Since CICE

needs to operate with an SST which can be either prescribed or generated by its own built-in mixed layer model, we chose

the latter in this study for the sake of consistency between the SST and the ice state. A combination of an Arctic bipolar grid

projection and a Mercator projection of the rest of the globe (Fig.1 in Bleck and Sun, 2004) is used to carry out all CICE

experiments, where the horizontal resolution is 15 km at the North Pole and 30 km at 60◦N and 60◦S, with a bathymetry55

interpolated from ETOPO1 data (Amante and Eakins, 2009).
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2.1 Atmospheric Boundary Conditions

The atmospheric boundary forcings are based on the 6 hourly archives from CFSR1 (Saha et al., 2010). They include downward

surface radiation of both short- and longwave, 10 m wind, 2 m temperature, 2 m specific humidity, and precipitation (broken

down into rain and snow) at 0.2◦ resolution from 2011 to 2017. These fields were interpolated horizontally onto the model grid60

specified earlier in the pre-processing step.

2.2 Initial Conditions

In the control experiments, CFSR reanalysis data were used as initial conditions for both the ice state and the ocean state. These

include ice coverage and thickness at 0.2◦ resolution, and sea surface temperature and sea surface salinity at 0.5◦ resolution.

All of these data were interpolated onto the compound model grid.65

Furthermore, in order to take advantage of latest satellite observations and investigate the sensitivity of seasonal sea ice

prediction to initial conditions, as seen in studies mentioned earlier, additional CICE experiments were carried out by initial-

izing from satellite observations of CryoSat-2 (Grosfeld et al., 2016), which provides monthly mean estimates of the Arctic

ice thickness during boreal winter (October to April) since 2011. We use this data to replace the ice thickness from CFSR in

the initial conditions. Since CryoSat-2 data are only available in the Arctic, the initial Antarctic sea ice thickness still comes70

from CFSR. For grid cells starting with zero ice thickness in the CryoSat-2 data, the sea ice concentration from CFSR is reset

to zero initially to be consistent. The remaining initial conditions as well as the atmospheric boundary conditions are the same

as in the control experiments. This set of experiments with an alternative CryoSat-2 ice thickness initialization is called the

"alt-init" experiments.

The control experiments were initialized at the beginning of each month from April 2011 to December 2017. The alt-init75

experiments initialized with the CryoSat-2 Arctic ice thickness were carried out monthly in the winter season (October to

April) when this data was available, as shown in Table 1. The integration time was 12 months throughout all model runs.

3 Model Results and Verification

All comparisons and verifications in this section are carried out on the native grid, except for overall evaluations at the hemi-

spheric or regional scales.80

3.1 Hemispheric Scales

The simulated sea ice extent (SIE) and sea ice volume (SIV) in the Arctic and Antarctic in the control experiments are shown in

Fig. 1. Each solid line of different color represents one 12-month integration, where the initial time is marked by squares. The

12 once-per-month runs in 2014 are shown here as an example, as year to year variations are relatively small. Circle symbols

represent SIE observations from NSIDC (Meier et al., 2012) and SIV observations from CryoSat-2, respectively. Also shown85

1available at http://rda.ucar.edu/datasets/ds094.0
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Table 1. Details in two sets of CICE experiments.

Experiments Control Runs CryoSat-2-based (“alt-init”) Runs

Atmospheric boundary conditions CFSR CFSR

Initial conditions for ice and ocean CFSR Same as in the control, except initializing

the Arctic with CryoSat-2 ice thickness

Initialization Months Apr 2011 – Dec 2017 Oct-Apr 2011-2017

in “x” symbols are SIV estimates from Pan-Arctic Ice Ocean Modeling and Assimilation System (PIOMAS, Schweiger et al.,

2011). The Arctic SIE forecast matches observations better in the warm season than in the cold season at all lead times, and a

positive SIE bias is seen in the cold season. When the SIV in the Arctic is higher than observations or reanalysis to begin with,

this positive SIV bias often remains in the model throughout the forecast. In the Antarctic, a positive SIE bias is seen in almost

all seasons in the seasonal forecast. There is no SIV observation available in the Antarctic at the moment.90

To quantify the forecast skill, root mean square error (RMSE) of the Arctic SIE for each target month at lead times up to 12

months is shown in the upper panel of Fig. 2 for the control (left) and the alt-init (right) runs, where white spaces indicate lack

of CryoSat-2 data from May to September for model initialization. The RMSE is against NSIDC observations and is averaged

over all years. The control runs did a credible job in forecasting SIE in summer and fall in the Arctic, at all lead times up to 12

months. The forecast skill for winter and early spring at lead times longer than 3 months is the poorest. Initializing the model95

with CryoSat-2 ice thickness helps reduce some error in the Arctic SIE seen in the control runs, indicating the impact of initial

ice thickness on the SIE prediction.

The lower panel of Fig. 2 is similar to the upper one, except for SIV with respect to PIOMAS reanalysis. The control runs

started with a SIV higher than PIOMAS estimates in all months, and maintained a positive SIV bias at different magnitudes for

all target months at all lead times. The most obvious bias of SIV is the "summer barrier" in Fig. 2(c), where the reemergence100

of skill at a longer lead time prior to the winter initialization can be seen clearly. This barrier as well as overall positive bias of

SIV is much reduced in the alt-init runs with the CryoSat-2 ice thickness initialization in Fig. 2(d).

The RMSE of the Antarctic SIE is shown in Fig. 3 for the control experiments from all years. The model is able to make

reliable SIE forecasts at all lead times for the austral winter, spring and especially fall. The lowest seasonal forecast skill

occurred in the austral summer, in contrast to the lowest skill in late winter in the Arctic. We are unable to evaluate the SIV105

skill in the Antarctic as there are no observations or reanalysis products available at this time.

3.1.1 Pan-Arctic forecasts at 6-month lead time

In order to see the evolution of sea ice distribution, the Arctic SIE in the control and the alt-init experiments is shown in Fig. 4

at the initial time of April 1 2016 and the 6-month forecast targeted in October 2016, as well as the corresponding AMSR2

satellite observations. The initial SIE in both experiments is very close to AMSR2. At month 6, comparing to AMSR2, a110

positive SIE bias appeared mostly in the Beaufort and Chukchi Seas in the control run, while SIE from the alt-init run is much
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closer. One reason for this is the difference in the ice thickness shown in Fig. 5, where initial and 6-month forecast SIV are

plotted for the control and the alt-init runs, together with the corresponding CryoSat-2 observations. The control run starts with

ice much thicker than observed in the Beaufort, Chukchi and East Siberian Seas in spring, and the signature of this extra thick

ice can still be seen in fall 6 months later (lower left panel).115

Even in the month of October when a relatively higher skill of Arctic SIE forecast is seen, thicker ice in the initial conditions

in April appears to be one dominant source for the error in SIE and SIV in the 6 month forecast. Both SIE and SIV forecast

improved when this bias was corrected in the alt-init run. The positive impact on the forecast skill from a realistic sea ice thick-

ness initialization shown here is consistent with findings from Day et al. (2014a); Allard et al. (2018); Blockley and Peterson

(2018); Schröder et al. (2019).120

3.1.2 Pan-Arctic 12-month forecasts

Since all CICE model runs here are integrated for 12 months, Fig. 6 presents the modeled SIVs compared to CryoSat-2

observations initially in January 2016 and its 12 month forecast for December 2016, respectively, in both experiments. Similar

conclusions can be drawn here as in Fig. 5, i.e., erroneous ice thickness seen in the Beaufort, Chukchi and East Siberian Seas

in the 12-month forecast in the control run can be traced back to its initial SIV bias, while the SIV forecast in the alt-init run is125

closer to but thinner than CryoSat-2.

To explore the mechanism behind this, Fig. 7(a) and (b) show the simulated Arctic SIE and SIV through the 12-month

integration from the runs in Fig. 6 and their comparison to NSIDC and PIOMAS. Although both runs overestimated the SIE

and SIV in spring, the SIE and SIV in the alt-init run ended up closer to NSIDC and PIOMAS, respectively, in fall than in the

control run. The transitions of SIE and SIV from spring to fall are different in these two runs, which can be seen through their130

tendencies averaged north of 67.5◦N as shown in Fig. 7(c), where there are more negative thermodynamics-linked tendencies

in both SIE and SIV in summer in the alt-init run than in the control run, and the dynamics-linked tendencies are similar in

these two runs. Furthermore, Fig. 7(d) shows the melting tendencies averaged north of 67.5◦N from the top, bottom and lateral,

respectively, in both runs. The biggest difference occurred in the bottom melt and some difference in the top melt, while the

lateral melt is similar. It appears that the extra melt from the ice bottom and top in summer in the alt-init run leads to a closer135

match in SIE and SIV with observations in fall, and therefore the melt rate in the alt-init run is more adequate than in the

control run.

To further assess why the melt is different in these two model runs, the ice thickness predicted for July 2016 with January

2016 initialization is shown in the upper panel in Fig. 8 for the control and alt-init experiments. The melt differences in the

alt-init and control runs are shown in the lower-left panel for the top melt and lower-right for the bottom melt. Apparently,140

there are more bottom and top melt in the Beaufort, Chukchi and East Siberian Seas in the alt-init run than in the control run,

where the ice thickness in this region is mostly below 1.5 m in the alt-init run compared with above 1.5 m in the control run.

This implies that relatively thinner ice in the alt-init run favors more melt both at the bottom and top than in the control run

during the month of July, suggesting the importance of proper ice thickness in the melting process.
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In summary, the Arctic SIE prediction in the control run with the CICE model has a higher skill in the warm season than145

in the cold season at almost all lead times. However, the biggest Arctic SIV bias is in summer at 3 month lead time, and in

fall/winter at roughly 6/9 month lead times. This may be the result of a combination of thicker ice initialization in the cold

season and insufficient melt in the warm season. When the model is initialized with a more realistic thinner ice from CryoSat-2

observations in the alt-init runs, a higher forecast skill is achieved in both SIE and SIV at all lead times. Nevertheless, there is

still a positive SIV bias in late winter in the alt-init runs at 3- and 6-month lead times. More details can be seen in the regional150

investigation next.

3.1.3 Regions

Analysis of the sea ice prediction skill is performed in regions defined in https://arctic-roos.org in Fig. 9. For the purpose

of this study, we refer to the combination of the Barents, Kara, and Greenland Seas as BKG seas. To investigate the season-

dependency of the forecast skills seen earlier, we present SIE forecasts in each basin in Fig. 10 in the control (solid blue)155

and alt-init (dashed red) runs throughout the 12-month integration initialized in April of 2013 to 2016, as well as AMSR2

observations (circle). The control run has a reasonable SIE in all 8 basins for summer and fall, but it overpredicts SIE in the

BKG Seas, Baffin Bay and East Siberian Sea for winter at lead times longer than 6 months. When the run is initialized with a

more realistic SIV in the alt-init experiments, the SIE prediction is much improved in the East Siberian Sea at lead times above

6 months while it remains unchanged in the BKG seas and Baffin Bay.160

The SIV forecast from the same model runs in Fig. 10 is shown in Fig. 11 in each basin, together with the CryoSat-2

observations. The initial positive bias of SIV in the Beaufort, Chukchi, East Siberian and Laptev Seas seen in the control run is

mostly removed at almost all lead times in the alt-init runs, indicating that the positive SIV bias in the initialization is mainly

responsible for the positive bias in the seasonal forecast in the Beaufort, Chukchi, East Siberian and Laptev Seas. Apparently,

positive biases of SIE and SIV in the Baffin Bay and BKG Seas in winter come from a different source. There could be errors165

in the simplified mixed layer ocean, atmospheric forcings, or the CICE model itself, most likely from the interaction with the

Atlantic ocean, which leads to the sea ice edge extending too far southward in winter. Narrowing down the possible sources of

this error needs additional experiments, which is beyond the scope of this study.

4 Discussion

In this study, we carry out numerical experiments to evaluate sea ice prediction skills at seasonal time scales in a standalone170

CICE ice model incorporating a mixed layer ocean model. The control run is initialized with CFSR data and is subjected

to prescribed atmospheric forcing, also from CFSR. Multiple year-long experiments are initialized at monthly intervals. The

control run does a credible job in forecasting SIE both in the Arctic and Antarctic for most seasons at lead times up to 12

months. The lowest skill for SIE forecasts is in late winter and early spring in the Arctic, and in the austral summer in the

Antarctic.175
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We found one of the factors limiting the model forecast skill in the Arctic is the SIV bias in the initialization in the control

run: the initial SIV from CFSR is consistently higher than the satellite observations from CryoSat-2. The excessive ice volume

is retained in the rest of the model integration. We are able to remove this bias in the alt-init runs, when the CFSR ice thickness

in the Arctic is replaced by the CryoSat-2 ice thickness in the initial conditions, keeping everything else unchanged. Although

the CryoSat-2 ice thickness data are only available from October to April in the Arctic, the multi-year runs initialized by180

CryoSat-2 ice thickness clearly show the reduced biases in SIE and SIV forecast at all lead times. In addition, comparison of

different melting rates in these two runs revealed a key process, i.e., melting can be too weak at the ice bottom and top in the

warm season when ice is thicker than a threshold (1.5 m in this case).

There is still a positive bias at a smaller magnitude in both SIE and SIV in the alt-init experiments in the BKG Seas and Baffin

Bay, all in the vicinity of the Atlantic. The possible sources for this could be the simplified mixed layer ocean, atmospheric185

forcing, the CICE model itself, or the inherent limit to predictability. We are unable to identify it in this setup. It would be a

subject in the future with additional experiments.

As the sea ice module in the NOAA’s UFS, the CICE model results presented here are consistent with those in the current

NOAA operational CFSv2 (Wang et al., 2013), where the coupled model produced the atmospheric reanalysis that is used to

force the CICE runs here. The RMSE shown in Fig. 2 here is larger than in Wang et al. (2013) for a number of reasons: (1)190

the latter is from a fully coupled model allowing feedback between atmosphere, ocean and sea ice, while this study uses an

uncoupled sea ice model without any feedback; (2) both the ocean model and the sea ice model are different; (3) the validation

period is different. Wang et al. (2013) compared to the 26-year climatology of 1981-2007, while the 2011-2017 period used in

this study is characterized by a lower SIE observation than decades earlier.

This study confirms the importance of the accuracy of initial ice thickness for seasonal sea ice prediction in a standalone ice195

model. It suggests that there exists a potentially important source of additional skill in the seasonal forecast in the initial ice

thickness. Hence, assimilation of observed sea ice thickness appears to be highly relevant for advancing seasonal prediction

skill.
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REVIEWER
Highlight
I struggle a bit here to see what the relevant mechanisms are here - partly because these processes are not really addressed in the text.What are the mechanisms that might cause more surface/basal melting with thinner ice?In many ways basal meting and surface melting are largely independent of ice thickness.On the other hand it's quite obvious that if you have less ice then you might have lower melting fluxes - because it will require less melting (and in fact be able to take less melting) before it melts-out completely.So what are the mechanisms here?Is it the case that reduced ice concentration/cover is allowing more in-situ ocean warming (radiative and/or conductive), which will amplify the basal melting?Or is this related to the temperature profile in the ice - thicker ice can support a larger thermal gradient, which needs to be warmed to freezing point before melting can occur?

REVIEWER
Highlight
I strongly suspect it's one (or a combination) of the 1st two!

REVIEWER
Highlight
Can you explain more? In many cases coupled feedbacks would be expected to increase RMSE and model drift!
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Figure 1. Sea ice extent (SIE, upper) and sea ice volume (SIV, lower) in the Arctic (left) and Antarctic (right) in the control experiments

initialized monthly in 2014 and integrated for 12 months, with runs at different initialization times marked by different colors. Circles are

observational estimates for SIE from NSIDC and SIV from CryoSat-2. SIV estimates from PIOMAS are marked by "x".

with James Rosinski, Ola Persson, Julie Schramm, Janet Intrieri, Chris Fairall, Antonietta Capotondi and Ligia Bernardet are also much205

appreciated. Benjamin W. Green helped with graphics. CFSR data used here are from the Research Data Archive, managed by the Compu-

tational and Information Systems Laboratory at the National Center for Atmospheric Research in Boulder, Colorado. The ice concentration

data is obtained from the National Snow and Ice Data Center (NSIDC; http://nsidc.org/data/docs/daac/nsidc0051_gsfc_seaice.gd.html).
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Figure 2. Root mean square error (RMSE) of the Arctic sea ice extent with respect to NSIDC (upper), and Arctic sea ice volume w.r.t.

PIOMAS (lower), plotted at lead times up to 12 months against target months. Averaged over all years. Left: control experiments; Right:

same as control, but initialized with CryoSat-2 Arctic sea ice thickness during October to April. White spaces indicate lack of CryoSat-2 data

from May to September.
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Figure 3. RMSE of the Antarctic sea ice extent w.r.t. NSIDC, shown at lead times up to 12 months against target months. Averaged over all

years.
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Highlight
I find it hard to compare the columns directly - particularly with the big white stripe being there.It would be helpful if you could add another column to show RSME diff "Alt-Init - CTRL" (or transpose and add a row if that works better).



Figure 4. Upper row: Arctic sea ice extent used as initial conditions in the control (left) and alt-init (middle) experiments, and AMSR2

observations (right), all on April 1, 2016. Lower row: 6-month prediction of SIE for October 2016 for the control (left) and alt-init (middle)

experiments, and AMSR2 observations in October 2016 (right).
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REVIEWER
Highlight
This is concentration not extent! If you added a 15% contour that would show the SIE but what you have here is simply SIC.

REVIEWER
Highlight
I would say it's a bit misleading to have a red section for SIC > 99 in the way you've done here. It disproportionately highlights the difference between 98 & 99% SIC, when that level of detail is well beyond the capability of the passive microwave observations (AMSR2 here).In fact I would recommend changing the colour-map anyway because these "rainbow" styles are notoriously bad. There are 2 reasons for this:1) they draw the eye artificially towards  boundaries between colours - such as around 50% (Blue->green) and 85% (green->orange) 2) colour-blind people will often not see these bars as a continuum and may struggle to distinguish (say) 85% ice from 50%.See for example https://www.nature.com/articles/519291d and https://journals.ametsoc.org/view/journals/bams/96/2/bams-d-13-00155.1.xml



Figure 5. Same as Fig. 4, except for sea ice volume and CryoSat-2 observations.
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REVIEWER
Highlight
Shouldn't this be "sea ice thickness" rather than volume?Yes in CICE the principle prognostic is "volume per unit area" but its units are "m". You could change to "volume per unit area" but I think "thickness" is much clearer for the reader.



Figure 6. Same as Fig. 5, but initialized in January 2016 with a target month of December 2016.
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Figure 7. Arctic SIE and SIV in the control and alt-init experiments as well as estimates from NSIDC and PIOMAS are shown in (a) and (b).

The mean tendency of SIE and SIV north of 67.5◦N attributed to ice dynamics and thermodynamics is shown in (c). The mean top, bottom

and lateral melt north of 67.5◦N are shown in (d) for the control (solid lines) and alt-init (dashed lines). All from 12-month runs initialized

in January 2016.
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REVIEWER
Highlight
I think you should change panels (a) & (b) to use dashed red lines for alt-init. This would be then consistent with Fig 10 & 11, where you use "blue solid" for control and "red dashed" for alt-init, and link to panels (c)-(d) of this figure, which also use dashed lines for alt-init.



Figure 8. Upper panel: Arctic SIV in the control (left) and alt-init (right) experiments. Lower panel: differences in the top melt (left) and

bottom melt (right) from the alt-init and control experiments. Initialized in January 2016 with a target month of July 2016.

14

https://doi.org/10.5194/tc-2021-353
Preprint. Discussion started: 22 November 2021
c© Author(s) 2021. CC BY 4.0 License.

REVIEWER
Highlight
The blue-white-red colourmap you use here is "two-sided" and designed for difference plots (like in lower panels). It's not really appropriate for sea ice thickness.



Figure 9. Different regions in the Arctic Ocean. Reproduced from https://arctic-roos.org.
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Figure 10. 12-month integration of SIE initialized in April in the control (solid blue) and alt-init runs (dashed red), averaged from 2013 to

2017, and AMSR2 observations (circles) in each basin where (1) represents Barents, Kara, and Greenland Seas (BKG) combined.
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REVIEWER
Highlight
The titles here are confusing given the numbering used previously in Fig 9. For example your plot "1)" actually corresponds to the combined regions 1+2+3, likewise plot "7)" corresponds to region 9, etc. This is made worse by the fact that the text in Fig 9 is not the easiest to read.It would be much clearer if you could use normal "a) - h)" notation to label the plots and also include the regions somewhere. For eample "c) Baffin Bay (5)" or "a) BKG Seas (1+2+3)".Similar comment for Figure 12. Although I note that doesn't use "1)-8)" it would still benefit from better linkage to the Fig 9 regions as per above.

REVIEWER
Highlight
Should be "simulation" not "integration" because SIE is not a model prognostic to be integrated!

REVIEWER
Highlight
Figure title says "2016". Which is it?

REVIEWER
Highlight
I don't think it's very useful to have the same y-axis for all regions. Particularly given the difference in size for each region.Doing so means that we can't see any detail in many of the regions (Beaufort, Bering, Chukchi, Laptev) whilst the lines are off the top of the plot for BKG.I think it would be best to leave each region to set its own y-axis - or maybe to scale each by the maximum area somehow?
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Figure 11. Same as Fig. 10, except for SIV, where circles mark CryoSat-2 observations.
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