
3Review of « A generalized photon-tracking approach to simulate spectral snow albedo and 
transmissivity using X-ray microtomography and geometric optics », by Theodore Lechter et al. 

 
General comments 

 

This paper describes a novel approach to extract relevant snow optical properties, namely the mean 
fractional ice path, extinction coefficient and phase function, from X-ray microtomography samples. 
Using these optical properties, a plane-parallel Monte-Carlo radiative transfer model is run to simulate the 
reflectance and transmittance of a multi-layer snowpack. This blended model is first applied to a single 
layer ideal snowpack, and then to a real, layered snowpack that was probed on 12 February 2021 at Union 
Village Dam in Thetford, Vermont. For this snowpack, along with the snow samples, spectral reflectance 
measurements were performed above the snowpack, including mesurements with a black panel 
inserted at 2.5 and 4.75 cm below the surface. This model reproduces the expected sensitivity of 
transmittance and reflectance to snow SSA, as well as the strong anisotropy of snow reflectance. The 
comparison between simulated and observed reflectance is satisfactory, although large discrepancies 
remain in the near-infrared, which are attributed to deficiencies in the estimation of the phase 
function. 

 
The paper is well written and the figures are clear. The topic perfectly fits in the scope of The 
Cryosphere, and estimating local optical properties from X-ray microtomography snow samples is 
certainly a question that deserves more research. The development of a new approach and its 
tentative validation with in situ measurements is a great contribution to tackling this question. In 
that sense this paper contains sufficient original material to be considered for publication. However, 
several critical issues remain, mostly regarding the estimation of snow optical properties, that 
preclude accepting the paper before major revisions are performed. The experimental validation step 
is not very convincing yet, and the discussion does not sufficiently dwell on the obvious limitations of 
the present study. As a result, the reader is let with poor confidence that the proposed model can 
reliably simulate snow optical properties, including transmittance which is the focus of the paper but 
is not supported by any experimental validation. 

 
Specific comments 

 

!" The phase function of the snow is estimated by first isolating individual snow grains, 
and using a ray-tracing code to estimate their single-scattering properties. Although 
there is probably no easy way to estimate the local phase function of a bicontinuous 
medium, this approach is very questionable. First there is no evidence that a snow 
sample can be separated into individual grains without making very arbitrary choices. 
Think for instance of old snow that resembles more a porous medium than an ancient 
collection of individual snow particles. Second, the number of such grains to be 
selected is not discussed while it is clearly a limitation of the approach. The 
approach proposed by Xiong et al. (2015) to estimate the phase function of a 
bicontinuous medium is more aligned with the strategy used to estimate the 
extinction coefficient, and could probably at least be compared to the current 
approach. Approaches used in other disciplines (scattering in any porous medium) may 
also provide interesting alternatives (see for instance Haussener et al., 2012). In 
addition, it would be great to provide the values of the asymmetry parameter 
computed for the estimated phase functions, which would allow comparison with 
usual assumptions made on this hardly measurable quantity. 

 
Response: We agree that the grain segmentation process and selection of 
individual grains to be included in the phase function sampling can be 
subjective. Upon further consideration and reflection and in response to 
comments from the other reviewer, we have decided to take your advice and 
use an approach more similar to Xiong et al. 2015 and Haussener et al. 2012. 
This approach better utilizes the intact snow sample representation allowed by 
X-ray microtomography. In this approach, which we refer to as the localized 
phase function, the phase function is computed through ray-tracing by binning 
the reflected and scattering angles at each air/ice boundary, and then 
integrating the binned power to get the phase function (I.e., equation 12 in 
this paper).  Note that this method assumes a perfectly flat surface at the ice-
air or air-ice boundary and ignores the aggregated effects of internal 
reflections within a particle on directional scatter. Since we are no longer 
computing the phase function for individual grains (i.e. the whole particle 
phase function method), we have cut figures 1 & 2 from the paper, and the 



text surrounding grain segmentation.  Overall, this change substantially 
improves our results when compared to observations. We believe this is due to 
an increase in forward scattering over the previous computation method. We 
also note that the newly computed phase functions compare well to the “P11” 
functions shown in Xiong et al. 2015 and Haussener et al. 2012. 

  
This localized phase function approach also helps to address comment #3 
regarding the use of Fice.  In considering both the phase function and the 
extinction coefficient as determined by intersections with particle facets, rather 
than whole particles, we believe our approach of continuously depleting energy 
across the fixed distance is consistent with the larger model framework as the 
distance traveled each model integration is consistent with the distance 
between air/ice interfaces, rather than the distance between individual 
particles.  This is addressed in more detail in the response to comment #3. 
 
In response to your final comment here, our asymmetry parameters for 
rendered grains were lower than is often reported in the literature (generally 
between 0.6-0.7), however our values for the idealized rendered spheres and 
hexagonal plates were consistent with previous literature (e.g., 0.89 for a 
sphere with a size parameter of 1000).   

 
#" A method is proposed to estimate the extinction coefficient of snow from the 3D 
images, which is based on sampling the probability to be scattered or absorbed when 
traveling a certain distance from a variety of locations chosen randomly. This strategy 
seems acceptable, but does not reproduce the dependence of γext on SSA and density 
ρ expected for a collection of individual convex particles, that is γext = ρ · SSA / 2. 
This simple relation has been used in recent, similar, studies, though 



(Malinka, 2014, Picard et al., 2016). Although this deviation from the expected behavior is already seen 
in the original paper by Xiong et al. (2015) (their figure 4c), it should be further investigated. For 
instance it would be worth checking that the present strategy reproduces the expected dependence 
in the case of a collection of spheres. If it were carefully confirmed that in real snow the relation γext = 
ρ · SSA / 2 does not hold, this would be an important result. Not also that Figure 14 should be 
recomputed, looking for a correlation between γext and the product ρ · SSA. 
 
Response: This is an excellent comment and brings up an interesting issue which we had not 
considered.  First, we have made a couple of minor adjustments to the curve fitting code to 
attain better curve fits for γext, so the values are a little different, but still not consistent with 
ρ*SSA/4 (no diffraction). We had chosen to estimate the extinction coefficient following Xiong 
et al. 2015 to simply extend their approach from a 2D medium to a 3D rendered sample.  In 
this approach, photons are initialized at random throughout the sample, both within and 
outside of the ice.  Xiong et al. noted, without any further explanation, that this approach 
allowed for the inclusion of the microstructural features of the medium in the computation of 
γext.  We had not considered that this approach might not produce the γext = ρ*SSA/4 
relationship, which implies that the incident radiation is initialized outside of a particle (i.e., the 
geometric scattering cross section is simply the particle projected area).  Accordingly, Xiong et 
al. does not reproduce the γext = ρ*SSA/4 either (they also ignore diffraction).   
 
To test this, we computed γext following the Xiong et al. method applied to a collection of 
spheres with specified SSA and density, and found that these computed values match closely 
to the values of Xiong et al. (e.g., 4.58 mm-1 vs. 4.66 mm-1 for SSA = 32.7 and ρ = 250 and 
960 mm-1 vs. 940 mm-1 for SSA = 6.54 and ρ = 250), suggesting that this specific method for 
computing the extinction coefficient is more responsible for the deviation from the expected 
relationship, rather than particle shape. 
We further tested this by computing solid and air chord lengths for the spherical particle 
meshes via random ray sampling and estimated γext following Malinka et al. 2014, since this 
expression for γext is in part derived from the γext = ρ*SSA/4 relationship. This resulted in γext 
much closer to the ρ*SSA/4 relationship (e.g., 0.48 mm-1 for SSA = 6.5 and ρ = 250, as 
compared to 0.96 mm-1 following Xiong et al.). This discrepancy (i.e., tendency towards higher 
extinction coefficients) may help address your comment on Fice and continuous absorption, 
since the extinction coefficient tends to higher values using the Xiong et al. method due to the 
particle initialization scheme. 
 
We are aiming to add the following discussion on this point to a revised manuscript: 
 
“Foundational work on light scattering in a collection of weakly absorbing particles indicates 
that, ignoring diffraction, γext is given as γext = ρ*SSA/4 (e.g., Van de Hulst, 1957, 
Kohkanovsky, 2004).  This is substantially different than the relationship found between γext, 
SSA and ρ illustrated in figure 14.  We speculate that this is because the method for 
determining γext described in Xiong et al. (2015) and extended into three-dimensions here, 
initializes particles randomly throughout the sample which relaxes the assumptions regarding 
particle projected area implicit within the γext = ρ*SSA/4 relationship.” 
 
Finally, we have taken your suggestion and computed the correlation between  γext and the 
product of ρsnow and SSA for Figure 14, and have obtained substantially cleaner results.  Thank 
you for an excellent suggestion.  The written and visual results are now much cleaner and 
understandable. 

 
$" To my knowledge, the use of the mean fractional ice path Fice is quite unique to 
this study. Generally, the medium is instead represented by its absorption 
efficiency, or equivalently by its single-scattering albedo. In Eq.18, the energy of the 
photon packet is decreased along the path s due to absorption within the ice. However 
the distance traveled in the snow is underestimated when using a continuous 
representation, because the distance lext between scattering (or absorption) events is less 
than the actual distance traveled, which should include internal reflections not 
accounted for in lext (see Malinka 2014). As a consequence I believe (this has to be 
verified) absorption is overall underestimated with the present method. This can be 
easily corrected by carefully taking into account internal reflections (as is made for 
the estimation of Fice). Hence I’d encourage the authors to compare their approach to a 
more standard one based on single-scattering albedo (in which case absorption is seen 
as a probabilistic localized event rather than a continuous process). This would help 
validate the Fice approach or point to fundamental and critical differences between 
both approaches. Also, it should be physically explained why a linear relation is 
expected between ρ and Fice. 

 
Response: This is another interesting comment, and while we cannot be 



certain that we are under-representing the distance traveled within ice, we 
think that Fice is correct in this specific context.  We believe that the 
justification for the use of Fice is partially provided in the responses to 
comments #1 and #2.     From comment #1, when using a localized scattering 
perspective (as is done in Xiong et al. / Haussener et al.), the scattering 
direction is determined by scattering at an air/ice boundary, rather than a 
particle, which characteristically increases scattering in the forward direction 
over that of scattering computed for a specific particle shape.  Additionally, the 
Xiong et al. method for computing the extinction coefficient generates 
extinction coefficients that are broadly greater than those estimated by 
ρ*SSA/4.  It is tricky to understand exactly why this is the case, but we 
suspect that it is due to the snow “particle” perspective from which ρ*SSA/4 is 
derived as compared to the semi-random two-phase medium used by Xiong et 
al.  We speculate that combined with these approaches, the use of Fice is 
appropriate here.   
 
To support this assertion, we performed a sensitivity simulation for a collection 
of spheres with d=0.6 whereby we used an estimated single scattering albedo 
through ray-tracing following Grundy et al.: Single_Scat = 1 – absorbed/total.  
We combined this with an analytic extinction coefficient of ρ*SSA/4, and the 
phase function of a sphere at 1000nm.  We used these optical properties to run 
the medium model to get spectral albedo, and compared that to the method 
that uses the extinction coefficient from Xiong et al. and Fice with continuous 
absorption (see results in figure below).  Note that in this method, the phase 
function is localized as in Haussener et al. 2012 / Xiong et al. 2015.  While not 
exact, these methods produce results that are generally close to eqs. 9/49 
from Kokhanovsky and Zege 2004.  We suspect that localizing the phase 
function helped make the methods for generating the optical properties 
consistent with each other, and the medium model, and that our earlier more 
substantive differences can be traced to this. 
 
Finally, we note that a linear relationship between ρ and Fice is a good 
approximation, at least for densities greater than 150 kg m3.  The simplest 
physical explanation for this is that as density increases, there is simply more 
ice available for the photon to travel through.  Assuming, that the proportion of 
internal reflections taking place throughout the sample is similar across the 
samples, then one would expect a generally linear relationship with density.  
This fits with the equation you’ve provided that relates Fice, density, and B.  
 



 
 
 
 

%" Related to the previous point, I stress that some work has been focused in the past 
decade on the estimation of the absorption enhancement parameter B of snow 
(Libois et al., 2013, 2014, 2019), which is actually directly related to the proposed 
definition of Fice. Estimations of B from the joint values of Fice and ρ provide results 
quite different from those obtained elsewhere, which at least deserves comments, if 
it does not help pointing to deficiencies of the present study. Although this could in itself 
form relevant material for an independent, complementary study, it appears necessary 
to at least clarify this point. 

 
Response: This is a great comment and we have additionally responded to a 
similar technical comment below. We hypothesize that our results aren't 
actually significantly different than the results elsewhere, but rather the 
apparent discrepancy is associated with the non-linear relationship between Fice 
and B and photons that do not accurately sample the snow sample during the 
ray-tracing algorithm.  For instance, a track that interacts with only a single 
particle and then exits the sample after some internal reflections, Fice 
approaches 1, as compared to a track that traverses many grains yielding an 
Fice value that is more consistent with the sample density.  Further, because B 
is a non-linear function of Fice, any shift towards higher values of Fice due to 
these odd tracks would lead to a much larger than expected B parameter.  If, 
we instead compute B from Equation 4 in Libois et al. 2019, instead of from Fice 
and density, we obtain values generally between 1.2 and 1.6.  We agree that a 
deeper dive into looking at how B varies with Fice for different snow samples 
and types would make for an interesting complementary study.   

 
&" The paper tries to differentiate from previous similar studies by focusing on 
transmissivity, in complement to more widely explored reflectance properties. 
However, only a few observations (practically, 3 reflectance spectra) are used to 
validate the model, which do not correspond to the primary focus of the work. Since 
these measurements are not very well simulated (compared for instance to those 



reported by Carmagnola et al., 2013), it does not give confidence in the 
transmissivity simulations, in particular in the near-infrared. We also note than in the 
visible some differences remain that could be partly explained by the presence of 
light-absorbing impurities, which is not really discussed. 

 
Response: We have spent considerable time and effort in reframing the paper 
to include more observational comparisons.  We had initially chosen to limit 
this evaluation to keep the paper length manageable and focused on 
introducing the framework.  However, reworking the model phase function (see 
comments #1 & #3) and eliminating the grain segmentation, has substantially 
shortened the methods section which allows for a greater focus on 
observations.  Further, the results obtained with a localized phase function 
computation more like the Xiong et al. method produces substantially more 
accurate results in the NIR.  Finally, we have recast some of the wording to 
indicate less of a focus on transmissivity than the initial manuscript, while 
retaining an analysis and discussion on transmissivity.   Lastly, the snow was 
clean and free of contamination.  Specifically, we can say with some confidence 
that the snow was not contaminated with dust or black carbon, which is clear 
in the measured visible spectrum. 

 
'" One of the main problems of this paper is that it lacks a proper, critical discussion. In 
the current version the discussion is 15 lines long and does not really question the 
whole results of the paper. I’m convinced that given the uncertainties arising from the 
chosen method to estimate local optical properties, the issues related to the spatial 
representativity of the very small samples, and the very limited number of 
observations that unsuccessfully try to support the model, a much longer 
discussion would be very useful. 

 
Response: In light of many of the larger issues that you brought up in your 
thorough review, we have made large changes to the paper, including in the 
scope, methods, and focus.  Accordingly, we have included a more robust 
discussion to better contextualize our results and uncertainties with some of 
the suggested literature. Including discussion on the relationship between Fice 
and the B parameter, the relationship between ρ*SSA and γext as compared to 
the relationships discussed in Kokhanovsky and Zege 2004, and sample 
representativeness of the snow layers. 

 

Technical corrections 
 

l.3 : “based on X-ray microtomography” is unclear → “reflectivity of snow samples based on X-ray 
microtomography images ? 
Response: Updated to “reflectance of snow based on X-ray microtomography images,..” as 
suggested. 



()' : is really the focus more on transmissivity than albedo? 

Response: See response to Specific Comment #5 above for further details. 
We have reworded this sentence to “... this study’s effort is focused on 
simulating reflectance and transmittance in the visible and near-infrared (NIR) 
through thin snowpacks...”. 

()* : sub-nivean hazard detection is mentioned in the abstract but not later on 

Response: We thank the reviewer for pointing this out. As this is not a focus 
for this particular paper, we have removed it from the abstract. However, we 
briefly link this application to the 5% transmissivity contours shown in Fig 12 
in the discussion. 

 
()+ : should snow grain size be replaced by SSA? Because the advantage of having 
3D images of snow samples is to get rid of the simple, unrealistic, granular approach 
Response: We have replaced grain size with SSA. 

 
l.10 : not clear whether in the field transmissivity and/or reflectivity measurements were performed 

Response: We only refer to the reflectance data in the results and so have updated the text 
here to specify that. 

 
()!$ : “is limited to the top 5 cm” and “can penetrate” is awkward. Transmissivity is 
a property. Should be rephrased. 
()!%  
Response: We agree and have rephrased to make the point more clear. 
“...indicate that snow transmittance is greatest in the visible wavelengths, 
limiting light penetration to the top 5 cm of the snowpack for fine grain snow 
but increasing to 8 cm for coarse grain snow.” 

 
()!& – 15 : I think this result is quite obvious. Maybe consider providing another 
more specific result. 

 
Response:  We agree and have replaced this sentence with the following: 
“These results suggest that the 5% transmission depth in snow can vary by 
over 6 cm according to the snow type” 

 
l.28 : “aggregate” is unclear 
Response: While we were referring to spatially-averaged, we believe that is implied and have 
simply removed the term. 

 
()%# : to state that geometric optics works well some hint should be given about the 
typical size of scatterers in snow (or referring to a paper stating why it works 
well) 

 
Response: We have modified this sentence to read:  
 
“The scattering of visible and NIR light at an air/ice boundary is well described 
by the geometric optics approximation,since the wavelengths of visible and NIR 
light are small relative to the size of the typical snow particles (e.g, 
kokhanovsky and Zege, 2004).” 
 
 
()%$ : I think the interaction between a “snow particle” and light is far from being 
well understood. Because we essentially don’t know what a snow particle is. Consider 
rephrasing the sentence. 

Response: We have rephrased this to: “While the physics behind scattering 



and absorption are well understood for the geometric optics limit, …" 
 
l.47 : Here Mie theory is mentioned which seems to contradict the fact that geometric optics is used. 
Outside of the Mie regime, using a Mie code is probably useless. 
Response: We have clarified this sentence to state that, as a simplification, snow is often 
represented as a collection of spherical particles and that Mie theory is used to determine the 
albedo in this case. 

 
l.49 : I’d say that Mie theory CAN ONLY BE (by definition) applied to spherical particles 

Response: We agree and have reworded these sentences to make that assertion clearer. 
 
L.53 : please double-check that the errors highlighted by Dang et al. (2019) indeed result from the 
spherical hypothesis, and not from the two-stream approximation 
Response: Thank you for calling our attention to this. Since we cannot confidently parse out 
the source of error in Dang et al. (2019), we have removed this sentence and instead focus on 
the variation in single scattering properties with grain shape as noted by Ishimoto et al. (2018) 
and reference additional studies attributing errors to the spherical assumption (Picard et al. 
(2009), Libois et al. (2013), Neshyba et al. (2003)). 

 
l.59 : Is it similar to the approach of Malinka (2014), which could then be cited as well? 

Response: We did not cite Malinka (2014) here as our focus was on previous ray tracing 
studies and Malinka (2014) uses a stereological approach. We will specify this at the beginning 
of that paragraph and plan to mention Malinka and several other studies in additional text in 
the introduction. 
 
l.62 : I’m not sure in Dumont et al. (2021) they used ray-tracing on numerical samples to simulate 
optical properties. 
Response: The editor has requested that we include this reference here. 

 
l.65 : I’d encourage the authors to use reflectance/transmittance (the measured quantity) or 
transmissivity/reflectivity (the material property), but not a mixture of both. 
Response: Thank you for pointing out the inconsistency. We have adjusted our text to use 
reflectance/transmittance. 

 
l.72 : I understand that the main difference of this study with the previous ones upon which it builds is 
the special focus on transmissivity. If it’s the case, consider being even more specific on this point. 
Response: See response to Specific Comment #5 above for further details.  

 
l.75 : what does “semi-quantized” mean? 

Response: The phrase “semi-quantized” is in reference to the fact that the model tracks 
individual photon packets in a quantized method, however it uses a continuous depletion of 
energy through Fice: Absorbed = 1 – exp (-κλsFice). 

 
l.89 : “RT through non-spherical properties” is unclear. Do you mean to simulate single scattering 
properties of such particles? 
Response: Yes, we are referring to single scattering properties of non-spherical particles. We 
have updated the text to clarify. 

 
l.83 : again, is the reference to Dumont et al. (2021) appropriate? 

Response: Again, the editor has requested that we include this reference here. 

l.90 : remove “medium” 

Response: Removed, thank you. 



l.92 : how does this resolution compare with previous studies? Is it estimated to be sufficient to 
represent small-scale snow features that can have an impact on snow optical properties? 
 

Response: Other snow optical studies that have employed micro-CT data (Donahue et al., 2021; 
Ishimoto et al., 2018; Gergley et al., 2013; Kaempfer et al.2007 ) have used voxel resolutions 
ranging from 7 to 175 microns, depending on the minimum grain size being imaged in the study, 
0.025 mm to 0.5 mm in the case of previous studies. The grain size of the smallest samples we 
collected was estimated to be between 0.25 and 0.5 mm as determined from measurements of 
grain sizes made in the field using a hand lens and standard grain size measurements. Based on 
these estimates of grain size made in the field with the hand lens, the resolution of the micro-CT, 
at 20 microns, is roughly on the order of 10 times (12.5 times) the linear size of the minimum 
grain size we are imaging. We used the commonly employed Nyquist sampling criterion, which 
requires a minimum of 2.3 pixels per linear feature, to determine that the resolution was 
sufficient for the grain sizes we had sampled. The Donahue et al. 2021 study used the same 
resolution for grain sizes similar to our study (the authors also used the same make and model 
micro-CT, a Skyscan 1173, that we use).  
 
l.92 : does “1D” mean plane-parallel, that is horizontally homogeneous layers? Maybe clarify this 

Response: Yes, we have clarified. 
 
l.99 : Doesn’t the 1D model need single-scattering albedo ɷ? Would it be more appropriate to 
introduce first the 1D model (reverse 2.1 and 2.2) to highlight what properties are needed? Maybe 
consider to make the link between Fice and ɷ as follows (valid for weakly absorbing media): 

 
Fice = B · ρ/(ρice+(B-1)ρ), where B is the absorption enhancement parameter (see Libois et al., 2019) And 
1- ɷ = 2Bκ/(ρice SSA) (Picard et al., 2016) 
Response: We do not think that the medium model needs single scattering albedo since 
energy is depleted using Fice, and not a medium absorption coefficient.  There is some nuance 
in computing the B parameter directly from the mean Fice and the sample density (see 
responses to other comments) that makes it difficult to estimate single scattering albedo 
directly from Fice as described above.  However, we can estimate the single scattering albedo 
directly from the ray-tracing following Grundy et al. 2000.  That said, because the Xiong et al. 
method for estimating the extinction coefficient yields substantially different γext than the 
ρ*SSA/4 (see responses to other comments), the single scattering albedo estimated from 
following the above equation would be inconsistent with this framework. 
 
l.102 : unclear. Should it be the distance between extinction events (which can either be scattering or 
absorption)? And the relation is simply the inverse, no? Could you use there the more straighforward 
expression of extinction coefficient as density x SSA / 2 (depending on whether you include diffraction or 
not in scattering). See for instance Malinka (2014). 
Response: We have reworded this sentence to be the following: 
 
“In considering a photon of light traveling through the snow medium along a path, the photon 
is considered extinct when it intersects and is scattered along an air/ice boundary or is 
absorbed within the ice.  The extinction coefficient is then inversely proportional to mean 
distance traveled between these scattering and absorption events.” 
 

 
l.115 : could you comment on this wavelength dependence. Is it a default of the method, or 
something expected? 
Response: It’s a default of the method (see Xiong, et al. 2015), and we expect it since the 
extinction coefficient includes both scattering and absorption events. However, in practice, 
there is no wavelength dependence until ~1300nm when the ice absorption coefficient is 
larger.  This fits with the weakly absorbing particle assumption that yields γext=ρs*SSA/2 (i.e, 
no wavelength dependence). 

 
Eq. (4) : typo sign error; also, sin and cos should not be italic (same think throughout the paper) 

Response: We corrected all, thank you. 

l.137 : add vr and vt in parentheses here, and remove the end of the sentence l.141 

Response: Thank you for pointing this out, we have edited as suggested. 
 
l. 142 : this sounds very awkward to mention individual snow grains here, while the advantage of 
working with X-ray microtomogography images is to get rid of the particular representation of snow. 
Also, it is obvious that isolating grains from such an image is very arbitrary and isolated grains can 
behave very differently than the same grains being slightly sintered. Definitely it’s not tricky to define 



the phase function of a porous medium based on local characterization (see for instance Haussener 
et al., 2012). This deserves more caution. The approach of Xiong et al. (2015) might be more appropriate 
than isolating “snow grains”. An illustration of the segmentation process would be useful if this strategy 
is maintained. Could you also provide (where it best suits) the values of the asymmetry parameters 
obtained with this approach? 
Response: Upon further reflection, we have decided to take your suggestion and use a local 
phase function characterization following closely to Xiong et al. and Haussener et al., 2012. 
This approach eliminates the subjective method of isolating grains, improves our results, and 
fits better with the broader plane-parallel framework that uses Fice instead of an absorption 
coefficient.  See responses to comments 1 and 3 for more elaboration and see below for an 
updated figure comparing the spectral albedo for the fresh snow. 
 

 
 
l.170 : this grain selection seems very arbitrary and would deserve more attention or explanations. Also, 
how many grains should be averaged to have something representative? What’s the variability of the 
phase function across grains from a same sample? 
Response: We agree that the grain selection is somewhat arbitrary.  While no longer wholly 
relevant since we have removed this section from the methods (see responses to other 
comments), we had been choosing grains to ensure that they were not located on a sample 
boundary and had no clearly artificial boundaries.  The number of grains averaged to generate 
the phase function were dependent on the sample.  For example, some of our very large grain 
samples only had a handful of grains to average, whereas the fine grain samples had several 
hundred grains to sample from. 

 
l.172 : some comment is needed on the relevance of using the properties of a very small sample to 
represent a whole (necessarily heterogeneous) snowpack. Said differently, what is the 
representativity of the sample? 
Response: We agree on this point and have added some quantitative content in the discussion 
section to address this point. 

 

()!*& : reference to Picard et al. (2016) might be relevant 

Response: We have added a reference to Picard et al. (2016). 

()!*' : problem with the beginning of the sentence 

Response: Fixed, thank you. 
 
l.198 : could you double-check the equation for µy. There might be a sign error. Also didn’t you 



forget the last terms for µx and µy? 
Response: In revisiting this formula as it relates the cartesian directions to the scattering 
angle, we do not see a sign error for µy.  However, the last terms for µx and µy were left out of 
the text and have been added.  Fortunately, this oversight was limited to the paper text, and 
the code in the model was correct. Thank you for catching this! 

 
l.202 : is this approach the initiative of the authors, or was it taken from another paper? I’m afraid it’s 
wrong because it overall underestimates the total distance traveled by a photon (the distance 



traveled between scattering events does not include enhancement in the ice phase), hence the total 
absorption. This is probably tricky. 
Response: This approach to use Fice to continuously deplete energy was the initiative of the 
authors (as far as we know).  We agree that this is tricky, however, we think that the use of 
Fice instead of a medium absorption coefficient is consistent with the framework whereby the 
extinction coefficient is computed using the probabilistic form of Beer’s Law at varying 
distances from the particle initiation.  We note that using this method, the scattering coefficient 
is larger than expected by ρ*SSA/4  for rendered spheres by a factor on the order of 1.3 - 1.8.  
We expect that this scattering coefficient is consistent with the Fice based continuous energy 
depletion.  Finally, the lack of absorption noted in the original paper was entirely corrected 
once localizing the phase function such that it was oriented at air/ice boundaries, rather than 
to individual segmented grains.  We did a brief comparison of methods to support this 
hypothesis.  Please refer to the more detailed response for specific comment #3 provided 
above. 
 
l.207 : the “Russian roulette” should probably be better explained. What happens to the photon 
packets that are not killed? 
Response: Photons that are not killed are provided additional energy proportional to “m” 
which supplies a small bit of additional energy to the model to account for the energy removed 
when a photon is killed.  We added some additional text that we hope clarifies this point. 
 
“In this formulation, energy removed from the model by killing photons is compensated for by 
adding a comparable amount of energy to the photons below the prescribed threshold which 
are not killed, thereby preserving statistical energy conservation.” 

 
Figure 3 : labels should be larger (also for Figs. 9, 10, 13). Why using markers? Why not simply 
having two layer with different shades? 
Response: We will increase all axes labels and tick marks for the noted figures. For Figure 3, 
we felt that the markers better allow the reader to imagine the photon hitting and interacting 
with individual air/snow interfaces, as occurs in a real snowpack. 

 
l.227 : I did not understand “is used to simplify the complex reflectance properties of a rough 
surface” 
Response: We have simply removed this text as it did not add a whole lot to the sentence.  
Thank you. 

 
l.238 : not clear whether samples are taken from the surface or in the pit (to sample various layers) 
 
Response: The samples were taken from the surface, 0-7 cm, in the case of the small grained sample, 
and from 14-19 cm depth in the case of the large grained sample.  
 

l.241 : how later (compared to snow sampling) were the images taken? 

Response: The small grained sample was imaged 18 days after snow sampling, while the large grained 
sample was imaged 53 days after snow sampling due to limits in access to the laboratory due to COVID-19 
concerns. All samples were stored at -30 degrees C to limit metamorphic change in the intervening 
timeframe. 

l.245 : “optimization” is unclear 

Response: The FieldSpec 4 requires optimization which adjusts and improves the detector 
sensitivities for the probe and light source currently in use. We have included this clarification 
in the text. 

l.247 : was it nadir observations? 

Response: Yes. 
 
l.255 : what’s the size of the aluminium panel? How was it practically inserted? How did you ensure that 
it is horizontal under the snow? What’s the precision of the depth position (transmissivity greatly 
varies with depth)? 4.75 cm seems very (too) accurate for a depth measurement! Typo for 
“aluminium” 
Response: The aluminum panels were 16x16 inches. They were inserted into a snow pit 
sidewall, carefully to disturb the above snow as little as possible.  In practice we started from 
the bottom and worked up through the snowpack so the “slot” left behind after pulling out the 
panel wasn’t included in the following measurement.  We had no way to ensure that it was 



perfectly horizontal beneath the snow, though we think a likely bigger contribution to 
variations in depth between the panel and the snow surface are minor (<0.25cm) variations in 
the actual snow depth.  Snow depth measurement precision was likely on the order of 5mm, 
but considering minor fluctuations in snow surface depth, or the possibility of subtle tilts in the 
panel, we have revised this precision to 10mm.  With regards to the typo, “aluminum” is the 
typical US spelling and we will leave it to the editor to select which spelling is preferable within 
this journal’s standard. 

 
Figure 4 : maybe not very useful. 

Response: We have cut figure 4 from the paper. 

Figure 5 : An indicative scale would be helpful 

Response: We have included the size of the panels in the text. However, we disagree that 
adding a scale at this point to the image will be beneficial since it would require a considerable 
approximation, would likely be visually unappealing, and wouldn’t provide any additional 
information. 

l.271 : Is the cylinder still 7 cm high for the detailed analysis, or limited to a cubic sample? 

Response: As noted on l.285, a cubic sub-sample is used for the detailed analysis. 
 
l.281 : totally agree, and this should be further discussed. Does this literature correspond to optical 
studies? If not, I see no reason that this approach is satisfying for optical issues. 
Response: We agree that there is some amount of subjectivity in the grain segmentation 
process.  In fact, improving grain automated segmentation from uCT for both optical and 
structural mechanics is an ongoing topic of research we are pursuing.  We also note that 
Ishimoto et al. (2018) used a subjective grain segmentation algorithm on snow as part of an 
optical study, although they didn’t use watershed.  However, in response to previous 
comments, we have recast the phase function to be localized (e.g., Xiong et al., Haussner et 
al.) and no longer rely on segmented grains.  So, this subjectivity is no longer relevant to this 
specific study. 

 
l.313 : what is the underlying albedo? Visible light can indeed reach the ground  

Response: Underlying surface albedo was treated as a 100% absorptive lower boundary.  
Transmissivity was simulated at ~ 1% for the visible wavelengths. 

l.317 : “of the each” 

Response: Typo has been fixed, thank you. 

l.318 : how is albedo computed? What are the illuminating and viewing angles? 
Response: The illumination was downward diffuse (e.g., random incident vector directions).  
Albedo is approximated by simply tracking the ratio between the photon energy escaping the 
top of the model over the input energy.  While it is more correct to compute it by 
hemispherically integrating the BDRF / DCRF,it’s quite a bit more computationally expensive to 
do so, and we find the differences between these two methods were negligible until higher 
zenith angles. 
 
l.320 : “that favors” reads awkward → “it shows the strong sensitivity of NIR albedo to snow 
microstructure” 
Response: We have reworded as suggested. 

 
l.323 : it’s more a dependence than a relationship 

Response: We have further specified the relationship as a dependence, as recommended. 
 
()$#& : is exponential qualitative or confirmed? Consider referring to Eq. 9 of 
Kokhanovsky and Zege (2004) 
Response: This was qualitatively similar to what is seen in the literature.  We 
have added citations to that effect (e.g., Xiong et al.).  Further, we show the 
plot from eq. 9 from Kokhanovsky and Zege to contextualize the results noting 
that eq.9 approaches an albedo of one for all wavelengths more rapidly due to 
the cos(zenith) -> 0, and that our results are more consistent with those from 
Xiong et al., particularly for the NIR wavelengths. 

  



Figure 10 : 25000 photons per wavelength (how many by the way?) or for all wavelengths? 

Response: 25000 photons per wavelength. 

()$#' : what “observed” behavior? Your work or from the literature? 

Response: We have clarified this sentence to read:  

“consistent with the results from previous studies on the relationship between 
snow albedo and zenith angle (e.g., Li and Zhou, 2003; Kokhanovsky and 
Zege, 2004;  Xiong e al. 2015) 
l.326 : “with good fidelity” is not justified. What do you compare to? More generally your 
model could not but reproduce that, so it’s not a proof of the model being “good”. 
Response: Agreed, we have removed this sentence and added citations to sentence on the 
BRDF.  (Aoki et al. 2000; Hudson et al. 2006; Kaempfer et al. 2007; Dumont et al. 2010; 
Xiong et al. 2015) 
 
Table 1 : would be useful to provide the parameter B as well (see Libois et al., 2014). In particular the 
values would be 1.95 for fine grain and 2.05 for coarse grain (TBC). Also γext is quite different from 
ρ·SSA/2 (see Libois et al. 2013 or Picard et al., 2016), which would certainly deserve some comment. 
Have you applied your technique to a collection of isolated spheres (with known ρ and SSA) to check 
whether you can obtain the exact (known) value of γext? 
Response: To answer the first part of this question, computing B from mean Fice and sample 
density here is a little tricky, and we suspect isn’t providing an accurate answer. We think that 
this is because B increases non-linearly as a function of Fice for a given density and, as a result, 
the mean Fice (or mean B parameter) for several different photon tracks through the medium 
would be weighted towards a higher-than-expected value. Specifically, individual B values for 
photon paths with Fice less than the average would be outweighed by overly high B values for 
higher Fice values, which we expect are photon paths that enter and exit the medium rather 
quickly interacting with perhaps only 1 “particle.”  We can show this by comparing sampled 
histograms of Fice to histograms of B, and indeed, the mean value of B is shifted to the left of 
the most frequent value, which is typically in the 1.3-1.6 range (see figure below).  We 
propose a better way to estimate B from this framework is to follow equation 4 from Libois et 
al. 2019, and simply compare the solid ice fraction from a photon path that reflects and 
refracts throughout the medium to the solid ice fraction following a straight chord through the 
medium.  Following this method, we get values closer to those reported within the literature, 
and we find that that B converges to 1.26 for a collection of spheres.  We suspect that these 
two methods do not yield equivalent values for B because the sample density may not be 
representative of the density for each photon track that passes throughout the medium. Please 
see our response to an additional comment below for more information on this point. 
 
 

Red line = B from mean Fice, Black dashed line = B = 1.26 
 
Yes, we have computed extinction coefficients for several collections of spheres. Please see 
response to specific comment #2 above for details. 
 

 
l.332 : it’s not clear what transmissivity is here. It it the flux at a particular depth within the snow 



layer of 20 cm? Or it it the transmittance of a snow layer of thickness X (with black surface 
beneath), where X is varying. Without precision I’d assume it’s option 2. This makes a big 
difference and should be clarified. 

Response: It is option 2, we have made some clarification in the text to clarify this: 
“Finally, we use the model to provide an initial assessment of the impacts of snow 
microstructure on simulated spectral transmittance at specified depths within a 
homogenous snowpack.” 

 
l.336 : an optical thickness is unitless. The penetration depth is a length, though 

Response: Fixed, thank you for this correction. 
 
Figure 12b: shouldn’t the lines be removed, and the red line added to 12a? Because they correspond to 
transmissivities, not differences in transmissivities 
Response: We have chosen to keep the lines on 12a, since they correspond to the penetration 
depth for each simulation, and we think that the difference in penetration depths nicely 
compliments the difference in transmittance show in the shaded contours. 
 
Table 2 : as for Table 1, I found B values ranging from 2.3 to 2.8, which are somehow much larger than 
previous estimates. Again γext is quite different (30%) from ρ·SSA/2 (or even ρ·SSA/4 if diffraction is 
not considered). Also, depth seems to start from the ground, which is surprising (looks more like height). 
Finally, I doubt that SSA estimation can reach 0.01 m2 kg-1 precision. 
Response:  We have updated the SSA values in the table to be precise down to the 10, not 
the 100s decimal place.  Please see above comment for table one discussing the ρ*SSA/4 
relationship and differences between how the scattering (extinction) coefficient is computed 
here vs. elsewhere.  Again, see additional comments related to computing B from mean Fice vs. 
computing it directly from the ray-tracing following eq. 4 from Libois et al. 2019. 
 
l.345 : why not using the 4% reflectance mentioned earlier? 

Response: This may be a mistake in the paper.  Regardless, we have rerun the simulations 
with the 4% reflectance lower boundary.  Thank you for catching this! 

 
l.347 : I don’t understand what “remarkably good” means, given that substantial differences are 
seen in Fig. 13. Why are the differences in the NIR so large? 
Response: We have reworded this to be quantitative.  Specifically, we have quantified “good” 
by stating the RMSE for the visible (300-850) and NIR (850+) ranges, in addition to the figure.  
We have also updated this result to reflect the change in the phase function, which yields a 
much better result, and especially  improved the comparison in the NIR.  Thank you for the 
suggestion. 

 
Figure 13 : why is there a line in between points? 

Response: We feel that the lines help make the figure easier to read and more visually 
appealing, and have chosen to keep them. 

 
l.350 : errors in the phase function are mostly impacting the NIR, but they also affect the visible 
range, which is why it deserves much more attention. 
Response: We agree, and we have replaced the particle phase function in the framework with 
a localized phase function that does not rely on grain segmentation or individual particles, 
more like the phase function in Xiong et al. & Haussener et al.  This phase function approach is 
more consistent with the approaches for determining the extinction coefficient and the 
absorption within the snow.  Accordingly, this change alone results in dramatic improvement in 
model performance. 

 
l.363 : according to the formula presented above (Fice = B · ρ/(ρice+(B-1)ρ)) it’s no surprise to have a 
linear-like behavior in the explored range of snow densities. However the 0.25 residual is surprising. 
I’d be worth computing B for all available data based on your approach.   
Response:  See above comment regarding how we chose to compute B.  In response to your 
suggestion, we are working on calculating B for all of the samples following eq.4 from Libois et 
al., 2019. We note that while the relationship between Fice and density is well approximated 
by a linear function for the mid-range densities, there is a visible convex inflection in the 
scatter plot, which is consistent with the relationship between Fice and density in the above 
formula.  The 0.25 relationship is interesting, and we suspect that this is due to a general 
propensity for the mean Fice averaged over all photon tracks to fall to the right of the most 
frequent value of Fice in the histogram (see figure below).  We suspect that this is due to some 
photon tracks that interact with only a single particle within the same, and bounce out, leading 
to Fice that approaches 1.  Accordingly, the linear relationship between Fice and density appears 



as expected, though is shifted towards higher values than would be expected, leading to a y-
intercept of 0.25.  This is likely related to your other comment regarding the abnormally high B 
values.  Note that in the below histogram, if the peak of the histogram is used (0.35) instead 
of the mean (0.5), the B parameter for the sample density of (275) is ~1.26 vs. 2.4. 
 

 
l.372 : this has been known for a while (Eq. 23 of Bohren and Barkstrom, 1974) 

Response: This section will be updated and revised based on the major comments above. We 
will ensure that the relevant references are included in that discussion. 

 
l.368 : again, use the product ρ·SSA instead of a bilinear regression. Again a residual in such 
regression should be commented. 
Response: We have replaced the bilinear regression with a regression against ρ*SSA, which is 
a much cleaner result. Thank you. 

 
l.372 : what does a r2 of 0.25 mean in terms of correlation? 

Response: The correlation coefficient in this case is 0.5, meaning there is a positive 
correlation but it is not significant. 

l.380 : suggest → confirm 

Response: Corrected, thank you. 

l.387 : can you clarify what “we pair” means 

Response: We have removed the first part of this sentence as it is unnecessary and may be 
confusing. To be more succinct, it now reads “We note that high values of γext are more likely 
to coincide with high values of Fice due to the shared dependence of these variaables on snow 
density in most snowpacks.” 
 
l.390 : not clear why the highly scattering nature of snow explains the different sensitivities to Fice and 
γext. I’d use an analytical expression of the penetration depth (see for instance Libois et al., 2013) to 
show that the dependence on γext is linear, while the dependence on B is square root 



(changes in Fice are proportional to changes in B if density is unchanged). The ~3 scaling of γext 
results in a ~3 scaling of penetration depth. The ~2.3 scaling in Fice results in a ~1.5 scaling, which is 
consistent with your simulations. 
 
Response: Thank you for another insightful comment. The original sentence on the highly 
scattering nature of snow was included to reflect that the most influential variable driving 
penetration depth within the snow was the one related to scattering (γext) and not the one 
related to absorption (Fice).  In our original reading of Libois et al. (2013), we had not made the 
analytical connection between the penetration depth and γext.  In accordance with this 
comment, we have replaced this sentence to refer to the analytical expressions for the e-
folding depth as a function of γext to show that a linear scaling is expected, and commented on 
the square root dependence of B: 
 
“The simulated relationship between γext and penetration depth (L) is consistent with the 
analytical expressions showing a linear relationship between L and γext discussed in Libois et al. 
(2013).  Specifically, the factor of 3 decrease in the extinction coefficient corresponds to a 
factor of 3 increase in penetration depth.  Additionally, in showing a muted impact of Fice on L 
that increases with wavelength, the relationship between Fice and penetration depth is also 
consistent with the L ~ SQRT(B*kabs) relationship discussed in Libois et al. (2013). For 
instance, at 1300nm, the simulated increase penetration depth is proportional to square root of 
the increase in Fice.” 
 

 

()$,# : never exceeds 2.5 cm, no? 

Response: Yes, however this specific answer has changed once we localized 
the phase function. 

()$,$ : leading to an increase 

Response: Great catch!  Thank you. 

l.398 : for crust layers, how would you isolate grains from the 3D image? 

Response: Using the same method as before, though with a larger minimum threshold 
distance for the Euclidian difference partitioning.  Certainty, this was a lot trickier to get 
realistic grains, and resulted in less grains available for the phase function computation.  Which 
goes to one of your points made earlier.  However, because we have made the shift away from 
using isolated grains to compute the phase function, this is no longer relevant. 

l.404 : at what wavelength were the phase function and γext estimated? 

Response: 1000nm 

l.407 : unit missing 

Response: Fixed, thank you. 

l.422 : I don’t agree with “high accuracy” 

Response: See response to specific comment #1. Improvements have been made to the 
model that result in better agreement between simulated and observed spectral albedo (Figure 
13). 

l.425 : at what wavelength? 

Response: It is stated at the beginning of the sentence that we’re referring to the visible 
portion of the spectrum here but we have further clarified by adding mainly in the 400 nm – 
650 nm range. 

l.426 : was the reduction of albedo mentioned earlier? 

Response: We have rephrased to specifically reference transmittance, and not albedo, since 
an explicit relationship between albedo and transmission was not referenced earlier. 

l.428 : again, this is obvious 

Response: We have removed this sentence, thank you. 



l.435 : consider reading Hagenmuller et al. (2019) 

Response: Thank you for the suggestion. 

Additional suggestion : 
 
Here is a procedure to test the validity of the 1D ray-tracing code (although I don’t particular 
believe it does not work): 

 
- Consider an homogenous (horizontally semi-infinite) layer of thickness L, non 
absorbing 
- Illuminate it with diffuse light 
- Record the path lengths of escaping (reflected and transmitted) photons 
- Check that the average path length equals 2L, whatever the chosen phase function 
- If it does not work there is an issue somewhere 
- See Blanco and Fournier (2003) for more details 

 
Response: Thank you for this constructive suggestion to test the validity of 
the ray-tracing code.  In performing this test for a small variety of depths 
without absorption we find that the mean pathlength <L>/depth approaches 
~2.  So, we believe the random walk ray-tracing code meets the criteria of this 
test. 
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This study develops and applies a Monte Carlo photon tracking model to simulate snow 
reflectance, using micro-CT scans of the snow as input. Because the micro-CT scans 
(necessarily) only apply to ~1 cubic centimeter domains, a hybrid approach is adopted to 
extend the optical properties of ice grains obtained from these samples to implicitly model 
the reflectance and transmittance of deeper, plane-parallel snowpacks. Comparisons of 
measured and modeled spectral albedo of snow with black targets placed at different 
depths was generally favorable in the visible portion of the spectrum, where the influence 
of the targets is strongest, indicating the simulations of bulk transmittance are likely 
accurate. Overall, this is a useful contribution to the literature, and the proposed approach 
has promise for broader application, but the issues described below should be addressed 
prior to publication. 

General issues 
 
Section 2, lines 90-97: The reasoning for applying these two distinct modeling approaches 
becomes clearer as one works through the manuscript, but I think the discussion here 
should be expanded to clarify the need and reasoning for these two separate approaches. 

 
Related: One of the main attractions of explicitly applying a Monte Carlo model to 3-D 
snow images is that it potentially precludes the need to identify and distinguish distinct 
snow grains and treat them as independent scatterers. And yet, the approach applied here 
essentially does that, treating identified grains as independent scatterers, necessitated by 
the small sample size of micro-CT scans and excessive computational needs associated 
with tracking photons through a sufficiently large sample composed of 20um voxels. I do 
think the approach developed is innovative and useful, but I would like to see a clearer 
discussion of (a) potential biases and limitations associated with separating ice grains and 
treating them as independent scatterers, and (b) potential sensitivity of modeled results 
to the grain separation algorithm applied. I would think there is a fair amount of 
subjectivity in the identification of grain boundaries, especially in sintered snow, and I 
think it would be helpful to discuss the implications of this. 
 
Response: In response to another reviewer who shared the same concern, we have 
decided to reframe the phase function such that grain segmentation and individual 
particles are no longer required, since the phase function was the only optical property 
that required grain segmentation.  This method follows more closely to Xiong et al. 2015 
and Haussener et al. 2012.  Upon further reflection, we understand that this method is 



more consistent with the estimation of the extinction coefficient and computation of 
absorption within the snowpack, and as a result substantially improves our results.  
However, this change does require major rewrites to the methods section, and changes in 
our results interpretation.  

 
Line 116-119: What is the statistical uncertainty in the extinction coefficient derived with 



this technique? 
 
Response: The uncertainty for a given value of the extinction coefficient is very low for set 
parameters. For example, repeating the calculation of it for the same sample, same 
wavelength, and same curve fitting technique yields a standard deviation of <0.05 if 
enough photons are used (>2000 seems to be sufficient for convergence).  However, there 
is more substantive uncertainty if the parameters that influence the curve fitting are 
modified. For example, if the distance sampling is different, or if the initial guess that feeds 
into the curve fit is modified can yield differences as high as 0.3. 
 
Although the comparison between modeled and measured spectral albedo (Figure 13) is 
quite good in the visible, the discrepancies at wavelengths longer than 1000 nm are rather 
substantial. The authors speculate that this could be due to errors in the derived particle 
scattering phase functions, and indeed albedo in this part of the spectrum is strongly 
influenced by grain size and shape, so errors in the identification and rendering of 
individual grains could be responsible for this. Because the penetration depth of near-IR 
radiation in snow is very short, however, one alternative explanation is that grain 
morphology of the very top of the snow (e.g., top ~1mm) could be different from the mean 
morphology of the top 2cm, from which the sample was collected. Grenfell et al (1994) 
speculated that unresolved snow grain size of the top millimeter of snow could be 
responsible for similar discrepancies found in their study. Another potential consideration is 
uncertainty in the near-IR refractive indices of ice, as described by Carmagnola et al (2013) 
and Dumont et al. (2021). Even more serious than uncertainty in the near-IR refractive 
indices, however, is application of spectrally-constant refractive indices, as suggested on 
p.24. (Please see the next comment). Given the magnitude of the modeled albedo bias in 
the near-IR, I suggest expanding on the analysis and discussion of potential underlying 
causes of this. 
 
Response: Thank you for the suggestions and relevant references. We have incorporated 
some discussion on these points to the manuscript. In particular, on the first point related 
to differences in the top 1mm of snow vs. the top 2cm.  Specifically, we find that the 
physical and optical properties of a 1cc rendering of snow, are quite variable over short 
depths (e.g., 2cm of snow can have a range of optical properties depending on how the 
uCT renderings are subset).  However, as noted above, our results are substantially 
improved by modifying the phase function such that it determines the scattering direction 
at individual dielectric boundaries, rather than “whole particle” scattering.  We believe that 
this orientation is much more consistent with the overall framework, as it intrinsically 
assumes photons are traveling between scattering events, not particles.   

 
Discussion on p.24 indicates that the authors assume ice optical properties independent of 
wavelength. I appreciate that this is done to reduce computational expense, but I believe 
this could lead to non-negligible biases, especially in the near-IR, and may even relate to 
the modeled albedo bias described above. The impact of spectral variations in ice optical 
properties can be seen in Mie solutions for ice spheres, which for 1000um spheres produce 
scattering asymmetry parameters ranging from 0.888 at 500nm to 0.915 at 1400nm, 
indicating differences in the scattering phase function that will lead to differences in 
modeled albedo. I think the importance of this issue should be probed more, potentially 
within the context of modeled albedo biases shown in Figure 13. 

 
Response: As mentioned, this was done in accordance with computational expense, and 
this is often assumed that n_ice is constant throughout the visible and NIR at ~ 1.33 in 
other studies.  As part of a more comprehensive discussion, we have added some comments 
on this, specifically related to the wavelength dependence of the phase function. 

Specific issues: 
 
Line 38: "scattering of electromagnetic energy ... determined by the different refractive 
indices for ice and air" - Perhaps add "and geometry of the ice-air interfaces". 
 



Response: Done, thank you for this suggestion. 
 
Line 86: "Further, this framework ignores the wave properties of light, such as phase and 
diffraction" - I think it would be helpful to include a bit more discussion (i.e., 2-3 
sentences) on just how important neglect of diffraction may or may not be. You could 
potentially draw on work from Liou et al (2011) and earlier work with co-author Yang, who 
include diffraction (at some level) in their derivation of optical properties for non-spherical 
ice particles. 
 
Response: Thank you for this suggestion, accordingly we have added a couple of 
sentences further discussing this shortcoming: 
 
“While some work has been done incorporating diffraction into geometric optics scattering 
for non-spherical particles (e.g., Yang et al. 1997; Liou et al. 2011), because this 
framework treats snow as a two-phase medium rather than a collection of particles, 
accounting for diffraction isn’t straightforward.  Further, because the diffraction pattern is 
strongly forward scattering (Xiong et al. 2015), we anticipate that this simplification is 
appropriate here, though we acknowledge that diffraction may be more important for the 
longer NIR wavelengths.” 

 
Line 99-100: Please include the units of these optical properties. 
 
Response: Done, thank you. 

 
Line 118: Just to clarify, the curve is fit to P_ext vs. L ? As commented above, what is the 
statistical uncertainty in the extinction coefficient derived with this technique? 
 
Response: Yes, the curve-fit is from P_ext to L, through Beers law to get the extinction 
coefficient.  The uncertainty is generally very small (<0.05), however by playing around 
with how the curve fitting is performed, it becomes a little larger, specifically by changing 
the sample distance (L) for calculating P_ext, and modifying how the curve fit is 
performed.  See above response for more information. 
 
Line 136: How is the vector normal of the ice surface calculated? Perhaps the reader could 
be referred to section 2.5 for more info, but immediate questions that come to mind are: 
Are grain boundaries represented as facets (like in Figure 1), resolved only to the voxel 
size, or as curved surfaces? If curved, is there a resolution to the derived curve, or is it a 
mathematical description that gives a precise surface normal for any point of ray 
intersection? 
 
Response: This is a great question.  The boundaries are represented as facets (i.e., 
planar).  And yes, it is resolved to approximately voxel size, with limited smoothing 
related to the level-set function that differentiates the snow from the air along the voxel 
boundary. 

 
Line 147-148: I assume the particle orientation is also random, but please clarify. 
 
Response: We have removed all methods related to particles, so this section has been 
rewritten in it’s entirety. 



Line 169: Perhaps I missed it, but how many dTheta bins are used for the calculation of 
p(cos(Theta))? 
 

Response: We used 180 bins, but this is a user configurable option. 
 
Line 176: Grammatical issue. 
Response: Corrected, thank you. 

 
Line 202-203: The meaning of this sentence ("... instead of...") is unclear to me. What is 
the distinction between these two methods? 
 
Response: In this method, the energy absorption is computed directly from the 
absorption coefficient of ice and a mean distance traveled within ice between scattering 
events, whereas most commonly in medium models, the medium is assigned an 
absorption coefficient based on the complex refractive index and single-scattering 
albedo. 

 
Equation 20: How many bins are used to compute the DCRF? 
Response: We used 10x10 degree bins following Kaempfer et al. 2007. 

 
Line 257: "... constant reflectance of approximately 4%..." - Is the uncertainty of this 
reflectance known, and if so, how important is this uncertainty? A simple model sensitivity 
study (e.g., with +/- X% reflectivity) could shed light on how important this uncertainty is 
for interpretation of model-measurement comparison. 
 
Response: We suspect that the uncertainty of this is rather small, we took numerous 
reflectance measurements of this panel throughout the data collection periods and found 
a majority of the uncertainty was concentrated within the water vapor and CO2 bands. In 
response to this comment, we have performed these runs with +- 5% uncertainty in the 
lower-boundary reflectance, and show negligible impacts, even at the shallowest snow. 

 
Section 3.1: How were the mesh samples generated? Are these simply individual micro-CT 
scans, or were samples somehow stitched together to create the 800 mm^3 volumes? 
Also, it would be helpful to clarify (once again) at the beginning of this section that the 
1-D model is used to simulate albedo, using optical properties generated from 3-D 
simulations of individual ice particles from the scans. 
 
Response: These mesh samples were generated from individual micro-CT scans of 
approximately 2.0cm width and 10cm depth.  These are subsets of that to avoid 
assimilating edge pixels along the circumference of the micro-CT sample. We have 
reiterated how the 3D samples are used to generate the optical properties for 1D 
samples. 

 
Line 337: By "optical thickness", I assume you mean the thickness of snow needed to 
achieve 5% transmittance, but it might help to apply more precise wording. 

 
Response: Thank you for this suggestion, we have clarified this to read “transmittance 
depth” following a similar comment from another reviewer. 

 
Figure 10 caption: Please note the snow thickness assumed in these model studies. 

 
Response: Done, thank you. 
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