Supplement

In this supplement, we first presented the constitutive equations regarding unfrozen water content, the ice effect on hydraulic conductivity, the temperature dependence of water flow, water vapor density in Section S1. Then Section S2 presented the surface fluxes simulations for the frozen/unfrozen periods. Tables were listed in Section S3.

S1 Constitutive equations

S1.1 Unfrozen water content

In both T&C and STEMMUS, the soil freezing characteristic curve (SFCC) method was employed to estimate unfrozen water content, in combination with the van Genuchten soil water retention curve (SWRC) model (Van Genuchten, 1980) and Clapeyron equation. The SWRC is expressed as

\[
\theta_{\text{tot}}(h) = \begin{cases} 
\theta_r + \frac{\theta_s - \theta_r}{1 + |\alpha h|^m} h, & h < 0 \\
\theta_s, & h \geq 0
\end{cases},
\]  

(S1)

where \( \theta_{\text{tot}} \), \( \theta_s \), and \( \theta_r \) are the total water content, saturated water content and the residual water content, respectively; \( h \) (m) is the pre-freezing soil water potential; \( \alpha \) is related to the inverse air-entry pressure; \( m \) is the empirical parameter. The parameter \( m \) is a measure of the pore-size distribution and can be expressed as \( m = 1 - 1/n \), which in turn can be determined by fitting van Genuchten’s analytical model (Van Genuchten, 1980).

The unfrozen water content was estimated by employing SFCC (Dall’Amico, 2010; Dall’Amico et al. 2011)

\[
\theta_L(h, T) = \theta_r + \frac{\theta_s - \theta_r}{1 + |\alpha(h + h_{\text{Frz}})|^n}^m,
\]

(S2)

where \( \theta_L \) is the liquid water content, \( L_f \) (J kg\(^{-1}\)) is the latent heat of fusion, \( g \) (m s\(^{-2}\)) is the gravity acceleration, \( T_0 \) (273.15 °C) is the absolute temperature. \( h, \alpha, n, \) and \( m \) are the same as in S1. \( h_{\text{Frz}} \) (m) is the soil freezing potential.

\[
h_{\text{Frz}} = \frac{L_f}{c_0} (T - T_0) \cdot H(T - T_{\text{CRIT}}),
\]

(S3)

where \( T \) (°C) is the soil temperature. \( H \) is the Heaviside function, whose value is zero for negative argument and one for positive argument, \( T_{\text{CRIT}} \) (°C) is the soil freezing temperature.
\[
T_{\text{CRIT}} = T_0 + \frac{\alpha h T_0}{T_f},
\]  
(S4)

**S1.2 Hydraulic conductivity**

In both T&C and STEMMUS, the unsaturated hydraulic conductivity (Van Genuchten, 1980, Mualem 1976) is expressed as

\[
K_{Lh} = K_s K_r = K_s S_e^l [1 - (1 - S_e^{1/m})^m]^2, \quad (S5)
\]

\[
S_e = \frac{\theta - \theta_r}{\theta_s - \theta_r}, \quad (S6)
\]

\[
m = 1 - 1/n, \quad (S7)
\]

where \(K_{Lh}, K_s\) and \(K_r\) (m s\(^{-1}\)) are hydraulic conductivity, saturated hydraulic conductivity and relative hydraulic conductivity, respectively. \(S_e\) is the effective saturation. \(l, n,\) and \(m\) are the van Genuchten fitting parameters.

The blocking effect of ice presence is estimated by the impedance factor,

\[
K_{Lh} = 10^{-EQ} K_{Lh}, \quad (S8)
\]

\[
Q = (\rho_i \theta_{ie} / \rho_L \theta_L), \quad (S9)
\]

where \(K_{Lh}\) (m s\(^{-1}\)) is the hydraulic conductivity in frozen soils; \(K_{Lh}\) (m s\(^{-1}\)) is the hydraulic conductivity in unfrozen soils at the same negative pressure or liquid moisture content; \(\theta_{ie}\) is soil ice content; \(Q\) is the mass ratio of ice to total water, and \(E=7\) is the empirical constant that accounts for the reduction in permeability due to the formation of ice (Hansson et al., 2004).

**S1.3 Temperature dependence of matric potential and hydraulic conductivity**

Soil matric potential and hydraulic conductivity are dependent on temperature in STEMMUS (Zeng and Su, 2013), which affects soil water surface tension and viscous flow effects. The temperature dependence of matric potential can be expressed as

\[
h_{\text{Cor}, T} = h e^{-C_P(T - T_r)} \quad (S10)
\]

where, \(h_{\text{Cor}, T}\) is the soil matric potential considering temperature effect; \(C_P\) is the temperature coefficient, assumed to be constant as 0.0068 °C\(^{-1}\) (Milly, 1984); \(T_r\) is the reference temperature (20 °C).
Hydraulic conductivity, taken into account the temperature effect, can be written as

\[ K(\theta, T) = K_r(\theta)K_T(T) \quad (S11) \]

where \( K_r(\theta) \) is the relative hydraulic conductivity, \( K_T(T) \) is the temperature coefficient of hydraulic conductivity, expressed as

\[ K_T(T) = \frac{\mu_w(T_r)}{\mu_w(T)} \quad (S12) \]

where \( \mu_w \) is the viscosity of water. The dynamic viscosity of water can be written as

\[ \mu_w = \mu_{w0}\exp \left( \frac{\mu_1}{R(T + 133.3)} \right) \quad (S13) \]

where \( \mu_{w0} \) is the water viscosity at the reference temperature, \( \mu_1 = 4.7428 \) (kJ mol\(^{-1}\)), \( R = 8.314472 \) (J mol\(^{-1}\) K\(^{-1}\)), \( T \) is the temperature in °C.

45 S1.4 Water vapor density

Vapor flow, driven by the gradient of water vapor density, links the water flow and heat flow in STEMMUS. The water vapor density, according to Kelvin’s law, is expressed as a function of both temperature and matric potential (Philip and Vries, 1957)

\[ \rho_v = \rho_{sv}H_r, \quad H_r = \exp \left( \frac{h_g}{R_vT} \right), \quad (S14) \]

where \( \rho_{sv} \) is the density of saturated water vapor \((\exp(3.13716 - \frac{6014.79}{T} - 7.92495 \times 10^{-3}T) \times 10^{-3} \) \( \rho_v \)); \( H_r \) is the relative humidity; \( R_v \) (461.5 J kg\(^{-1}\) K\(^{-1}\)) is the specific gas constant for vapor; \( g \) is the gravitation acceleration; \( T \) is the temperature in K.
S2 Surface Fluxes Simulations

The difference between model simulated and the eddy covariance measured 5-day moving average dynamics of surface energy fluxes was shown in Figure S1. Three models generated similar simulation patterns against the observations. The simulation of $R_n$ is characterized as the overall overestimation, with isolated underestimation episodes, which occurred mainly in the frozen periods. Compared with unCPLD and unCPLD-FT model simulations, CPLD model presented a larger overestimation of $R_n$. Such overestimation tended to enlarge during the non-growing periods. There is a negligible difference of $R_n$ between unCPLD and unCPLD-FT model simulations.

For H dynamics, model differences presented the seasonal variations with the general overestimation during the growing seasons while the underestimation during the non-growing seasons. During the growing season, the modeling discrepancies appeared larger in 2016 and 2018 than that in 2017. It is difficult to attribute such a difference mostly to the model inaccuracy or mostly to the data inaccuracy. On one hand, the energy balance closure problem rises as the potential source of error and reason of discrepancy. The Eddy covariance observed LE and mostly H fluxes are underestimated when constrained by the surface energy closure during the summer periods (see Table 2). On the other hand, in T&C model, the surface temperature is simplified and ‘one single prognostic surface temperature’ is computed, i.e. soil surface and vegetation surface temperature have the same value. The difference between the soil surface, vegetation surface and the assumed surface temperature can be a potential cause for such discrepancies in H. In addition, the uncertainties in the precipitation measurements can be an additional potential reason for the simulated differences between 2016 & 2018 and 2017.

CPLD model generated less overestimation of H, compared with unCPLD and unCPLD-FT model. As the main difference among the three models is that CPLD model taking into account the coupling water and heat physics during the unfrozen period. We attributed such difference to the water-heat coupling physics, i.e., the vapor flow effect and thermal effect on liquid flow. During the frozen periods, CPLD model usually produced a larger underestimation than unCPLD and unCPLD-FT models. Slightly better performance was identified during the late winter periods for CPLD model, probably due to the better capture of vegetation dynamics.

There are seasonal fluctuations of model performance regarding LE dynamics, with the general overestimation during the growing season while good fits during the non-growing season. The differences among the three models were minimal except some observable differences during the vegetation onset periods when the difference of vegetation dynamics occurred.

The correlation between observed and model simulated daily average surface energy fluxes for the non-frozen and frozen period was presented as Figure S2 and Figure S3. For the non-frozen period, three models can well simulate the dynamics of $R_n$ except at the low radiation values. The correlation between model simulated and measured LE was weaker than $R_n$. The worst model performance was identified for H
simulations. Three models produced a similar correlation to the observed surface fluxes during the non-frozen period.

For the frozen period, the model performance degraded for the surface energy fluxes. There is a considerable underestimation of $R_n$ against the measured high $R_n$ values. This is probably due to the snow cover dynamics were not well captured and the uncertainties in precipitation measurements. Other than these periods, CPLD model produced overestimation of $R_n$, which results in a worse correlation than that from unCPLD and unCPLD-FT models. There is no significant difference among the three models in LE simulations. The correlation between model simulated and observed H dynamics appeared the same for the three models, while CPLD model produced the underestimation of H compared with unCPLD and unCPLD-FT simulations.
Figure S1. Difference between observed and simulated 5-day moving average dynamics of net radiation (Rn), latent heat flux (LE), and sensible heat flux (H) using the original (uncoupled) T&C (unCPLD), T&C with consideration of FT process (unCPLD-FT) and coupled T&C and STEMMUS (CPLD) model. The frozen period, identified from Figure 1b, was highlighted by the blue shadow.
Figure S2. Scatter plots of observed and model simulated daily average surface fluxes (net radiation: Rn, latent heat: LE and sensible heat flux: H) using the original (uncoupled) T&C (unCPLD), T&C with consideration of FT process (unCPLD-FT) and coupled T&C and STEMMUS (CPLD) model during the non-frozen period, with the color indicating the occurrence frequency of surface flux values.
Frozen period

Figure S3. Scatter plots of observed and model simulated daily average surface fluxes (net radiation: Rn, latent heat: LE and sensible heat flux: H) using the original (uncoupled) T&C (unCPLD), T&C with consideration of FT process (unCPLD-FT) and coupled T&C and STEMMUS (CPLD) model during the frozen period, with the color indicating the occurrence frequency of surface flux values.
### S3 Tables

#### Table S1. The average values of soil texture and hydraulic properties at different depths used in all simulations.

<table>
<thead>
<tr>
<th>Soil depth (cm)</th>
<th>Clay (%)</th>
<th>Sand (%)</th>
<th>$K_s$ ($10^{-6}$ m s$^{-1}$)</th>
<th>$\theta_r$ (cm$^3$ cm$^{-3}$)</th>
<th>VG model</th>
<th>$\psi_{s,00}$ (MPa)</th>
<th>$\psi_{s,50}$ (MPa)</th>
<th>$\beta_R$</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-10</td>
<td>10.00</td>
<td>27.00</td>
<td>1.05</td>
<td>0.55</td>
<td>0.050</td>
<td>0.015</td>
<td>1.35</td>
<td></td>
<td>1.35</td>
</tr>
<tr>
<td>10-40</td>
<td>8.00</td>
<td>28.00</td>
<td>1.94</td>
<td>0.55</td>
<td>0.050</td>
<td>0.008</td>
<td>1.45</td>
<td></td>
<td>1.45</td>
</tr>
<tr>
<td>40-80</td>
<td>8.00</td>
<td>47.00</td>
<td>5.61</td>
<td>0.50</td>
<td>0.052</td>
<td>0.008</td>
<td>1.50</td>
<td></td>
<td>1.50</td>
</tr>
</tbody>
</table>

Note: VG, Van Genuchten (Van Genuchten, 1980)

#### Table S2. The main vegetation parameters for the Tibetan meadow ecosystem used in all simulations

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root depth that contains 95% of fine root biomass</td>
<td>$Z_{R,95}$</td>
<td>m</td>
<td>0.3</td>
</tr>
<tr>
<td>Water use efficiency parameter, which connects the stomatal aperture and net assimilation</td>
<td>$a_1$</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>Specific leaf area</td>
<td>$S_{l,Al}$</td>
<td>m$^2$ LAI g C$^{-1}$</td>
<td>0.0225</td>
</tr>
<tr>
<td>Maximum rubisco capacity</td>
<td>$V_{c,max}$</td>
<td>-</td>
<td>60</td>
</tr>
<tr>
<td>Temperature for leaf onset</td>
<td>$T_{lo}$</td>
<td>°C</td>
<td>0.2</td>
</tr>
<tr>
<td>Daylight threshold for senescence</td>
<td>$L_{day,cr}$</td>
<td>h</td>
<td>11.4</td>
</tr>
<tr>
<td>Cold control on leaf shedding</td>
<td>$T_{cold}$</td>
<td>°C</td>
<td>0</td>
</tr>
<tr>
<td>Water potential at 2% loss stomatal conductivity</td>
<td>$\psi_{s,00}$</td>
<td>MPa</td>
<td>-0.8</td>
</tr>
<tr>
<td>Water potential at 50% loss stomatal conductivity</td>
<td>$\psi_{s,50}$</td>
<td>MPa</td>
<td>-2.8</td>
</tr>
<tr>
<td>Critical leaf age</td>
<td>$A_{cr}$</td>
<td>d</td>
<td>180</td>
</tr>
<tr>
<td>Leaf onset water stress</td>
<td>$\beta_R$</td>
<td>-</td>
<td>0.99</td>
</tr>
</tbody>
</table>
Table S3. A summary of annual average GPP and NEE of grassland over the Tibetan Plateau, with records of mean annual temperature (MAT) and precipitation (APT)

<table>
<thead>
<tr>
<th>Site</th>
<th>Location</th>
<th>Elevation (m)</th>
<th>Type</th>
<th>MAT (°C)</th>
<th>APT (mm)</th>
<th>GPP (gC m⁻² yr⁻¹)</th>
<th>NEE (gC m⁻² yr⁻¹)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arou</td>
<td>38°3′N, 100°27′36″E</td>
<td>3033</td>
<td>grassland</td>
<td>0.6</td>
<td>464.1</td>
<td>818.3</td>
<td>-198.7</td>
<td>(Sun et al., 2019)</td>
</tr>
<tr>
<td>Damxung</td>
<td>30°28′08.50″N, 91°03′44.50″E</td>
<td>4286</td>
<td>swamp meadow</td>
<td>-</td>
<td>-</td>
<td>755-935</td>
<td>-</td>
<td>(Bai et al., 2011)</td>
</tr>
<tr>
<td>Damxung</td>
<td>30°28′08.50″N, 91°03′44.50″E</td>
<td>4286</td>
<td>swamp meadow</td>
<td>1.8</td>
<td>475.6</td>
<td>835.29 (755.02-901.37)</td>
<td>-</td>
<td>(Niu et al., 2016)</td>
</tr>
<tr>
<td>Damxung</td>
<td>30°28′08.50″N, 91°03′44.50″E</td>
<td>4286</td>
<td>swamp meadow</td>
<td>1.3</td>
<td>335</td>
<td>-</td>
<td>-161.85</td>
<td>(Niu et al., 2017)</td>
</tr>
<tr>
<td>Haibei</td>
<td>38°37′N, 101°18′E</td>
<td>3250</td>
<td>shrub meadow</td>
<td>-1</td>
<td>566</td>
<td>634 (575-681)</td>
<td>-121(-193 – -79)</td>
<td>(Kato et al., 2006)</td>
</tr>
<tr>
<td>Haibei</td>
<td>37°35′N, 101°20′E</td>
<td>3250</td>
<td>alpine wetland meadow</td>
<td>-1.1</td>
<td>510.367</td>
<td>629.87 (575.7-682.9)</td>
<td>106.1 (44-173.2)</td>
<td>(Zhao et al., 2010)</td>
</tr>
<tr>
<td>Lijiang</td>
<td>27°100′ N, 100°140′ E</td>
<td>3560</td>
<td>alpine meadow</td>
<td>6.1</td>
<td>1180</td>
<td>600 (522-669)</td>
<td>-161 (-213 – -114)</td>
<td>(Wang et al., 2017)</td>
</tr>
<tr>
<td>Zoige</td>
<td>33°56′ N, 102°52′ E</td>
<td>3430</td>
<td>swamp meadow</td>
<td>-</td>
<td>-</td>
<td>589.8-672.1</td>
<td>-</td>
<td>(Tian et al., 2003)</td>
</tr>
<tr>
<td>Zoige</td>
<td>33°56′ N, 102°52′ E</td>
<td>3430</td>
<td>swamp meadow</td>
<td>1.1</td>
<td>650</td>
<td>-</td>
<td>-79.7-47.1</td>
<td>(Hao et al., 2011)</td>
</tr>
<tr>
<td>10 sites</td>
<td>-</td>
<td>3033-4730</td>
<td>alpine grassland</td>
<td>-</td>
<td>-</td>
<td>300-400</td>
<td>-</td>
<td>(He et al., 2014)</td>
</tr>
</tbody>
</table>

Note: * indicates same site with different years
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