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Dear Reviewer,

Thank you for allowing a revision of our manuscript, with an opportunity to address your
comments. We are uploading our point-by-point response to the comments (below).
The read friendly version can be seen in the supplement.
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The read friendly version can be seen in the supplement. Reviewer#2, Concern # 1:
Much of the material in the introduction is related to weather or seasonal prediction in
which initialized forecasts are use. However, climate projections on longer timescales
(such as those used here from the CMIP5 models) have some different considerations.
In particular, the non-initialized climate model simulations (such as those in CMIP5)
are not meant to predict the conditions from a single year, in which internal variability
plays a large role, but instead the ensemble mean conditions represent the forced re-
sponse of the system, which is relevant to longer timescale predictions. Given this, I
am uncertain why metrics for a single year (2018) are used to assess the different en-
semble techniques as applied to CMIP5 simulations. Could you please further explain,
discuss this? Alternatively, you may want to consider assessing the methods using a
perfect model setup in which you treat a model projection as the truth (for example, see
Karpechko et al., 2013, doi: 10.1175/JAS-D-13-071.1) and note that in doing this, that
model independence needs to be considered (see more on independence below). Au-
thor response: Thanks for your suggestions. The metrics for a single year (2018) are
inappropriate to use to assess the different ensemble techniques as applied to CMIP5
simulations due to the impact of internal variability. Therefore, all the experiments have
been redesigned in this study. First, as it is often assumed that internal variability can
sufficiently neglect the Earth’s climate system if the test period is beyond 30 years
(Arguez and Vose, 2011), thus, we extended the time series, monthly data for from
1979 to 2014 were utilised in the training phase, and monthly data from 2015 to 2050
were used in the test phase. Second, the impact of internal variability on the proposed
method, i.e. MMSE-AFTER method, has been discussed in section 4.1. Results show
a good performance in depicting the future system evaluation of the SIT regardless of
internal variability. Third, the pseudo-reality approach (a perfect model setup in which
you treat a model projection as the truth (for example, see Karpechko et al., 2013, doi:
10.1175/JAS-D-13-071.1)) has been used with cross validation method to access the
methods. Forth, the impact of model independence has been discussed in section 4.2.
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Reviewer#2, Concern # 2: A primary rationale for using multi-model ensemble pre-
dictions for climate is the thought that different models will have different biases and
so considering multiple models allows us to characterize the uncertainty associated
with imperfect models and to “average out” some of that uncertainty in our projections
of the forced climate changes. Because of this, having models that are independent
samples is an important consideration. Ensemble members from individual models are
not independent since they are produced by the same model and ideally should only
differ due to the internal variability that is not predictable on the timescales of consid-
eration in uninitialized simulations. Because of this, in producing a simple multi-model
ensemble mean (for example in the IPCC), often only a single realization from each in-
dividual model is used. Additionally, there is considerable interdependence of models,
especially from the same centers (for example see Knutti et al.s 2013 paper on cli-
mate model genealogy), which can be a problem for producing an ensemble average.
It appears to me that for some of the ensemble techniques (like the simple ensem-
ble mean), you have treated every simulation including ensemble members from an
individual model as independent simulations and averaged them all together. Is this
correct? If so, those methods will be heavily weighted towards the few models that
have numerous members, which should be avoided. In general, the issue of model
independence and the challenges inherent in the climate model ensembles of oppor-
tunity should be discussed in the manuscript and considered in the different ensemble
techniques. Author response: Thanks for your suggestions First, Control experiments
are designed to discuss the impact of model independence in section 4.2. In the con-
trol group that considers the impact of model interdependence, all the candidates from
each group were first averaged, avoiding a few models that had numerous members
highly weighted. Then, the procedure detailed in Section 3.2 was repeated. The ex-
perimental group selected in the second step must be chosen without intentional con-
sideration of model interdependence. As listed in Table 7, the results (including CCs,
RMSEs, and SSIMs) of the experimental and control groups were at the same level
in all experiments, showing that the MMSE-AFTER method is capable of automatically
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handling model interdependency. Thus, there is no need to deliberately consider model
interdependency in the SIT ensemble forecast when the proposed method is used,
thereby providing a more objective alternative compared with some current weighting
schemes (e.g. Knutti et al., 2017). In addition, some models may have a common
structural limitation, leading to whole biases (Knutti et al., 2017). Thus, the particular
purpose of the ensemble forecast must be determined to be either an ensemble for
adaptation (EFA) or an ensemble for improvement (EFI). EFA occurs when there is a
model from all the candidates that can capture the true data generation process, or
when other candidates can only provide redundant information relative to the former
one. However, as different model candidates can provide different information, which
may cause misspecifications in different ways, an EFI might occur. Herein, the MMSE
scheme, which was adopted to consider the effects of local biases on the improve-
ment of the ensemble forecast, combined with the AFTER algorithm, constructed a
good link between the past and future of the system evolution of the SIT. Moreover, the
new weighting scheme solves the problem of redundant information provided by model
interdependency by focusing on the different information among different candidates.

________________________________________

Reviewer#2, Concern # 3: There are numerous papers discussing ensemble averag-
ing techniques for climate projections for many different properties but these are not
generally mentioned in the introduction. Many of these papers discuss challenges
with model weighting in the CMIP ensembles of opportunity and some strategies be-
hind devising reasonable weights. Please expand the introduction to include some
of this background material (for a recent sea ice example see – Knutti et al., 2017,
doi: 10.1002/2016GL072012). Author response: Thanks for your suggestion. The
background material has been expanded in the Introduction. Some weighted schemes
have been designed to combine forecasts (Abramowitz and Bishop, 2015; Sanderson
et al., 2015), wherein the models that agree better with observations for a selected set
of diagnostics are assigned higher weights and vice versa. Model interdependence is
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another important factor in weighted schemes and has been discussed by Knutti et al.
(2017). The interdependence of models, especially from the same centres, can be a
problem for producing an ensemble average (Knutti and Sedláček, 2013). Knutti et al.
(2017) adopted an evaluation of model interdependence into the design of the weight
scheme, assigning less weight to the largely duplicate existing models.

________________________________________

Reviewer#2, Concern # 4: Please enhance the description of the metrics used in the
assessment of the different methods. Are you comparing the single time-varying multi-
model ensemble values from each different method with the observations for 2018? It
was not always clear whether things like the correlation coefficients were computed in
space (with appropriate weighting for non-equal area grid cells) or computed in time
(just over the months in 2018) or something else. Are all of the metrics just computed
for 2018 using monthly data? Author response: Thanks for your kindly advice. The
experiments including the metrics to assess different methods have been redesigned
in the study. The work flow of this study is as follow: ïĄň Step 1. Data pre-processing.
To obtain a sufficient time series to overcome the influence of the internal variability
on sea ice, both the historical and simulated data with different RCP scenarios were
combined, thereby producing 94 model candidates with the same time series of 1979 to
2050. Meanwhile, all the candidates were interpolated into the same spatial resolution
as the PIOMAS data. ïĄň Step 2. The 11 GCMs were divided into six groups, which
are marked as ACCESS, CCSM4, ECEARTH, HADGEM, MIROC, and MPI. Here, one
candidate was randomly chosen from one group to be considered as the “true values”
while the other candidates were used as candidate forecast models. Data from 1979
to 2014 were used for the training sets, while data from 2015 to 2050 were used for
the test sets. ïĄň Step 3. The weights of the MMSE and MMSE-AFTER methods
were obtained by comparing the “true value” and the reconstructed historical data,
respectively, during the training phase. ïĄň Step 4. The test sets were weighted by
the obtained weights in Step 3, and then the combined forecasts were produced. ïĄň
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Step 5. A candidate from a different group was selected, repeating Steps 2 – 4. ïĄň
Step 6. Multiple evaluation methods (CC, RMSE, and SSIM) were adopted to measure
the performance of each method in the SIT ensemble forecast from time and space.
Then comes the best ensemble forecast method. ïĄň Step 7. Emergent constraints
experiments have been designed to study the impact of internal variability on the best
ensemble forecast method. ïĄň Step 8. Control experiments have been designed
to test the impact of model interdependency on the best ensemble forecast method.
ïĄň Step 9. Future variability of SIT and the best combined weights of different Arctic
zones are provided by the best ensemble forecast method. Overall, The work flow of
this study is demonstrated as follow (see Figure 1) :

________________________________________

Reviewer#2, Concern # 5: Why does the conventional multimodel superensemble
method provide such bad results? Author response: In each experiment, the most sim-
ilar spatial structure of the SIT to the “true values” was obtained using the conventional
multimodel superensemble method during the training period. However, Values with
a poorer performance than those of the other two methods were used as the trained
weights in the testing period. In other words, the MMSE method cannot capture the link
between the past and future evolution of the system (Notz, 2015) due to the overfitting
of the MMSE method during the training period.

________________________________________

Reviewer#2, Concern # 6: The observed training data that is used is only about 10
years long. On timescale, internal variability may have a large imprint on the trends
and variability. Given this, uninitialized climate model simulation disagreement with
observations may not mean that the model is deficient but could just be a consequence
of internal variability. The weights will not necessarily reflect this and so “good” models
could be down-weighted in the projections. Please discuss these limitations in the
paper and the challenges in using a short observational record in comparison to
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the free-running climate simulations which have their own time-evolution of internal
variability. Author response: Thanks for your kindly advice. As your request, we
extended the time series, monthly data for from 1979 to 2014 were utilised in the
training phase, and monthly data from 2015 to 2050 were used in the test phase. Then,
our study adopted a new weighting scheme, called the MMSE-AFTER method, to
improve the performance of ensemble forecasts in SIT simulation, wherein local biases
are considered by the MMSE scheme. The AFTER algorithm was incorporated to
overcome linear overfitting, which exists in the conventional MMSE method, allowing
us to construct a good link between the past and future evolution system of SIT.
Herein, our experiments, which were based on the pseudo-reality approach, were
designed to verify our model’s accuracy. Results from two additional control trials
showed that our proposed method eliminated the impacts of internal variability and
model interdependence. The ensemble forecast of future SIT changes provided by
the MMSE-AFTER method can be applied to investigating the feasibility of sailing
route opening and resource exploitation in the future. Moreover, this method can be
used not only for SIT but also for other variables. More work will be done to verify
this method in the future. In addition, new models from CMIP6, which has a better
understanding of system evolution, can be used to test the performance of this new
scheme in future research.

Please also note the supplement to this comment:
https://tc.copernicus.org/preprints/tc-2020-86/tc-2020-86-AC2-supplement.pdf
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