
Response to referee 1

A bulk drag parameterizatzion is applied to calculate the aerodynamic rough-
ness length over a part of the western Greenland ice sheet as a function of the
surface topography that has been evaluated using UAV photogrammetry and
finally ICESat-2 laser altimeter measurements. The parameterization includes
skin drag and form drag caused by small scale features such as hummocks and
sastrugi. Results for the roughness are compared with those obtained from
in situ turbulence measurements. Finally, a map of the surface roughness is
presented over a selected region of the western ice sheet. In most parts the
paper is very well written and it follows a clear logic presenting novel results.
Results might become helpful to better understand in the future the role of
surface roughness for atmospheric and ice processes. I suggest, however, an
improvement of the description of the used roughness parameterization before
publication.
We are grateful to the referee for his thoughtful and precise comments. In the
text below we respond point-by-point and discuss the changes to the work. The
referee comments are written in black. Our answer to each comment is written
below in blue. The proposed changes to the original manuscript are then high-
lighted in red.

Major Revisions

1. Please separate more clearly in 2.1 the description of the determination of
z0m from the measured fluxes and from the used model. Perhaps, introduce
corresponding headings so that the structure becomes clear at a first glance.
We agree with the reviewer and therefore propose to add a third sub-section to
separate the definition of z0m from the bulk model for z0m.

L60:

2 Model

2.1 Definition of the aerodynamic roughness length z0m

(...)

Hence, the process of finding z0m is equivalent to finding d,
u(z)

u⇤
and d m(z)

simultaneously.

2.2 Bulk drag model of z0m

The main task is to model the total surface shear stress ⌧ = ⇢u
2
⇤, which for

a rough surface is the sum of both form drag ⌧r and skin friction ⌧s:
(...)
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2.3 Definition of the height (H) and frontal area index (�) over a rough ice sur-
face
(...)

2. It seems that a mixture is used here of the schemes by R92, Andreas (1995)
and of own assumptions. E.g., equation (A3) ignores the wake e↵ect. Please
compare this with equation (7) of Andreas (1995). This needs explanation.
Please clearly specify own assumptions.
The reviewer is right, we have applied the R92 model to a realistic surface
(rough ice), just as Andreas (1995) did for sastrugi. Our equation (A3) is in
fact Equation (12) from R92, which aims to model the skin friction for a flat
surface without any obstruction by roughness elements. However in this study
we do take into account wake e↵ects that occur when � > 0 as in Andreas
(1995), in our equation (A7). We have added clarification with our Equations
(A3) and (A7) and hope this becomes more clear in the revised manuscript.

L428:
Similarly, R92 models the skin friction for an unobstructed flat surface as:

lim
�!0

⌧s = ⇢Cs(z)u(z)
2 (A3)

L445:
Based on the previous work of Arya (1975), and on scaling arguments of the
e↵ective shelter volume, R92 includes sheltering and models the total surface
shear stress over multiple obstacles as:

⌧(�) = ⌧s(�) + ⌧r(�) (A7)

= ⇢u(H)2

Cs(H)exp

✓
�c�

u(H)

u⇤

◆
+ �Cdexp

✓
�c�

u(H)

u⇤

◆�
,

where c = 0.25 is an empirical constant that determines the sheltering e�ciency.

3. In its present version equation (A4) is wrong. This can be seen by in-
serting the value z = 10 m. Probably, a missprint (?)

The reviewer is correct, there are two misprints in our equation (A4). The
height of the obstacles H should be replaced by the variable z. A minus sign
was also missing in the exponent of Cs(10). The correct version of the equation
was used in the code, therefore this does not a↵ect the results in any way. We
have corrected these misprints in the revised version.
L429
Following Andreas (1995), Cs(z) is estimated from the 10-m drag coe�cient
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Cs(10) measured over a flat surface, according to:

Cs(z) =


Cs(10)

�0.5 � 1



✓
ln

✓
10� d

z � d

◆
�d m (z)

◆��2

, (A4)

with Cs(10) = 1.2071 ⇥ 10�3, which yields z0m = 10�4 m for a perfectly flat
surface in this model.

4. I understood that d m(z) is set to zero to derive z0m from measurements.
But this di↵ers from the assumptions in the Appendix for the most complex
scheme. Please better explain why this is no contradiction.
Using the bulk drag model of R92, the estimation of z0m requires modelling the
drag coe�cient, thus the wind speed and the momentum flux, at the top of the
roughness elements (z = H). At this height the averaged vertical profiles of
horizontal wind velocity deviate from the inertial sublayer wind profile by an

o↵set d m(z). However for z > 2H we assume that the inertial sublayer profile
is valid again, and defined by a roughness length z0m. Thus, linking the z0m

that defines the wind profile in the inertial sublayer (z > 2H) to the wind speed
at the top of the roughness elements (z = H) requires correcting for the wind

profile deviation by d m(z). On the other hand, when estimating z0m from the
measured wind speed and momentum flux, we assume that the instruments are

located in the inertial sublayer where d m(z) = 0. This is most likely valid, given
that we measure at z = 3.7 m and that H < 1.5 m at measurement site S5.
We propose to add an explanatory sentence in our section 3.1 Eddy covariance
measurements:

L156
We only select data taken during near-neutral conditions (z/Lo < 0.1), and we

assume that the measurements are taken above the roughness layer, i.e. d m(z)
= 0. The latter is a reasonable assumption, given that the height of the obsta-
cles (H) at these sites is less than 1.5 m, which means that the roughness layer
unlikely exceeds 3 m (Smeets et al., 1999; Harman and Finnigan, 2007). On the
other hand, when applying the drag model to estimate z0m (Appendix A.), the

correction factor d m(z) is taken into account. The reason is that the obstacles
are located in the roughness layer, where the vertical wind profiles deviate from
the inertial sublayer wind profiles, according to Eq. (1).

5. I propose to describe in the Appendix first the complete scheme by R92 (in
its version used here), and then give equations (A5) and (A6) of others. This
would facilitate reading.
We agree with the reviewer, and we have moved equations (A5) and (A6) to the
end of Appendix A.

L467:
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Other attempts have been made to relate z0m to the geometry of multiple sur-
face roughness elements. For instance Lettau (1969, L69) empirically relates
z0m to the average frontal area index of the roughness obstacles, which has
been adapted by Munro (1989) for the surface of a glacier:

z0m,L69 = 2CdH
Af

Al
= 2CdH�. (A13)

Macdonald et al. (1998,M98) have shown that Eq. (A13) can be obtained by

assuming that there is only form drag, and by setting d = 0, d m(z) = 0 and
Cd = 0.25. By including the displacement height d, M98 is able to reproduce

the non-linear feature of the
z0m

H
= f(�) curve:

z0m,M98 = (H � d)exp

 
�

Cd

2
�

✓
1� d

H

◆��0.5
!
. (A14)

[end of Appendix A]
6. The obstacle height is set twice the standard deviation of the filtered

profile. How sensitive are the results to this assumption?
The elevation profiles we consider contain information at all wavelengths. There-
fore, changing the value of the high-pass cuto↵ wavelength a↵ects the resulting
standard deviation, and thus the modelled value for z0m. We propose to add a
sensitivity analysis on the modelled H, � and z0m for ⇤ 2 [10; 50] m at site S5
in the new Appendix B (see Fig B1). We also propose to add a few explanatory
sentences in the Appendix regarding this sensitivity.

L113:
To remove the influence of the widest obstacles, the elevation profile of length L
is linearly detrended and the power spectral density of the detrended profile is
computed in order to filter out all the wavelengths larger than the cuto↵ wave-
length ⇤ = 35 m. This value is found to give optimal results, which is shown in
Appendix B.

Appendix B: Sensitivity experiments:

Cuto↵ wavelength ⇤

We find that the optimal value of the cuto↵ wavelength for the high-pass filter
is ⇤ = 35 m. This may be explained by the fact that the resulting filtered
topography using ⇤ = 35m still contains most (⇡ 80 %) of the total variance of
the slope spectrum. The latter is defined as the power spectral density of the
first derivative of the elevation profile. A sensitivity experiment using di↵erent
values for ⇤ at S5 can be found in Fig. B1. Changing the value for ⇤ strongly
impacts the estimated H (Fig. B1c), as the elevation profiles considered here
contain information at all wavelengths (Fig. B1a). On the other hand, increas-
ing the value for ⇤ above 35m does not significantly a↵ect the estimate frontal
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Figure B1: (a) Filtered elevation profile in wind fetch direction 186�, (b) esti-
mated obstacle frontal aera index, (c) estimated obstacle height and (d) mod-
elled aerodynamic roughness length at site S5 for di↵erent high-pass cuto↵ wave-
lengths ⇤. See Figure 8 in main text for the labels in d).

area index � (Fig. B1b). Overall, increasing ⇤ from 10 m to 50 m increases
the modelled z0m from 7.6 ⇥ 10�4 m to 2.8 ⇥ 10�2 m at S5, in the wind fetch
direction 184� that matches the ICESat-2 track (Fig. B1d).
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7. Equation (A2) (upper line) has been given in Garbrecht et al. (2002) (not
Garbrecht et al. (1999) as in the lower line).
The reviewer is right. We have modified the reference accordingly.

L423:
Based on the analysis by Garbrecht et al. (2002) for sea-ice pressure ridges, we
choose the following parameterization,

Cd =

8
><

>:

1

2
(0.185 + 0.147H) if H  2.5 m

1

2

✓
0.22log(

H

0.2
)

◆
if H > 2.5 m

(A2)

Note that the factor 1/2 is a consequence of a di↵erent definition for Cd in Gar-
brecht et al. (2002) than Eq. (A1).

8. Line 80: Equation (3) is used by Lüpkes et al. (2012) and by Lüpkes
and Gryanik (2015) as well. The di↵erence is that the width of the roughness
elements (ice floes) can be of the same order as the width of open water fetch.
However, exactly the same equation (3) is used by Garbrecht et al. (1999, 2002)
and by Castellani et al. (2014), who parameterize the impact of ridges on sea
ice. The di↵erence in their models to the one discussed in the manuscript is that
due to the large distances between ridges further simplifications are possible.
We thank the reviewer for this clarification. We believe this information might
be useful for the interested reader, and thus we propose the following modifica-
tion :

L84:
At this point, we will di↵er from the model by Shao and Yang (2008), who add
an extra term in Eq. (3) in order to separate the skin friction at the roughness
elements and the underlying surface. We also di↵er from the models by Lüpkes
et al. (2012) and Lüpkes and Gryanik (2015), where skin friction over sea-ice
is separated between a component over open water, and a component over ice
floes. In the case of a rough ice surface, their is no clear distinction between
the obstacles and the underlying surface. Therefore, we follow the model of
Raupach (1992, R92), which is designed for surfaces with a moderate frontal
area index (� < 0.2).

9. Figure 6: It should be mentioned that the ’observed’ z0m depends also on a
model, namely on all assumptions involved in equation (2) when it is applied
over inhomogeneous surface topography. This would be di↵erent if just drag
coe�cients were compared with each other, for which just the observed wind
speed and momentum fluxes at the measurement height would be needed.
We agree with the reviewer. We propose to replace the ”measured z0m” by
”estimated z0m from in situ observations” everywhere in the text and in figure

6



captions.

Minor Revisions

1. Line 32: here it might be useful to cite cite also Lüpkes and Gryanik (2015).
Added

L32
Lüpkes et al. (2012) and Lüpkes & Gryanik (2015) developed a bulk drag model
for sea-ice that is used in multiple atmospheric models.

2. Line 36: perhaps after ’the application of such models’ in weather and
climate models.
Changed

L36
The second challenge is the application of such models in weather and climate
models, which requires mapping small-scale obstacles over large areas, e.g. an
entire glacier or ice sheet.

3. Section 2.1, the hat over  m should always appear as in equatuion (1).
We have chosen to use the notation from Harman and Finnigan (2007), where
the hat notation is used for roughness sublayer variables. Therefore  m and
d m(z) are two distinct quantities. We propose an extra sentence in Section 2.1

for clarification.

L71
The dependency of the eddy di↵usivity for momentum on the diabatic stability

and on the turbulent wake di↵usion are described as  m

✓
z � d

Lo

◆
and d m(z),

respectively, where Lo is the Obukhov length. The hat notation is used for the
roughness layer quantities, as in Harman and Finnigan (2007).

4. Figure 6, caption: The solid grey symbols are not really measurements of
z0. These points have probably been derived from wind and flux measurements
applying equation (2). That’s a large di↵erence because equation (2) is also a
kind of model. Please, add also equation numbers for the di↵erent z0m data.
In accordance with previous Major comment #9, we propose to replace all the
”measured z0m” by ”estimated z0m from in situ observations”.

5. Line 273: one could add here that also Lüpkes et al. (2012) use constant Cd
(which is cw in their paper).
added
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L274
The parametrization for Cd from Garbrecht et al. (1999) (Eq. (A2)), for which
Cd increases with H, yields most acceptable results when used in combination
with the R92 model (Fig. 6). Note that Lüpkes et al. (2012) use a constant
value for Cd.
6. line 315: compare H and � .... you mean: compare with satellite and UAV
measurements?
Yes. We have modified the sentence for clarification.

L315
Although the UAV profile is too short to statistically compare H and � to the
ICESat-2 altimeter, the qualitative comparison between the two confirms that
the satellite altimeter is very well capable of detecting most of the obstacles
that are smaller than 20 m in width.
7. Figure 8: I do not understand the shift of the orange dotted line. Perhaps I
have overseen the explanation? Also in the caption, which modelled z0m? There
are several approaches....
The orange dotted line is the orange line divided by 10, and is therefore a crude
guess of what the modelled z0m using UAV data would look like at site S5 in
March. We propose to add an explanatory sentence. We also detailed which
model was used in the caption. Note that we have also separated Fig. 8 in two
parts, after a suggestion by Referee #3.

L319
Both H and � are smaller in the satellite profile than in the UAV profile, but the
modelled z0m agrees qualitatively with the z0m estimated from AWS S5 mea-
surements during March-April. During this time period, z0m is approximately
a factor 10 smaller than during the end of the ablation season (Fig. 8, dashed
orange line).

8. line 334: ’between di↵erent in situ’ ? Forgotten data?
Corrected

L334:
The di↵erence between di↵erent in situ data highlights the variability in z0m in
time, but also the uncertainty in the field measurements.

9. line 337: better write somethink like: hummocks having been formed during
westerly wind have usually ....
We do not discuss how the ice hummocks have been formed, which is outside the
scope of this paper. Nevertheless the surface at S5 may be considered as homo-
geneously covered by nearly identical yet anisotropic ice hummocks, that have
di↵erent heights and frontal area indices depending on the looking direction. We
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Figure 8: (a) Drag model evaluation at site S5. (b): Drag coe�cient for form
drag (Cd) used in the bulk drag model (black line) or required to perfectly fit
the observations. The orange solid line is the modelled z0m using the R92 model
and UAV photogrammetry on 06 September 2019, while the dashed orange line
is the orange line shifted down by a factor 10. Solid symbols are measurements
from sonic eddy-covariance (SEC) or vertical propeller eddy-covariance (VPEC).
Additional data is from van Tiggelen et al. (2020, T20). The vertical dashed
line denotes the direction sampled by the ICESat-2 laser beam on 14 March
2019. The errorbar denotes the range between the uncorrected and corrected
ICESat-2 measurements.

propose some minor changes in the revised manuscript for clarification. We also
propose to update ”westerly wind direction” in ”easterly wind fetch direction”.

L337:
The ice hummocks seen in the easterly wind fetch directions have smaller H
and �, which results in a smaller z0m than the hummocks seen in the southerly
wind fetch directions. This is due to the anisotropic nature of the ice hummocks.
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Response to referee 2

We thank the anonymous referee for her/his comments. In the text below
we respond point-by-point and discuss the changes to the work. The referee
comments are written in black. Our answer to each comment is written below
in blue. The proposed changes to the original manuscript are then highlighted
in red.

General comments

This is strong manuscript that demonstrates impressive proficiency with many
di↵erent sources of data (AWS, UAV, ICESat-2, modeling). The methods are
generally well- described. The results section is very interesting and the devel-
opment of spatially extensive aerodynamic roughness lengths for the K-Transect
from ICESat-2 is commendable.

However, I do recommend some revisions. In its current form, the intro-
duction is poor. Some of the terminology is vague, references are lacking and
the overall research is poorly motivated. I encourage the authors to revise it
thoroughly and have provided some ideas for doing so below.
We thank the reviewer for this feedback. We agree that the research could ben-
efit by an improvement of the Introduction, and we have thus adapted parts of
it and included more references. We hope that the updated introduction better
motivates this study.

While it is useful to know that the commonly used method for deriving z0m
from ICESat-2 (i.e. the standard deviation of ATL03 heights) tends to overes-
timate z0m, the new measure is slightly unsatisfactory if it underestimates z0m
by a factor two. Without looking at the data, it is di�cult to discern why. It
could be due to the slightly arbitrary choice of filtering (qlow = 1 and qhigh =
2) to remove photons above and below the median. It could due to the choice
gaussian covariance function, window size or assumed wavelength. Given that
this is one of the first papers to investigate roughness lengths using ICESat-2
and availability of ground-truth data, it would be useful if the authors could
develop a more unbiased method. I would encourage the authors to perform
some sensitivity tests with these choices to see if they would reduce bias in their
ICESat-2 z0m products.
We thank the reviewer for pointing out a very important issue that this study
leaves unsolved : the systematic underestimation of z0m when using the ICESat-
2 measurements. Although we are also convinced that the current methods could
be improved further, this would (given the current data) require an arbitrary
tuning of the methods to fit the few available in situ observations. The arbitrary
choices made in this study, such as the filter wavelength of 35 m, the median
filter coe�cients qlow = 1 and qhigh = 2, or the window size of 50 m, are unfor-
tunately necessary in order to convert the raw photons to the final map of z0m.
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Nevertheless, we show that our results capture the observations well given the
many uncertainties. Given that z0m is often taken constant or used as a tuning
parameter in atmospheric models, we consider them as very useful. Besides,
our aim is to lay a foundation for more sophisticated studies. Furthermore, the
high spatial variability of z0m is a new result that has never been achieved using
conventional in situ measurements. Finally, we would like to point out that z0m
ranges over nearly 4 orders of magnitudes over the Greenland Ice Sheet, and
that it is the natural logarithm of z0m that is used in atmospheric models to
compute drag (our Eq. (1)). Therefore, we expect the 40% underestimation of
z0m that we have found in area A to have a limited impact on momentum drag
and turbulent fluxes.

In order to give the interested reader the required information to improve our
methods, we propose to add a sensitivity analysis in the Appendix.
In our new Fig. B1 we illustrate the impact of di↵erent filter wavelength ⇤ on
the modelled z0m at site S5. Our chosen value of 35 m gives the most acceptable
results compared to the AWS observations.
In our new Fig. B2 we compare the interpolated elevation profiles from ICESat-2
ATL03 data using di↵erent covariance functions, di↵erent kriging radii di↵erent
nearest neighbour ranges, and di↵erent median filter parameters, over two 200
m profiles in areas A and B. Changing these parameters does not lead to a clear
improvement in elevation profiles.

Appendix B: Sensitivity experiments

Cuto↵ wavelength ⇤
We find that the optimal value of the cuto↵ wavelength for the high-pass filter
is ⇤ = 35 m. This may be explained by the fact that the resulting filtered
topography using ⇤ = 35m still contains most (⇡ 80 %) of the total variance of
the slope spectrum. The latter is defined as the power spectral density of the
first derivative of the elevation profile. A sensitivity experiment using di↵erent
values for ⇤ at S5 can be found in Fig. B1. Changing the value for ⇤ strongly
impacts the estimated H (Fig. B1c), as the elevation profiles considered here
contain information at all wavelengths (Fig. B1a). On the other hand, increas-
ing the value for ⇤ above 35m does not significantly a↵ect the estimate frontal
area index � (Fig. B1b). Overall, increasing ⇤ from 10 m to 50 m increases the
modelled z0m from 7.6⇥104 m to 2.8⇥10�2 m at S5, in the direction 184� that
matches the ICESat-2 track (Fig. B1d).

ATL03 kriging parameters
In order to interpolate the geolocated photons product ATL03 in a regular 1-m
resolution elevation profile, a fixed set of interpolation parameters was used,
referred to as the default set. These are the median filter coe�cients in Eq. (7)
qlow = 1 and qhigh = 2, the median filter window length of 50 m, the choice of
a gaussian covariance function with a radius of 15 m in the kriging equations,
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Figure B1: (a) Filtered elevation profile in direction 186�, (b) estimated obstacle
frontal aera index, (c) estimated obstacle height and (d) modelled aerodynamic
roughness length at site S5 for di↵erent high-pass cuto↵ wavelengths ⇤. See
Figure 8 in main text for the labels in d).

and the maximum distance of photon distance to each regular grid point of 15
m.

This default parameter set was found to give robust results, even when only
medium or low confidence photons are present in the ATL03 data. A sensitivity
experiment by varying each parameter separately in a 200-m portion of areas A
and B is given in Fig. B2. While the interpolated ATL03 elevation still misses
small-scale features present in the UAV data, varying each parameter does not
give improved results (Fig. B2).

Specific comments

L16: Please consider capitalizing “ice sheet”. It’s the Amazon River, the Ti-
betan Plateau and should be the Greenland Ice Sheet. Indeed the Nature paper
that you cite (Shepherd et al., 2020) has it this way.
The reviewer is correct. We have changed this accordingly, and we propose to
use the acronym GrIS everywhere below L16, except in figure captions. The
title of the manuscript was also corrected.
Title:
Mapping the aerodynamic roughness of the Greenland Ice Sheet surface using
ICESat-2: Evaluation over the K-transect
L6:
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Figure B2: Elevation profiles in a 200-m portion of area A (left) and area B
(right). The top panels contain the ATL03 data sorted in confidence levels
(dots), the ATL06 data (pink triangles), the profiles measured by UAV pho-
togrammetry (orange line) and the 1-m interpolated ATL03 data using the de-
fault settings used in the main text (blue line). The bottom panels contain the
1-m interpolated AT03 data using di↵erent origins and photon filtering settings.

We apply the model to a rough ice surface on the K-transect (western Greenland
Ice Sheet) using UAV photogrammetry, (...)
L16:
Between 1992 and 2018, the mass loss of the Greenland Ice Sheet (GrIS) con-
tributed (...)
L18:
Runo↵ occurs mostly in the low-lying ablation area of the GrIS, where (...)
L50: (...) profiles measured over the west GrIS by the ICESat-2 laser altimeter.
Figure 1:
(c) Location of the K-transect on the Greenland Ice Sheet.
L145:
(...) mass balance observations on the western part of the GrIS (...)
Figure 5:
(...) lower part of the K-transect, West Greenland Ice Sheet.
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L351:
(...) spatio-temporal variability of the aerodynamic roughness length over the
GrIS.
L19: If you define an acronym, it is usually appropriate to use it here and else-
where (e.g. L50, L146).
We have replaced Greenland Ice Sheet by GrIS in the remainder of the manuscript
(see reply above).

L18-21: Please provide some references for these two statements. A lot of work
has been done on these topics and it is negligent to overlook it.
We agree with the reviewer. We propose to add the following references in this
paragraph:

L18:
Runo↵ occurs mostly in the low-lying ablation area of the GrIS, where bare
ice is exposed to on-average positive air temperatures throughout summer (e.g.
Smeets et al, 2018; Fausto et al, 2021). As a consequence, the downward tur-
bulent mixing of warmer air towards the bare ice, the sensible heat flux, is an
important driver of GrIS mass loss next to radiative fluxes (Fausto et al, 2016
; Kuipers Munneke et al, 2018; van Tiggelen et al, 2020).

Fausto RS, van As D, Box JE, et al (2016) Quantifying the surface energy
fluxes in South Greenland during the 2012 high melt episodes using in-situ ob-
servations. Front Earth Sci 4:1–9. https://doi.org/10.3389/feart.2016.00082

Smeets PCJP, Kuipers Munneke P, van As D, et al (2018) The K-transect in
west Greenland: automatic weather station data (1993–2016). Arctic, Antarct
Alp Res 50:. https://doi.org/10.1080/15230430.2017.1420954

Kuipers Munneke P, Smeets CJPP, Reijmer CH, et al (2018) The K-transect on
the western Greenland Ice Sheet: Surface energy balance (2003–2016). Arctic,
Antarct Alp Res 50:S100003. https://doi.org/10.1080/15230430.2017.1420952

Fausto RS, van As D, Manko↵ KD, et al (2021) PROMICE automatic weather
station data. Earth Syst Sci Data Discuss 1–41. https://doi.org/https://doi.org/10.5194/essd-
2021-80

Van Tiggelen M, Smeets PCJP, Reijmer CH, Van den Broeke MR (2020) A
Vertical Propeller Eddy-Covariance Method and Its Application to Long-term
Monitoring of Surface Turbulent Fluxes on the Greenland Ice Sheet. Boundary-
Layer Meteorol. https://doi.org/10.1007/s10546-020-00536-7

L20: “can be” is poor rationale for studying something. Please revise with
something stronger, perhaps relative to radiative heat fluxes.
We propose to modify this sentence (see our reply above).
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L22-26: Again, please provide references to backup these statements. A para-
graph in the introduction without any references indicates that the research is
poorly motivated or that the authors have a complete lack of respect for previ-
ous research on this topic. Please revise.
We propose to add several references here to motivate this research further.
L22:
Although the strong vertical temperature gradient provides the required source
of energy, it is the persistent katabatic winds that generate the turbulent mixing
through wind shear (Forrer & Rotach, 1997; Heinemann 1999). Additionally,
the surface of the GrIS close to the ice edge is very rough (Yi et al, 2005, Smeets
& Van den Broeke, 2006). It is composed of closely spaced obstacles, such as
ice hummocks, crevasses, melt streams and moulins. Due to the e↵ect of form
drag (or pressure drag), the magnitude of the turbulent fluxes increases with
surface roughness (e.g. Garratt, 1992), thereby enhancing surface melt (Van
den Broeke, 1996; Herzfeld et al, 2006). As of today, the e↵ect of form drag on
the sensible heat flux over the GrIS, and therefore its impact on surface runo↵,
remains poorly known.

Garratt, J. R.: The atmospheric boundary layer, Cambridge University Press,
Cambridge, 1992.

Forrer J, Rotach MW (1997) On the turbulence structure in the stable bound-
ary layer over the Greenland ice sheet. Boundary-Layer Meteorol 85:111–136.
https://doi.org/10.1023/A:1000466827210

Yi, D., Zwally, H. J., and Sun, X.: ICESat measurement of Greenland ice sheet
surface slope and roughness, Ann. Glaciol., 42, 83–89, https://doi.org/10.3189/172756405781812691,
2005.

Smeets, C. and Van den Broeke, M. R.: Temporal and spatial variations of the
aerodynamic roughness length in the ablation zone of the greenland ice sheet,
Boundary-Layer Meteorol., 128, 315–338, https://doi.org/10.1007/s10546-008-
9291-0, 2008.

Herzfeld UC, Box JE, Ste↵en K, et al (2006) A Case Study or the Influence
of Snow and Ice Surface Roughness on Melt Energy. Zeitschrift Gletscherkd
Glazialgeol 39:1–42

Van den Broeke MR (1996) Characteristics of the lower ablation zone of the
West Greenland ice sheet for energy-balance modelling. Ann Glaciol 23:7–13.
https://doi.org/10.3189/s0260305500013392

L37: What do you mean by “confined accessible areas”? Please provide some
examples.
We refer to areas that are accessible on glaciers for long-term in situ measure-
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ments, so not the heavily crevassed areas or very remote areas. We propose the
following clarification:
L37:
Historically, the surveying of rough ice was spatially limited to areas accessible
for instrument deployment, possibly introducing a bias when it comes to quan-
tifying the overall roughness of a glacier.

L39: Consider replacing “unmanned” with an ungendered term.
We agree with the referee and therefore propose to replace ”unmanned areal
vehicle” by ”uncrewed aerial vehicle”.
L39:
The recent development of airborne techniques, such as uncrewed aerial vehicle
(UAV) photogrammetry and airborne LiDAR (...)

L40: What do you mean by “limited”. Please be more specific.
We mean that airborne methods only cover portions of a glacier or ice sheet.
We propose the following clarification:
40:
While these techniques enable the high resolution mapping of roughness obsta-
cles, they often only cover portions of a glacier or ice sheet.

L41: I am not aware of a satellite altimeter that maps the surface roughness of
entire glaciers. The ground sampling distance is not small enough. This sen-
tence also makes it sound like UAVs are completely unnecessary. Please revise
and be more specific.
Here we do not refer to roughness specifically, but to satellite remote sensing in
general.
Concerning mapping the roughness: ICEsat data was used by Yi et al (2005)
to map the roughness over the GrIS, and MISR data was used by Nolin & Mar
(2019) to map the roughness of Arctic sea ice.
We propose the following clarification at L41.

Yi D, Zwally HJ, Sun X (2005) ICESat measurement of Greenland ice sheet sur-
face slope and roughness. Ann Glaciol 42:83–89. https://doi.org/10.3189/172756405781812691
Nolin AW, Mar E (2019) Arctic sea ice surface roughness estimated from multi-
angular reflectance satellite imagery. Remote Sens 11:1–12. https://doi.org/10.3390/rs11010050

L41:
On the other hand, satellite altimetry provides the means cover entire ice sheets,
though the horizontal resolution remains a limiting factor when mapping all the
obstacles that contribute to form drag.

L42-44: This sentence about sea ice does not fit here in a paragraph about
glaciers and ice sheets, please move somewhere else.
Given the very few methods that were developed to map ice surface roughness
using satellite data, we believe that mentioning these studies at this point in the
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introduction is beneficial. Yet we propose the following modification to avoid
further confusion:
L42:
Depending on the type of surface, parameterizations using available satellite
products are possible, as presented for Arctic sea-ice by Lüpkes et al. (2013),
Petty et al. (2017), and Nolin and Mar (2019).

L99-100: Presumably Fig. 1b could be referenced here?
Added
L99:
At this site, pyramidal ice hummocks with heights between 0.5 m to 1.5 m are
superimposed on larger domes 100 of more than 50 m in diameter (see also Fig.
1b).

L145: missing an “of” between transect and AWS.
Added
L145:
”...140 km transect of AWS...”

L226: I thought you just said that this approach did not require interpolation
to 1 m profile?
In Eq. (8) we use ATL03 raw photon data to calculate residual photon eleva-
tions. The approach that does not require 1-m interpolation is based on ATL06
data. We propose the following modification for clarification:
L224:
When working with the 1-m interpolated profile, we model the standard devia-
tion of the unresolved topography (�sub) according to, ...

L252-259: This text would be more useful in the introduction.
We do also mention the issue of bulk model evaluations at L45-48 in the intro-
duction.
L45:
The third and final challenge is the experimental validation of bulk drag models
over remote rough ice areas, which either requires in situ eddy-covariance or
multi-level wind and temperature measurements.

L260-274: Some more references to Fig. 6 in this paragraph would be useful to
the reader.
We agree with the referee and therefore propose several additional reference to
Fig. 6. We have also corrected ”� < 0.05” at line L270.
L260:
The L69 model (Eq.(A5)) overestimates z0m for � < 0.04 at this location (Fig.
6, blue line).
(...)
The method by M98 (Eq. (A6)) does account for the displacement height and,
while using the same drag coe�cient Cd = 0.25, it gives improved results for
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� < 0.04 (Fig. 6, green line) compared to L69. The same holds for the model
by R92 (Fig. 6, red line).
(...) Using Cd = 0.1, all three models perform better for � < 0.04 but perform
poorly for � < 0.04 (Fig. 6, dashed lines).

L285: Please clarify what is mean by “satellite backscatter”. I presume you
are referring to a satellite radar instrument since ICESat-2 does not measure
backscatter.
We refer here to the broadening of a backscattered altimeter signals due to sur-
face roughness. We propose the following modification:
L285:
Climate models and satellite altimeter corrections require information about the
larger-scale spatial variability of surface (aerodynamic) roughness.

L288: Fig. 6? This figure does not show an elevation profile.
Corrected, we mean Fig. 5.
L288:
The elevation profile from the UAV survey in box A (Fig. 5) was already com-
pared to the overlapping ICESat-2 profiles in Fig. 4a, while H, � and z0m are
compared in Fig. 7.

Consider swapping Sections 4.1 to 4.2 and Fig. 5 and Fig. 6. I think it would
make more logical to move from small to large scale.
We agree with the referee and thus propose to swap sections 4.1 and 4.2.

4 Results

4.1 Evaluation of the bulk drag model forced with a UAV DEM
(...)
4.2 Height of the roughness obstacles (H) estimated from ICESat-2
(...)
4.3 Evaluation of ICESat-2 roughness statistics against UAV DEMs

L396-397: It would be useful to briefly state again why Lettau (1969) is not
recommended. Some people may only read the abstract and conclusions.
We agree and propose the following addition:
L396:
On the other hand, the use of the model of Lettau (1969) is not recommended
over a rough ice surface, as it does not separate the form drag and the skin
friction, and neglects both the e↵ects of the displacement height and of inter-
obstacle sheltering.

L399-402: I’m not sure I follow this logic. How do you know that ICESat-2 does
not capture snow sastrugi or ice hummocks > 1000 m a.s.l. when your UAV
surveys are constrained to <600 m a.s.l.?
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As explained in L373-377, we have a crude estimate of these heights from field-
work photographs. We propose the following addition for clarification:
L399:
Obstacles that are small compared to the ICESat-2 footprint diameter of ⇡
15 m, such as ice hummocks found above 1000 m elevation in summer, or snow
sastrugi expected year-round at even higher locations on the ice sheet from pho-
tographic evidence, are not resolved by the ICESat-2 measurements when used
in combination with the methods presented in this study.

L405: It’s a bit of stretch to say ICESat-2 cannot map z0m above 1000 m when
this study presents no UAV surveys above > 1000 m.
We hope that our study proves that ICESat-2 data can be used in the rough-ice
areas below 1000-m elevation, given the uncertainties given in the reply above,
and in the discussion. In order to convince the reader that the limitations above
1000 m are due to the ICESat-2 data and not to the bulk drag model, we have
added a Figure in Appendix A and some explanatory sentences in the discus-
sion:

L475:
Following the steps above, z0m can be estimated for any H and �, which is done
in Fig. A1. At areas A, B and site S5, H and � are estimated from the UAV
surveys and from ICESat-2 data. At site S6, we assume that H = 0.6 ± 0.1
m and � = 0.045 ± 0.015, based on photographs taken during the end of the
ablation season. At the highest site S10, we assume that H = 0.3± 0.2 m and
� = 0.02± 0.01, which are typical values for sastrugi (Andreas, 1995).
L378:
Higher up, the ice hummocks become even smaller and the surface eventually
becomes snow-covered year-round. Nevertheless, snow sastrugi, known to reach
up to 0.5 m height at site S10 from photographic evidence, still contribute to
form drag. This results in a maximum observed value of z0m = 7 ⇥ 10�4 m at
sites S9 and S10 (Fig. 10). Using a rough estimate for both H and � at S6 and
S10, based on photographs taken during the end of the ablation season, yields
more realistic values for z0m (Fig. A1) than using H and � from the ICESat-2
elevation profiles. Therefore we conclude that the roughness obstacles are not
properly resolved at these locations in the ATL03 data using the algorithm pre-
sented in this study, even when the correction using the residual photons scatter
is applied.

Figure 1. Most of panel (a) is irrelevant, given that data from S9 are not
used in this study. It makes it di�cult to see how the ICESat-2 tracks intersect
the UAV survey grids (A and B). Please consider removing the picture of S9
and providing a zoomed version of the UAV survey grids around the margins of
the ice sheet. In the caption please specify if these are the ICESat-2 reference
ground tracks or from an actual ICESat-2 beam (e.g. 1r).
We thank the referee for this suggestion. Yet we believe that a perspective
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Figure A1: Estimated z0m using the R92 model with parameterized Cd (Ap-
pendix A), as function of obstacle height H and frontal area index �.The solid
squares denote the estimated H and � at three sites using UAV surveys. The
dashed squares are first-order guesses based on photographs. See Fig. 1 for the
location of each site.

over the whole K-transect is beneficial for the reader interested in the higher
elevations. Especially given our reply to the above comment, Fig.1 is helpful to
understand why ICESat-2 does not detect any obstacles above 1000 m elevation.
Besides, we do show data from S6, S9 and S10 from both in situ measurements
and ICESat-2 in Fig. 10.
We have added a reference to Table 2 in the text and in the caption of Fig.1
where the details about each ICESat-2 beam can be found:

L184:
A typical geolocated photon measurement ATL03 (Neumann et al., 2019) can
be seen in Fig. 3 for site S5, and in Fig. 4a for area A. Details about which
ICESat-2 measurements are compared against the UAV surveys are provided in
Table 2.

Figure 2: What is the rationale for these wind directions? Prevailing wind di-
rection from AWS? Please clarify.
These four wind direction are indeed prevailing wind direction, and were chosen
to illustrate the variability of the surface topography.
L97:
Four measured elevation profiles, and a high-resolution orthomosaic image are
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Figure 1: (a) Map of the K-transect, with the location of the automatic weather
stations and mass balance sites indicated by the pink diamonds. The black boxes
A and B delineate the areas mapped by UAV photogrammetry. The large black
box indicates the area covered in Figs. 5 and 9. The background image was
taken by the MSI instrument (ESA, Sentinel-2) on 12-08-2019. Pixel intensity is
manually adjusted over the ice sheet for increased contrast. The green solid lines
denote the ICESat-2 laser tracks that are compared to the UAV surveys (Table
2). (b) Sites S5 (06 Sep 2019), S6 (06 Sep 2019) and S9 (03 Sep 2019) taken
during the yearly maintenance. Note that no data from the the AWS shown at
S9 is used in this study. (c) Location of the K-transect on the Greenland ice
sheet.

shown in Fig. 2. These were measured on 6 September 2019 at site S5 (67.094�

N, 50.069� W, 560 m) in the locally prevailing wind directions, using UAV pho-
togrammetry, of which the details will be given in Sect. 3

Figure 6: There is no reason for such large x and y axis limits on this figure
which makes it di�cult to determine the correspondence between the SEC and
VPEC dots and modeled lines. Please provide a zoomed version of this figure.
We agree with the referee and have reduced the extent of the x and y axis of Fig.
6. We also replaced ”Observations” by ”Estimated from in situ observations”
after the feedback of referee #1.
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Figure 6: Modelled z0m at site S5 using three di↵erent bulk drag models: Lettau
(1969, L69, blue lines), Macdonald et al. (1998, M98, green lines), Raupach
(1992, R92, red lines) and using two di↵erent values for the drag coe�cient
for form drag: Cd = 0.25 (solid lines) and Cd = 0.1 (dashed lines). Solid
grey symbols are measurements from sonic eddy-covariance (SEC) or vertical
propeller eddy-covariance (VPEC). Additional data are from Van Tiggelen et
al. (2020, T20). Pink circles are the model results forced with H and � from
UAV photogrammetry, using the R92 model and Cd parameterized using Eq.
(A2).
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Response to referee 3

General Comments

—————-
This manuscript addresses retrieval of surface roughness length on ice sheets

using ICESat-2 data profiles. Empirically based retrieval of surface roughness
length from satellite observations is an enormously important task; the parame-
ter modulates energy fluxes between the atmosphere and the cryosphere, changes
in both space and time, and is poorly known. Current methods of retrieval gen-
eralize single point measurements to large expanses of the ice sheet; not only
do we not have spatially resolved estimates of this parameter, we lack compre-
hensive understanding of the variance, range, and uncertainty of the parameter.
Thus, the present work is extremely timely and important to the community at
large. That said, there are several shortcomings with this work; the applicability
is limited to a narrow range of surface types and elevations that form a minority
of the ice sheet area, the measurements themselves have large uncertainties and
are resolved for specific wind directions that do not match prevailing katabatic
patterns, and the validation strategy and data are marginally matched to the
task. This study is undeniably useful as it forms a basis for future work to build
on; the problem under study is a hard task, and incremental progress should be
recognized and iterated with new, separate publications that extend to the rest
of the ice sheet. In short, this work is worthy of publication following revisions–
there are specific tasks and issues that should be addressed in the revision, and
other issues that can be deferred as ’out of scope’ and addressed in distinct
publications rather than in the current work.
We thank the referee for his time and his comments. In the text below we
respond point-by-point and discuss the changes to the work. The referee com-
ments are written in black. Our answer to each comment is written below in
blue. The proposed changes to the original manuscript are then highlighted in
red.

Specific Comments

—————–
The spatial and temporal mismatch of the validation data from S5 is the

largest issue with the current submission. The S5 site is the only location that
ties together all three components of data used in this study– structure from mo-
tion DEMs, ICESat-2 tracks, and empirical measurements of surface roughness
length by in situ measurements. Although both the ’A’ and ’B’ structure for
motion boxes are bigger, and overlap with ICESat-2 tracks, the lack of weather
station data forces S5 to be the primary validation loci, despite the smaller than
desired area/fetch coverage. The large temporal gap (September DEM and in
situ measurements, March ICESat-2 data) isn’t ideal, and needs to be fixed
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(preferably), or explained and justified in greater detail. ICESat-2 was operat-
ing in September of 2019– why isn’t there coincident data provided? Looking
at the track crossings, it appears that September 24 was cloudy to the point
of signal loss, but this isn’t explained...signal from September 12th is stronger
and appears to cover and cross over S5, so why wasn’t this data used? What is
the justification and the trade space between small spatial mismatches vs large
temporal mismatches? Why March? Having data coincident in both time and
space for the validation is ideal, and a strong case with reasoning and justifica-
tion needs to be made as to why September data was not used and/or was not
tractable for use.
The single reason why we only use a single ICESat-2 measurement at S5 in
March 2019 is because this is the only measurement that exactly overpasses the
automatic weather station (AWS). This can be visualized in attached Figure R1.
Before 1 April 2019, the ATLAS instrument was not pointing at the reference
ground track (RGT), but ⇡ 1.5 km o↵, over the K-transect. Conveniently this
brief mismatch meant that the ICESat-2 data (track 1169, cycle 02, segment
05, beam GT1L) exactly overpassed the AWS S5 in March 2019 within a few
meters, taking into account ice velocity (⇡ 100 m yr�1). After 1 April 2019,
ICESat-2 was nominally pointing at the RGT again. Unfortunately the closest
ground track number 1169 is located 1.5 km West of S5, which prevents a direct
comparison between ICESat-2 track 1169 and AWS S5. Yet track 1344 (beam
GT1R & GT1L, segment 03) overpassed S5 during on 25 June and 24 Sep 2019,
but the signal cannot be retrieved due to clouds. A possibility to have more
coincident data would be to move the location of the AWS. However the practi-
cal limitations greatly outweigh the scientific added value, due to the crevassed
surroundings which considerably limits the amount of areas suited for safe in-
strument deployment. Besides, we would still not be able to directly compare
AWS data to ICESat-2 tracks because of the di↵erent wind fetch directions.
We propose to add this important piece of information in the revised manuscript.

L184:
A typical geolocated photon measurement ATL03 (Neumann et al., 2019) can
be seen in Fig. 3 for site S5, and in Fig. 4a for area A. Details about which
ICESat-2 measurements are compared against the UAV surveys are provided in
Table 2. Not more than one ICESat-2 measurement exactly overlaps each UAV
survey. This is mainly due to the presence of clouds and due to changes in laser
pointing orientations in other ICESat-2 measurements, but also due to changes
in the studied locations due to ice flow.

While having structure for motion, in situ, and ICESat-2 data all be coinci-
dent is ideal, the second best approach is paired validation: coincident UAV
and in situ data to validate the method, followed by coincident ICESat-2 and
in situ data to validate the scaling to the 1D profile. This is especially appeal-
ing since the current work already has separate pairing that is discussed with
ICESat-2 and UAV data in boxes A and B in addition to pairing of UAV and
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Figure R1: ICESat-2 track location with respect to AWS site S5
.

in situ data at S5; the only pairing not present is between ICESat-2 and in
situ tower measurements. Even if data doesn’t simultaneously overlap for all
three data sets, finding an overlap between ICESat-2 and the S5 station pro-
vides the needed coverage for a compelling validation strategy. I’m unclear on if
this is possible, or perhaps why it isn’t possible since my expertise is more with
ICESat-2 than with tower measurements. My impression is that the most of the
weather stations such as S5 collect data in dense time series that are continuous
save for maintenance or power outages. Is there a reason why there’s not coin-
cidence between S5 and ICESat-2, such as lack of co-occurrence that matches
the prevailing wind direction? Some of this is addressed explicitly around line
320, but I’m still skeptical; if wind measurements are occurring in dense (i.e.,
multi-hertz) time series, brief changes from the prevailing wind direction should
still occur, even if they are not sustained on the time scale of hours or days.
We thank the reviewer for pointing out two distinct issues: (1) the availability
of AWS measurements during ICESat-2 overpasses, (2) the absences of wind
directions in the available AWS data that match the ICESat-2 ground tracks.
Regarding issue (1), we do have year-round flux measurements using the vertical-
propeller eddy covariance method (VPEC), that we compare to both the UAV
and ICESat-2 modelled z0m in Figure 8. We have chosen to only use data from
2017 as this has been previously published and discussed in great detail by van
Tiggelen et al (A Vertical Propeller Eddy-Covariance Method and Its Applica-
tion to Long-term Monitoring of Surface Turbulent Fluxes on the Greenland Ice
Sheet. Boundary-Layer Meteorol 176, 441–463 (2020). https://doi.org/10.1007/s10546-
020-00536-7). We assume that z0m estimated in March-April 2017 is the same
as during March 2019, and thus conclude that the modelled z0m by ICESat-2
qualitatively agrees with the measurements. The quantitative analysis is not
possible because of issue (2).
Regarding issue (2), the reviewer is right: brief changes in wind direction do
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Figure R2: As in Figure 8 but including all selected VPEC measurements in
the period Sep 2016 - Sep 2019

occur. Nevertheless, to estimate z0m we compute the momentum flux as the
covariance of the horizontal and vertical wind velocity in 30 min intervals. This
down-sampling operation (from 1 measurement per 0.1 s to 1 per 30 min) re-
moves many but not all wind directions outside the [80;160] range. Furthermore,
we then only select flux measurements that pass some quality filters detailed in
Van Tiggelen et al (2020), such as minimum wind speed of 3 m s�1, neutral
conditions, removal of non-physical values and obstructed wind direction by
other structures. This leaves just a few z0m estimates from AWS data for wind
directions outside the [80;160] range, over the 3 years of data (Sep 2016 - Sep
2019). Especially the wind obstruction quality filter is important as it removes
all measurements outside the [80;200] range. Given the large uncertainty in the
estimated z0m from measured fluxes, we finally average z0m in bins per wind
direction, and discard the few remaining points in the [160;200] wind direction
range. This can be visualized in the attached Figure R2, which is the same
figure as Fig 8 but showing the selected raw data (not considering the flow ob-
struction filter).

L143:
Vertical propeller eddy covariance (VPEC, see also T20) measurements are avail-
able at sites S5 (67.094� N, 50.069� W, 560 m) and S6 (67.079� N, 49.407� W,
1010 m) since 2016, while AWS observations are available since 1993 and 1995
for each site (Smeets et al, 2018). For this study we use eddy-covariance mea-
surements acquired during September 2019 at site S5 and also site SHR (67.097�

N, 49.957� W, 710 m), and during from September 2018 to August 2019 at site
S6. All these sites are situated in the lower ablation area of the K-transect, (...).
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L159:
Details about the processing steps and further data selection strategies can be
found in T20. The data selection strategy removes all data points with wind
directions outside the [80�;200�] interval.

Given how hydrologically active the area is, I was surprised by the lack of
discussion or mention of water such as lakes and the impact on the retrieval
process. Figure 3 shows a profile that appears to have multiple surfaces be-
tween 100 and 150 meters that may be water ponding. Around line 195 or 200
would be an appropriate place to discuss this, given the discarding of photons
below the median which will help with water surfaces.
We thank the reviewer for this interesting application. We propose to mention
this in the updated manuscript. However deriving surface water heights from
multiple reflections is outside the scope of this study. Interestingly, the dip in
Figure 3 between 100 m and 150 m is a narrow meltwater channel (⇡ 1m in
width) located in a elevation depression of ⇡ 30 m in width (see also Figure 2c).
Therefore we do not believe this dip is caused by multiple reflections, but that
it causes a cluttering of photons due to the locally steep topography.

L201:
We set the window length to 50 m. The previous selection strategy could also be
applied for retrieving the surface in the case of multiple reflections (e.g. shallow
supraglacial lakes), but this was not tested.

The algorithm only uses a single profile; probably fine for this paper, but di�-
culties in determining the width parameter (or whether a given obstacle meets
the width threshold) can likely be improved by examining both of the pairs to
assess obstacle persistence in the across track. Similarly, I expect that cross
track estimation of surface roughness is feasible at track cross over points given
the double beam crossing of the pairs, which would help with the katabatic
prevailing wind alignment issues...
This is also a very interesting possibility. We have deliberately chosen not to
work with cross-track measurements, because we assume that the obstacles that
contribute to form drag are much narrower than the pair spacing (90 m), hence
undetectable in cross-track direction. Nevertheless at cross over points, the
smaller scale obstacles could be retrieved in cross directions. The methods de-
scribed in this manuscript would however need to be completely revised in order
to estimate z0, as this would not result in typical 200 m profiles. Undoubtedly
a method could be developed to extract 3D roughness information at cross-over
points, we believe this is outside the scope of this study.

L382:
The algorithm described in Sect. 3 could be adapted to extract these features
from the ATL03 data. For instance, smaller-scale obstacles could be retrieved
in multiple directions at cross-over points, using the information from multiple
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ICESat-2 tracks. However, this is beyond the scope of this study, which is to
map the aerodynamic roughness of rough ice over large scales.

The primary roughness retrieval algorithm (i.e., thresholding photons according
to confidence class, median filtering, then interpolating with k-nearest neigh-
bor and kriging in constructing profile obstacles) seems reasonably considered,
and robust. The alternative formulation which uses the standard deviation of
photon spread from the de-trended ATL03 product is less compelling; there is
no accounting that I can tell for di↵erence in signal strength or atmospheric
conditions; photons for the standard deviation calculation are weighted equally
regardless of the per photon quality/confidence flags. While this residual mea-
sure is designed primarily to provide an upper bound of the estimated surface
roughness, rather than a ’best estimate’ of surface roughness, additional correc-
tions and filtering of what photons to consider would improve the metric.
We agree for the most part with the reviewer, yet weighting individual photons
does not improve the metric using our methods. We have experimented with a
weighted standard deviation in our Eq. (8). Using weights of q flag/4, where
q flag is the confidence level, does not lead to a convincing improvement. The
reason is that due to our photon selection strategy (Lines 209-212), we are rarely
using photons from di↵erent noise levels in each 200 m profile. This can be seen
in Fig 7a2, and in our new Fig. B2, as in area B only high confidence photons
are used in the calculation.

Around lines 375 to 380 there is a discussion of how the ATL03 surface rough-
ness retrieval breaks down at higher elevations...however it is unclear if this is
due to sensor tuning for the specific algorithm, or theoretical limits for con-
ceptual mental model that relies on obstacle formalize instead of skin friction
parameterization. High resolution DEMs at the higher elevation bands would
likely indicate if the formalism adopted in section 2.2 can be scaled to sastrugi
in principle, or if the conceptual framework itself is no longer appropriate given
the dominance of skin friction related to inherent snow and firn properties. In
other words, lack of high elevation UAV DEM coverage such as exisits at the
lower S5 or sites ’A’ and ’B’ does not allow the reader to infer if the Bulk Drag
Partitioning method itself is not suited to retrievals at these heights, or if algo-
rithmic implementation as presently tuned is not suited. (Note, this is issue is
also raised by the other two referees). Determining this does not require coin-
cident data; simulation of the method on a generic surface with ice hummocks
at 0.6m scale would provide enough context to discuss the issue in the text.
This is an interesting modelling exercise, unfortunately the exact shape and
size of the obstacles at sites higher than SHR remains unknown, due to the lack
of UAV surveys at higher locations. As such the mentioned obstacle height of
0.6 m at S6 is a very crude estimate based on fieldwork photographs, and also
known to considerably change after large melting events or snowfall.
Nevertheless, we believe a first order guess can still be beneficial, therefore we
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Figure B2: Elevation profiles in a 200-m portion of area A (left) and area B
(right). The top panels contain the ATL03 data sorted in confidence levels
(dots), the ATL06 data (pink triangles), the profiles measured by UAV pho-
togrammetry (orange line) and the 1-m interpolated ATL03 data using the de-
fault settings used in the main text (blue line). The bottom panels contain the
1-m interpolated AT03 data using di↵erent origins and photon filtering settings.

propose to add a figure and a few sentences in the Appendix A, just after the
description of the bulk drag model. We also propose to refer to this figure in
Section 4.4.

L475:
Following the steps above, z0m can be estimated for any H and �, which is done
in Fig. A1. At areas A, B and site S5, H and � are estimated from the UAV
surveys and from ICESat-2 data. At site S6, we assume that H = 0.6 ± 0.1
m and � = 0.045 ± 0.015, based on photographs taken during the end of the
ablation season. At the highest site S10, we assume that H = 0.3± 0.2 m and
� = 0.02± 0.01, which are typical values for sastrugi (Andreas, 1995).
L378:
Higher up, the ice hummocks become even smaller and the surface eventually
becomes snow-covered year-round. Nevertheless, snow sastrugi, known to reach
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Figure A1: Estimated z0m using the R92 model with parameterized Cd (Ap-
pendix A), as function of obstacle height H and frontal area index �.The solid
squares denote the estimated H and � at three sites using UAV surveys. The
dashed squares are first-order guesses based on photographs. See Fig. 1 for the
location of each site.

up to 0.5 m height at site S10 from photographic evidence, still contribute to
form drag. This results in a maximum observed value of z0m = 7 ⇥ 10�4 m at
sites S9 and S10 (Fig. 10). Using a rough estimate for both H and � at S6 and
S10, based on photographs taken during the end of the ablation season, yields
more realistic values for z0m (Fig. A1) than using H and � from the ICESat-2
elevation profiles. Therefore we conclude that the roughness obstacles are not
properly resolved at these locations in the ATL03 data using the algorithm pre-
sented in this study, even when the correction using the residual photons scatter
is applied.

Technical Corrections:

———————-
Line 1: Curious if the authors mean ’latent heat’ explicitly when they refer-

ence moisture in this context
Yes, we refer here to the roughness length that is required to estimate the sur-
face latent heat flux from vertical gradients of specific humidity.
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Line 25: ’form drag’ is more formally defined later in equation 3; I would include
the parameter name (tau r) here as well to aid readers.
Added
Due to the e↵ect of form drag (or pressure drag) ⌧r, ...

Line 35: This is vague– are there no physically based drag models that are
capable of simulating surface roughness length from an elevation profile period?
Or just no models that are used for simulating the exchange between cryospheric
surfaces and the atmosphere?
We propose to remove this sentence in order to avoid any confusion.

L35:
Unfortunately, to-date there is no physically based drag model used for atmospheric
models over glaciers and ice sheet. Instead, Over glaciers, semi-empirical ap-
proaches based on Lettau (1969) are often used, such as by Munro (1989),
Fitzpatrick et al. (2018) and Chambers et al. (2019).

Figure 1: The ’large black box’ referenced isn’t clear, and is easily mistaken
as a graticule; use a di↵erent bright color (orange, yellow, red) with higher sat-
uration to highlight the area better.
We agree with the reviewer and have adapted the figure accordingly.

Line 95: While the fetch footprint is variable, discussion of the range or a
small table of the normal values as a function of boundary-layer height / fric-
tion velocity would be helpful.
The shape of the fetch footprint depends on many parameters, and we refer
to the paper (and code) from Kljun et al., 2015 for the exact equations. We
propose to add the extent of the fetch footprint that contributes to 80% of the
flux in a very specific wind direction in Fig. 2. We refer to this additional
information in L93 and L133 of the revised manuscript.

L93:
This geometry is a strong simplification of the true fetch footprint, which is
calculated for a specific wind direction at S5 in Fig. 2, after Kljun et al. (2015).
This simplification allows us to use 1D elevation datasets, such as profiles from
the ICESat-2 satellite laser altimeter. Besides, the true fetch footprint depends
on flow parameters such as the friction velocity (u⇤) and the boundary-layer
height (Kljun et al., 2015), which are not known a priori.

L133:
(...) where w is the width of the profile, set to 15 m. This value was chosen
to match the approximate ICESat-2 footprint diameter, yet it is much smaller
than width of the real fetch footprint (Fig. 2).
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Figure 1: (a) Map of the K-transect, with the location of the automatic weather
stations and mass balance sites indicated by the pink diamonds. The black boxes
A and B delineate the areas mapped by UAV photogrammetry. The large black
box indicates the area covered in Figs. 5 and 9. The background image was
taken by the MSI instrument (ESA, Sentinel-2) on 12-08-2019. Pixel intensity is
manually adjusted over the ice sheet for increased contrast. The green solid lines
denote the ICESat-2 laser tracks that are compared to the UAV surveys (Table
2). (b) Sites S5 (06 Sep 2019), S6 (06 Sep 2019) and S9 (03 Sep 2019) taken
during the yearly maintenance. Note that no data from the the AWS shown at
S9 is used in this study. (c) Location of the K-transect on the Greenland ice
sheet.

Figure 3: Standard convention is that ’noise’ photons are labeled as grey, and
’signal’ photons are labeled as black. I realize that color choice here is carried
forward with consistency for the figures that follow, so that yellow and grey lines
reference the same process/data in figures 4, 7, and 8, but I think that these
figures need to have the colors switched as well. The data/noise convention for
photon signal/noise is similar in strength to mapping conventions that expect
water labeled as blue, or data orientation to point North. If there are concerns
for black data dots being too dark in Figure 4 and obscuring the profile, using
blue data points is a possible work around (dark blue for signal, cyan or light
blue for noise)...but in general, convention and expectation is that the lighter
saturation or value assigned in point plots is for noise, and darker points are
signal.
We agree with the reviewer and have changed the colors in figures 3, 4. However
in figures 7 and 8 we do not discern signal from noise.,, and adding more colors
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Figure 2: (a) Measured elevation profiles for four di↵erent wind directions
upwind of AWS S5, (b) Filtered elevation profiles and (c) orthomosaic true-
color image of AWS S5 and surroundings taken by UAV photogrammetry on 6
September 2019. The di↵erent coloured rectangles in (c) indicate the profiles
shown in panel (a). The profiles have been vertically o↵set by 5 m in (a) and
by 2 m in (b) for clarity. The black line in (a) denotes the low-frequency con-
tribution of the profiles for a cut-o↵ wavelength ⇤ = 35 m. The pink arrow in
(c) denotes the displacement vector of the AWS between the ICESat-2 overpass
on 14 March 2019 and the UAV imagery on 6 September 2019. The estimated
extent of the 50% and 80% fetch footprints for the data in Sep 2019 in wind
directions 2 [179; 181]� is shown by the black ovals.

would make these figure di�cult to interpret. So we propose to keep the same
style for figures 7 and 8.

Line 120: Can the cut o↵ wavelength be variable? This question is probably
related to my comment on lines 375-380 that I discussed at the end of ’specific
comments’
There is no definite theory on which value for ⇤ should be used, therefore this
is a tuning parameter in our model. After the comment of Referee # 1, we have
added a sensitivity analysis in a new Appendix B that explores the output of
the bulk drag model for di↵erent values of ⇤ (see our new Fig. B1)

Line 145: ”...140 km transect AWS...” –¿ ”...140 km transect of AWS...”
Changed
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Figure 3: Steps in converting a measured digital elevation model to the modelled
topography, where L is the length of the profile, f the number of obstacles,
H the height of the obstacles and w the width of the elevation profile. The
location and height of AWS S5 is shown on top of the UAV elevation profile.
The black dots denotes all the ATL03 photons, while the grey dots denote the
selected photons for the kriging procedure. The solid black line denotes the 1
m resolution interpolated profile for ATL03 data, and the pink dots denote the
20 m resolution ATL06 signal.

Line 200: Some discussion/mention of wet surfaces and standing water is war-
ranted here
Added. See also reply to the 2nd comment in ”Specific Comments” above

Line 225: This should modified to account for signal strength; since the ratio of
noise to surface photons varies with signal strength, the standard deviation will
be biased between high and low signal strength acquisitions over the same sur-
face. This is true for the background count rate as well, which varies seasonally
and between night and day conditions.
see our reply above concerning the weighting of signal photons.

Line 240: I’m unclear on exactly what is meant be residual photons here, and
if they are weighted or binned by the confidence flags assigned in ATL03.
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Figure 4: (a) Elevation profile at site A measured by the UAV and by ICESat-2
(solid lines), selected ICESat-2 photons (grey dots) and ICESat-2 ATL06 height
(pink dashed line). The UAV and ATL06 profiles have been vertically o↵set by
2 m for clarity. (b) Filtered profiles (solid lines) and residual photons elevations
after filtering per 200 m windows (grey dots), where the UAV and ATL03 filtered
profiles have also been vertically o↵set. (c) Probability density function of the
filtered ICEsat-2 profile (black dashed line), UAV profile (orange solid line) and
residual photons elevations (grey line).

Here we refer to the residual photon elevations, that we defined as the signal of
the selected photons minus the interpolated 1 m resolution profile. We propose
to refer to this definition in L240.

L240:
On the other hand, the residual photon elevations, defined as the selected pho-
tons detrended for the interpolated profile under Eq. (8) still contain much
larger scatter than the UAV elevation profile. This demonstrates that rough-
ness is not the only factor explaining the scatter in the raw altimeter signal.

Line 255: First use of ’L69’ I think...a sentence somewhere defining the acronym
convention for the various methods would help
The first reference to Lettau (1969) can be found in Line 89.

Line 270-275: I don’t know if it’s true to say that there’s no relationship between

13



Figure B1: (a) Filtered elevation profile in fetch direction 186�, (b) estimated
obstacle frontal aera index, (c) estimated obstacle height and (d) modelled aero-
dynamic roughness length at site S5 for di↵erent high-pass cuto↵ wavelengths
⇤. See Figure 8 in main text for the labels in d).

Cd and either H or lambda...especially when the next sentence links increased
Cd values with increases in H. I’d change this to say that the there is a weak
relationship.
We agree with the reviewer and have modified this sentence.

L271:
In Sect. 4.3 we estimate the values for Cd required to fit the model to the ob-
servations; these values vary between 0.1 and 0.3, and show a weak relationship
with H.
Line 288: I think figure 5 is meant here, not figure 6
The reviewer is correct. We have corrected this.

L288:
The elevation profile from the UAV survey in box A (Fig. 5) was already com-
pared to the overlapping ICESat-2 profiles in Fig. 4a, while H, � and z0m are
compared in Fig. 7.

Line 313: Eddy covariance measurements are available outside of September, I
assume? Even if they aren’t available in March specifically, having a date range
of the measurement record would be helpful, instead of just the date that the
data was pulled for this study.
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At this time we have (recent) sonic eddy covariance (SEC) data during September-
October 2019 at sites S5 and SHR, and we have year-round flux measure-
ments using the vertical propeller eddy covariance method (VPEC) at sites
S5 and S6 since September 2016. We have added this information in the revised
manuscript.
L143:
Vertical propeller eddy covariance (VPEC, see also T20) measurements are avail-
able at sites S5 (67.094� N, 50.069� W, 560 m) and S6 (67.079� N, 49.407� W,
1010 m) since 2016, while AWS observations are available since 1993 and 1995
for each site (Smeets et al, 2018). For this study we use eddy-covariance mea-
surements acquired during September 2019 at site S5 and also site SHR (67.097�

N, 49.957� W, 710 m), and during from September 2018 to August 2019 at site
S6. All these sites are situated in the lower ablation area of the K-transect, (...).

Figure 8: This would be appropriate to split into a.) and b.) panels. I’m
skeptical of the pink ’perfect fit’ line; the eddy covariance measurements that
the Cd values are inferred from have some spread or standard deviation, so
I expect that modeling those uncertainties would produce a flatter line or a
bounding envelope.
We agree with the reviewer, and we have modified Fig. 8 in order to present
the optimal values for Cd using all three in situ datasets.

Line 385: This claim should be tempered a bit. Sure, there is lower contri-
bution to runo↵ at higher elevations, but the increased surface area relative to
the margin means that modeling the high elevation roughness is crucial for un-
derstanding and modeling the overall energy exchange between the cryosphere
and atmosphere. Also, under changing climate scenarios, run o↵ contribution
will increase for high elevations.
We agree with the reviewer and therefore propose to remove this sentence.

L386:
Besides, these high-elevations areas contribute much less to the total melt and
runo↵, due to the brighter surface and lower temperatures.

Line 430: Capitalization is inconsistent between equation A1 and the follow-
ing line where the parameters are defined.
Revised.
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Figure 8: (a) Drag model evaluation at site S5. (b): Drag coe�cient for form
drag (Cd) used in the model (black line) or required to perfectly fit the observa-
tions. The orange solid line is the modelled z0m using the R92 model and UAV
photogrammetry on 06 September 2019, while the dashed orange line is the
orange line shifted down by a factor 10. Solid symbols are measurements from
sonic eddy-covariance (SEC) or vertical propeller eddy-covariance (VPEC). Ad-
ditional data is from Van Tiggelen et al. (2020, T20). The vertical dashed
line denotes the direction sampled by the ICESat-2 laser beam on 14 March
2019. The errorbar denotes the range between the uncorrected and corrected
ICESat-2 measurements.

16


