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General Comments

The authors present analysis using a new, higher resolution passive microwave dataset
for determining surface melt across the Greenland Ice Sheet. The authors make a
strong case for why such a dataset is important for monitoring the ice sheet and demon-
strate that the higher resolution data allows us to study surface melt in greater detalil,
altering the magnitude of some of the temporal trends and providing sufficient resolu-
tion for more thorough spatial analyses. The work is novel, presenting a new dataset
and analyzing it with an existing algorithm to study trends in surface melt extent and
timing. The methods implemented are appropriate and sufficiently explained in most
cases. In my specific comments, | have a few points that | would like to see addressed
in terms of articulating implications of some of the issues the authors note with the
data (i.e. differences in the four PMW sensors used, issue of poor matching between
MEMLS and MAR5cm before 1992, MEMLS algorithm issues after main melt season).
I do not consider any of these to be major issues; | would just like to see some clarifi-
cation and explanation of the potential effects of this issues on the results. Additionally,
an overall comparison of how this PMW melt detection compares to other PMW melt
products in terms of commission and omission errors should be included in order to put
this work into context. The results are significant, demonstrating that trends in surface
melting are sensitive to the scale at which they are studied. The trends identified are
important in our assessment of surface processes that affect mass balance and sea
level rise. The surface melt product is an important dataset that can be used in future
work as described in the conclusions.

The manuscript is overall well-written and flows logically, with only minor issues that
will be easy to fix. Please find my specific comments and technical corrections below.

Specific Comments
line 171: Please explain what sigma is. It “varies in space and time” based on what —
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is it the standard deviation?

R: Sigma is the standard deviation of the timeseries of brightness temperature for a
specific year and pixel. We added this information in brackets in the revised manuscript.

line 190: | appreciate that many melt threshold/algorithms are implemented (and that
they are compared to both in-situ data and the MAR output). Please explain why you
selected the threshold/algorithms as you did given that you also presented at least 2
others.

R: Explained at the end of section 2.4 as “We selected M+AT and MEMLS due to
their higher accuracy in detecting both sporadic and persistent melting with respect
to the other approaches presented above (i.e. Torinesi et al. (2003), Ashcraft and
Long (2006) and MEMLS in case of LWC=0.1%) proved in previous studies (Tedesco,
2009). We selected also the 245K to test a more conservative approach aimed to
detect persistent melting only.”

line 247: With respect to the differences in acquisition time, is there a consistent
lead/lag between timing of SMMR and SSM/I-F08? If so, how might the directional-
ity of the lead/lag impact the analysis?

R: The lead/lag can be obtained by Table 2 where sensors characteristics are detailed.
Specifically, in case of SMMR and SSM/I-F08, the lag of SMMR sensor is of about 6
hours (24:00 vs 18:17 for the ascending pass and 12:00 vs 6:10 for the descending
pass). This constant lag can lead to errors and biases in particular at the beginning
of the melting season when snow undergoes freeze/thaw cycles during the day (e.g.
frozen snow, i.e. low Thb, at 6:10 for SSM/I-FO8 and liquid water, i.e. high Tb, at
12:00 for SMMR in case of descending pass, the opposite in case of ascending pass).
A possible consequence could be an early estimation of MOD from SMMR data (as
already pointed out in Tedesco et al., 2009). In the revised manuscript we added
“Specifically, we expect larger errors at the beginning of the melting season when snow
undergoes thawing/refreezing cycles during the day, potentially having frozen snow
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(low values of Tb) early in the morning and late at night (SMMR ascending and SSMI/-
F08 descending passes) and presence of liquid water (high values of Tb) during the
day.”

line 260: Which correction did you apply to the SMMR data (the first method with
weighted values or the second method using all values and the least square fitting)
and why?

R: Thank you for noticing this. We specified it as “We applied the correction coefficients
obtained with the second method according to the higher relative improvement for the
evening pass.”

line 260: What are the implications (if any) of not correcting the datasets? For instance,
the average differences from F08-F11 and F13-F17 are positive, while the difference
for F11-F13 is negative in the evening and positive (close to zero) in the morning. If
agreement is worse when corrected, | agree that it makes sense not to implement the
linear corrections, but it would be important to address what the potential effect of this
is.

R: Possible implications in not correcting the dataset are related to the relative differ-
ence of the measurements from different satellites. This can cause errors in melt de-
tection when considering the fixed threshold case (as 245K) but not in case of MEMLS
which is computed considering intrinsic characteristics of the timeseries every year (i.e.
winter average brightness temperature). However, the computed average difference of
Tb in case of FO8-F11, F11-F13 and F13-F17 is at most 0.52K, negligible with respect
to the increase of Tb due to LWC.

line 306: Is there an emissivity threshold being considered here to indicate if melting is
or is not occurring? If so, please add that.

R: Even if a rough threshold could be assigned (e.g. around 0.85), in this case we do
not give a threshold. Instead the comparison is between the three computed values
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of emissivity only. Considering a surely dry condition emissivity (0.74 in Figure 5a)
and a surely wet snow condition emissivity (0.9 in Figure 5c), if melting occurred in the
period 17 June and 17 July we would expect at least a value between case (a) and (c)
(between 0.74 and 0.9). This happens in late July, when the brightness temperature
“jump” is strong and evident, the air temperature reaches the melting threshold and,
consequently, the emissivity reaches a value even higher than 0.9.

line 307: | think it was meant to say lower than in Summit Camp case?
R: Exactly, corrected.

line 315: (AWS Comparison Section) Were there any temporal trends the commis-
sion/omission errors of the melt algorithms as compared to the AWS data?

R: We thank the reviewer for this interesting question. We performed the comparison
with AWS and MAR data to assess the different algorithms and select the best one,
following Tedesco (2009) cited in this paper. We did not look at the temporal variability
and trends of the commission/omission errors. We assumed that, if a trend does exist,
it would have affected every algorithm. Thus, for our purpose, we only considered the
overall error for every available year.

lines 325-327: | think the numbers for LWC1m and LWC5cm were swapped here?
R: Corrected.

lines 346-346: You bring up a very interesting point here. Because the brightness
temperature after the largest part of the melt season has ended up lower than the
Jan/Feb average, then the MEMLS algorithm would be less able to detect subsequent
melt events. Is this a consistent pattern that is observed across sites/years? This could
lead to a change in the frequency of omission errors of the MEMLS algorithm pre and
post main melt season. Please discuss potential implications of this issue.

R: We found this pattern at Swiss Camp site at multiple years as it is possible to see
in Figure 5¢ where the timeseries of Tb in 2006 is reported. The 2006 example seems
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to confirm the hypothesis: after the main melting season (mid-august, between day
200 and 300) the Tb drops to values lower than before the melting season. After
day 300 another jump of the signal is detected (for 1 day only, by MEMLS and the
M+DT) followed by a further decrease of Tb. In this case the melt event is detected.
Consequently, the lowered capability of MEMLS to detect melting is not a constant
issue and it does not necessarily affect the omission error significantly. Similarly, before
the melting season a sporadic melt event is detected (before day 100 for 1 day only,
by MEMLS and M+DT), followed by a drop of Tb to values lower than before the melt
event. It would be possible to expand this interesting point in another research work,
addressing the causes and implications of these early/late sporadic melt events.

line 355: How do the commission and omission errors for these algorithms compare to
other PMW melt detection products.

R: We compared the commission and omission errors presented in the submitted ver-
sion of the manuscript with the ones obtained for the Thomas Mote 25km 19 GHz PMW
dataset suggested by the other reviewer. We include the averaged results in Table 5
in the revised manuscript. This PMW dataset is at the resolution of 25 km and uses
the 19 GHz frequency, enabling the comparison with a coarser resolution data and
giving us the possibility to show the benefits of the highest resolution. We found that,
on average, omission and commission errors are lower in case of the higher resolution
dataset. Moreover, the comparison with MAR 6km outputs shows lower NSE values in
case of the 25 km 19 GHz PMW dataset.

lines 369-371: Please explain your decision to compare 245K and MAR1m and also
compare MEMLS and MAR5cm. | believe it is because the expected differences in
sensitivity of each of the different methods of detecting melt, but just want to be sure
that is why this decision was made.

R: We added an explanation of this choice as “due to the expected differences in sen-
sitivity to detect persistent and sporadic melting between 245K and MEMLS, respec-
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tively”

lines 375-380: It seems that using the SMMR data (from 1979-1987) is part of the
issue here. Is that correct? Is it partly because of the difference in time of day? Or
difference in sensor technology used?

R: It seems that the main issue is related to the different sensor technology. Even if we
improved the consistency of the timeseries by calibrating the SMMR data, differences
still remain, partly because of the different acquisition time and frequency and partly
because of the specific characteristics of the sensor (e.g. different IFOV, swath width,
incidence angle). Added a sentence: “(...) possibly due to a persistent bias after the
intercalibration of the dataset. (...)”

line 382: What are the implications of the melt extent being underestimated?

R: Added “A possible consequence of the melt extent being underestimated in the
first part of the timeseries is a slightly overestimated long-term trend. To address this
possible implication, in the next section we compute long-term trends considering both
1979 — 2019 and 1987 — 2019 reference periods.”

lines 396-397: Is there precedent for using this definition of MOD and MED?

R: Following Tedesco et al. (2009), cited in this paper, we defined MOD and MED as
the first and the last two days in a row when melting occurs. Tedesco et al. (2009)
identified the first and last days as MOD and Med using a double condition algorithm.
Here chose to consider two consecutive days as we prescribe a single melting condition
(Tb>threshold).

line 406: Here and elsewhere you refer to the trends in the coarser-resolution data.
Please consider including this analysis in supplemental material.

R: In the revised manuscript we will substitute this analysis with the comparison of the
trends computed using the Mote PMW dataset, reporting the analysis in the supple-
mental material.
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line 436: Is there any explanation for the areas in the map with anomalous trends?
(figure f, negative trend in Northern Greenland, figure d, positive trend in some regions
in central Greenland)

R: A possible explanation can be related to the definition of MOD and MED (first two
consecutive days when melt occurs and stops). Possibly, by modifying the constrain of
two consecutive days (e.g. a single day or even 3 or 4 consecutive days) the anoma-
lous areas would reduce. On the other hand the parameter melt duration MD is more
spatially continuous in trend evaluation.

lines 436-438: How are pixels that do not consistently (every year) experience melt
handled?

R: In case of pixels that do not consistently experience melt, when computing the pixel-
scale trends for MOD and MED, we performed the calculations for the available data
only. In case of melt duration (number of days detected as melting for each pixel),
instead, we consider as MD=0 in case of a pixel presenting zero melting days.

lines 440-446: This content reads more like methods. Consider relocating the descrip-
tion of the methods of the semi-variogram analysis.

R: We moved the description of the semi-variogram analysis in a new sub section “2.6
Spatial autocorrelation: the variogram analysis” where we describe the methodology
adopted.

line 452-453: The comment about extending this analysis seems out of place.
R: Removed.

line 457: Consider showing the figures that accompany the data for Table 7. Perhaps
in the supplement at least?

R: In the revised manuscript we report the figures asked in the supplement.
line 458: These are semi-variograms for melt duration in each month. Is this the num-
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ber of days of the month that melt occurs for a given pixel? Do the days need to be
consecutive? | think more detail about the melt duration variable should be provided
here.

R: Described adding the following sentence: “Here, we compute the melt duration for
each month of the melting season at pixel-scale as the number of days of the month
(May, June, July or August) detected as melting for the specific pixel.”

lines 464-468: Is there a way to compute uncertainty associated with these distances?

R: It could be possible to evaluate the variability of these distances by performing a
larger analysis for every year of the timeseries (1979-2019). We are considering to
expand this aspect in a future research focused on this aspect.

lines 475-476: What does the larger nugget value for MAR as compared to the PMW
data tell us?

R: We think that the difference in nugget value is mainly related to the different spatial
resolution of the considered datasets. The nugget effect is affected by the volume
of sampling, decreasing in value as the volume increase. The nugget effect can be
attributed to measurement errors or spatial sources of variation at distances smaller
than the sampling interval or both. Measurement error occurs because of the error
inherent in measuring devices. Natural phenomena can vary spatially over a range of
scales. It is difficult to say what drives this difference without in-situ data (both melting
and passive microwave). We note that this does not impact the results on the scale
break properties.

lines 499-500: The sentence about the threshold for melting seems out of place in the
conclusions.

R: Removed

line 500-501: The data do not seem to support “good matching” in most of the years
from 1979-2019. The data do seem to support good matching from 1992-2019. Please
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add this caveat to the statement.

R: Corrected as: “We obtained good matching (i.e., NSE>0.4 or, at least, positive)
in most of the years from 1992-2019 when comparing MEMLS derived melt extent
with MAR liquid water content in the first 5 cm of snowpack. On the other hand, we
found bad matching in the period 1979-1992, possibly due to differences in sensor
characteristics.”

Technical Corrections

line 11: modulation “of” ice dynamics

R: Done

line 13: “in view of” should perhaps be replaced with “due to”?
R: Done

line 17: km instead of Km

R: Done

line 19: capable “of detecting”

R: Done

line 25: the word “interest” seems out of place. Delete or replace, perhaps with “use-
fulness™?

R: Deleted
line 26: monitor should be “monitoring”
R: Done

line 74: here and elsewhere you use Tbs, when | think leaving it singular as Tb is more
clear
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R: Thank you, corrected

line 188: Should this be Tc or Tb? If it is meant to say TAnc, please define this term.
EG

R: We use Tc to refer to the threshold brightness temperature value. We added the

definition where first introduced as “(...)Tc indicates the threshold value (we keep the
same notation in the following)”

line 190: “as sensitivity to Zwally. . " not sure what is meant here. Typo?

R: Zwally and Fiegles (1994) proposed the DT=30K. Here we test DT=35 K and DT=40
K to test the sensitivity of the algorithm selected. | correct the statement expanding it
as “...equal to 30K and, to test the sensitivity to Zwally and Fiegles (1994), 35K and
40K (M+30, M+35 and M+40 from here on)...”

line 251: R2 needs to be a superscript 2

R: Done

line 255: specify that you referring to data in Table 4 here
R: We are actually referring to Table 3 here, specified.

line 267: move “daily averaged from AWS” to directly after air/surface temperature to
improve sentence clarity

R: Done

line 281: correct 919% t0 9.19%
R: Done

line 305: fix subscript on Tb

R: Done

line 336: Is this average surface air temperature? Please specify.
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R: Yes it is, specified

line 342: detected by the threshold algorithms in AWS temperature? By all three?
R: Thank you for noticing this, only for Tair=-1°C and -2°C. We added “(Tair>-1°C)”
line 344: should be “corresponds”

R: Corrected

line 355: consider describing it not as an overall error but as what it is a mean of errors
calculated using different techniques.

R: Substituted “overall” with “average”

line 364: perhaps rephrase as “Here, we remind the reader that..”
R: Done

lines 399-400: typo? Partial repeating of a line

R: Yes, typo. Corrected

lines 405-406: typo in years indicated here?

R: Yes, substituted 2016 with 2019

line 418: Fix figure numbers

R: Corrected to Figure10d

line 468: some missing words, should read “the value of the range results is lower in
the case of..”

R: Corrected as “(...) the value of the range is lower (...)”
line 473: “ill” should be “until”
R: Corrected
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line 503: typo of word largely

R: Corrected

line 525: Perhaps add “We have” to “assessed the capability. . .
R: I think it is correct as it is.

line 729: (Figure 1) consider including scale bar for figures ¢ and d
R: It is the same scale bar of Figures a and b.

line 739: (Table 1) table caption perhaps should say “of the selected Greenland Climate
Network (GC-Net) sites”

R: Corrected

line 752: (Table 4) This table shows regression analysis for more comparisons than
just SMMR and SSM/I-F08. Please update caption to reflect this.

R: Corrected substituting with “between the selected couples of satellites”

line 760: (Figure 4) Please ensure that y-axis are the same for all three panels of figure
4a

R: Corrected. | also increased the thickness of the lines and the colors to make the
figure more readable.

line 771: (Figure 6) Please consider adding labels to each map for ease of interpreting
the figure

R: We apologize but we do not understand this specific question. However, we reported
in the captions all the information needed to interpret the figure.

line 780: (Figure 7) Please indicate what the vertical teal lines represent
R: Done
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