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Artic permafrost is considered one of the key tipping elements of the Earth system. However,
researchers face the problem that modelling studies and observations show that the dynamics
in permafrost affected regions often depend on abrupt, non-linear processes that are locally
very confined, while quantifying the resulting impacts on the global climate requires using
low resolution models which do not account for these small scale processes.

Here, Nitzbon et al. propose a tiling approach that allows representing surface
heterogeneities — namely the polygonal structures typical for many permafrost regions and
low gradient slopes with a length scale of ~100m — in the CryoGrid model. They use the
model to investigate the effects of 21st-century warming (RCP8.5) and demonstrate that their
approach is capable of capturing subrgid-scale variations in the resulting degradation of
permafrost. Thus, the proposed approach could potentially facilitate the understanding of
high-latitude processes and improve their representation in Earth System models.

In general, the study presents highly relevant work in an important field and, overall, the
manuscript is well written. Especially the introduction-, discussion, -conclusion and outlook
sections help the reader place the study in the context of previous and future research on
permafrost-affected regions.

However, while I think that the proposed tiling approach could present an important step in
improving coarse-resolution models as well as our understanding of high latitude landscapes,
the authors do not demonstrate this in their work. As it stands, the manuscript only shows that
the approach adds to the model’s complexity, but fails to provide compelling evidence that
this results in an actual improvement of the simulations. Here, the paper requires major
revisions before it can be considered for publication.

We appreciate that the reviewer acknowledges the relevance of our study and identifies the
potential significance of our work with respect to an improved understanding of permafrost
landscape dynamics as well as the improvement of coarse-resolution models. We understand
that the major point of criticism of the reviewer is that we do not demonstrate that our model



developments result in an actual improvement of projections of 21%-century permafrost
degradation. We can understand the concerns of the reviewer, but we are confident that our
model developments and numerical simulations constitute a substantial advancement
compared to previous works. With the explicit representation of micro- and meso-scale
landscape heterogeneity, our model facilitates simulation of permafrost landscape dynamics
and feedbacks on permafrost degradation in an unprecedented way. We think that a
clarification and reformulation of the scope and objectives of our study as well as an extended
discussion of the model’s advantages over more simple models will rule out this major
criticism.

We further agree with the reviewer in that our simulations demonstrate the potential of the
multi-scale tiling approach to improve coarse-resolution models. It was, however, not our
main objective to prove this in the present study. Instead, our major goal was to show that our
approach is capable of representing a wide range of different landscape evolution and
permafrost degradation pathways which are known to occur in ice-rich permafrost lowlands.
In particular, we investigated which effect the incorporation of micro- and meso-scale
heterogeneities has on the simulated landscape evolution and permafrost degradation.
Importantly, we do not claim that the most complex model configuration necessarily provides
the most accurate projections. However, we do want to convey the insight that potentially
important feedback mechanisms can only be represented by those model configurations which
take into account micro- and/or meso-scale heterogeneities.

In the revised version of the article, we reworked the introduction section to point out that we
do not primarily aim at improving coarse-resolution model projections, but that our study
should be considered an explorative modelling exercise of potential feedbacks due to
landscape heterogeneity on different spatial scales. We revised the text in different places, for
example our objectives are now stated more clearly:

The overall scope of this study is to investigate the effect of micro- and meso-scale
heterogeneities on the transient evolution of ice-rich permafrost lowlands under a
warming climate. Specifically, we addressed the following objectives:

1. To identify degradation pathways and feedback processes associated with lateral
fluxes on the micro- and meso-scale.

2. To quantify permafrost degradation in terms of thaw-depth increase and ground
subsidence in dependence of the representation of micro- and meso-scale
heterogeneities.

We further clarified these objectives by the following explanations:

Overall, our goal is to provide a scalable framework for exploring the evolution of
permafrost landscapes in response to a warming climate, which could potentially be
incorporated into LSMs to allow more robust projections of permafrost loss in response
to climate change. The presented simulations should thus be considered as numerical
experiments to identify important scales and controls of permafrost degradation.



With these modifications we hope to have clarified the scope of our study. In addition, we
revised the Discussion section of our article such that it more clearly states the potentials and
advantages of our approach compared to more simple models.

The detailed comments of the reviewer are addressed in a point-by-point fashion below.

General comments

1) As stated above, my main concern with the manuscript is that the authors do not compare
any aspect of their simulations to observations or to simulations with any other point-scale
model that has been validated in the past. Here, the authors claim that they investigate a site
on Samoylov and even state that there is a large amount of observational data available for
the island that can be used to validate numerical models. However, they make no use of this
data making it impossible for the reader to judge whether the tiling approach leads to results
that are closer to reality.

We agree that we do not present any comparison of our simulations with observational data
from the field site in the present manuscript. However, in a preceding study (Nitzbon et al.
2019), it has been shown that the micro-scale tiling approach which was also used in this
study, is capable of reflecting the heterogeneity of thermal, hydrological, and snow
characteristics associated with polygonal tundra micro-topography. That study involved a
comprehensive evaluation of the model using field observations.

The main reason for not presenting further model evaluation in the present study is that it was
not the aim of the study to prove that the presented tiling framework necessarily enables a
more accurate reproduction of measurements. Instead, our study primarily aims at identifying
qualitative effects of subgrid-heterogeneity on the projections of landscape evolution and
permafrost degradation. A second reason is that the available data (soil temperatures, thaw
depths, etc.) from the field site on Samoylov Island only capture the micro-scale
heterogeneity associated with ice-wedge polygons, while no long-term data are available
which document the meso-scale variability of these parameters (Boike et al. 2019).

In the revised version of the manuscript, we clarified that it is not the goal of our study to
provide quantitatively accurate simulations, but rather to explore which pathways of
landscape evolution can be retraced by different model configurations (see reply above). We
would further like to stress that the simulated landscape evolution in the model qualitatively
corresponds well with established knowledge on thermokarst landscape dynamics and
observations from across the Arctic (e.g. Kokelj et al. 2013, Liljedahl et al. 2016). A
qualitative evaluation of our modelling is provided in Sections 4.1 and 4.3 of the revised
manuscript.

2) It may be difficult to evaluate the model’s performance even with the data that is available
on Samoylov. However, in this case the results need to be described in a manner that allows
the reader to understand how the newly implemented processes change the model’s behaviour.
In this way, the reader has at least the chance to judge whether the behaviour of the model is
plausible. In the results section, the authors merely present the landscape evolution for



different setups without providing any details on the underlying mechanisms or explanations
as to what causes the differences in the simulations. This is not only true for the more
complex cases that involve subgrid-scale heterogeneities and later exchanges between the
tiles, but even for the very basic one-tile setups. For example, while reading, I was always
wondering why the permafrost degradation was so much faster in the poorly-drained than in
the well-drained setup? Is it because of higher heat conductivity of water? Or is it an albedo
effect due to wetter soils and due to the formation of surface water bodies? Admittedly, some
details are provided in the discussion section, but this is nowhere near enough to understand
what the model actually does.

We thank the reviewer for acknowledging the difficulties to evaluate the performance of the
presented model framework with the scarce data available at Arctic field sites. We appreciate
the suggestion to overcome this shortcoming by putting more effort into explaining the model
dynamics such that it becomes possible for the reader to retrace the model behaviour and to
judge its plausibility. We would like to note, however, that some of these explanations have
been provided already in previous studies using the CryoGrid 3 model (Westermann et al.
2016, Langer et al. 2016, Nitzbon et al. 2019, Nitzbon et al. 2020), and that we wanted to
avoid presenting these as novel findings.

For the revised version of the manuscript, we thoroughly extended the results section by
explanations of the model dynamics and feedbacks and provided explanations which were
previously contained in the Discussion section. We also restructured the Results section
which is now sorted according to the different model setups, which increase in complexity.
By this, it is easier for the reader to discern the feedback processes which are relevant to the
different model configurations (i.e., the representation of heterogeneities).

3) If it is partly the aim of the paper to present the approach to large-scale modellers as a
way of improving their parametrizations, it requires a better verbal description of the
scheme’s benefits. To exaggerate a bit: One could look at figure 3 and 4 and decide that
actually the simple homogenous, well-drained setup does surprisingly well when compared to
the complex polygon-landscape setup. In 2100, I find subsidence of roughly 1m, an active
layer depth of about 1m and largely unchanged ground below, which is very close to what I
get when I aggregate the three tiles of the complex setup. Admittedly, the simple scheme
misses the water bodies (especially between 2025 — 2050), but they also seem to be quite
small. The same is true when I compare 5a and b as well as 5c and d. There is very little in
the paper that convinces the reader that the (overall) landscape evolution can’t be simulated
well with a single-tile setup with an appropriate set of soil parameters. I do believe that the
scheme presents an important improvement, but that point needs to be made more clearly in
the manuscript.

As we have stated above, our goal was to demonstrate that the model is capable of capturing
pathways and feedbacks of permafrost landscape evolution which are not possible to reflect in
simple single-tile setup. While we agree with the reviewer, that it might be possible to
simulate a similar total amount of permafrost degradation (by 2100) in the most complex
setup to that in an appropriate single-tile setup, the multi-tile setup shows a different transient



landscape evolution and captures subgrid-scale processes which are potentially relevant in
other realms like biogeochemistry. For example, we stress the potential relevance of
subgrid-scale heterogeneities for carbon decomposition, to which also small-scale landscape
features can contribute substantially (e.g., Abnizova et al. 2012, Langer et al. 2015).

In the revised version of the manuscript, we discuss the benefits of the tiling method more
extensively in the discussion Section 4.2 and put our modeling work in the context of
approaches from the LSM/ESM community. Overall, our study is intended to inform
coarse-scale modelers about the effects of including heterogeneities at different scales, and
thus to enable them to decide whether and how these could be implemented in their model
frameworks.

Specific comments

P.4, L.87 ff: Study area — To my understanding the study is more a demonstration of technical
possibilities of your developments rather than an investigation that relies on the specific setup
of Samoylov or on data from the island. Therefore I would suggest to leave out the entire
description (subsection 2.2 ) of the study area, because it is a bit misleading in two ways:

A) Expectations — With such a detailed description of the site, one expects to find a
comparison to observations from Samoylov at a later part of the manuscript.

B) Technical capabilities of the tiling approach — The tiling approach is not really capable of
representing specific (complex) heterogeneous landscapes. With no real information of the
actual spatial distribution of the tiles within the encompassing grid box, any tiling approach
only ever represents a well mixed setting which is not really the case for the island.

I think it is sufficient to state that the initial soil conditions, forcing data and areal fractions
were chosen based on Samoylov and that stratigraphy represents a generic profile based on
previous studies of the island, without giving more information on the site. However, the ideal
way would be to use any of the available observations from Samoylov to validate your model
— then the information you provide would be very welcome.

We agree with the reviewer in this point and hence removed the extensive description of the
study area from the main text. Instead, we provide a shortened version of the study area
description as appendix A. We decided to keep the former Figure 1 in the appendix (now
Figure A1) as we think that it gives a good impression of the abundance and scales of
heterogeneities and landforms common to real-world permafrost lowlands. In the main text,
we added an schematic figure (new Figure 1) which illustrates ice-rich permafrost lowlands
with the micro- and meso-scale heterogeneities addressed in this study. We think that this new
Figure 1 underlines the conceptual character of our modelling study instead of raising
expectations which cannot be met.



P.6, L.117 ff: You provide the units for density and specific heat but not for heat capacity and
conductivity. Other parameters are also introduced without unit later in the text. In my
opinion it wouldn’t be a problem to leave out the units altogether, however if you are nice
enough to provide them, this should be done consistently.

We consistently provide the units of all physical quantities in the revised version of the
manuscript.

P.6, L.123: What does the “effectively” refer to?

The change of the snow density can only change due to infiltration and refreezing, but not due
to internal processes in the snowpack. We deleted the word ,effectively as it is admittedly
confusing and did not contain additional information.

P.6, L.125 ff: How does the model deal with the surface water? Is there a (water) depth
dependant runoff-formulation and does the water evaporate? Or does it simply pool until it
can infiltrate?

The hydrology scheme allows for evaporation of surface water and it can run off laterally,
either to an adjacent tile, or into an ,,external reservoir®, if the tile is connected to one (see
Figure 2). We clarified this point in the revised manuscript:

Excess water is allowed to pond above the surface, leading to the formation of a surface
water body. Surface water is modulated by evaporation as well as lateral fluxes to
adjacent tiles or into an external reservoir (see Lateral fluxes below).

P.6, L.127: Is the field capacity the same for the organic and mineral soil?

Yes, the field capacity parameter is identical for all soil layers. A sensitivity study in a
previous study revealed that the overall model dynamics are not sensitive to this parameter
(see Supplementary Information to Nitzbon et al. (2020)).

P.6, L.145: Why this formulation for the effective h. conductivity?

The lateral fluxes into the external reservoir are calculated based on a Darcy approach as
described in Nitzbon et al. (2019). The ,,effective” hydraulic conductivity incorporates the
distance (D) and contact length (L) between the respective tile and the reservoir. For a tile
which can drain in all directions, the effective hydraulic conductivity is obtained as follows:
Key=K*P/D=K*2n*D/D=2nK. This is further explained in the SI of Nitzbon et al. (2020).



P.7,L.164: is > are

Thanks. Corrected in the revised version.

P.7, L.171: I think the information that you are not treating meso-scale lateral heat fluxes
should be a bit more prominent — e.q. in the abstract you say that your model captures lateral
heat fluxes at the scales not captured by ESMs which implies that also the meso-scale heat
fluxes are represented.

We agree with this concern and added a sentence in the model description to justify this
simplification:

We did not consider lateral fluxes of heat, snow and sediment at the meso-scale, as these
were assumed to be negligible on the time scale of interest (heat, sediment), or too
uncertain (snow).

We also revised the formulation in the abstract. We mention the potential effect of meso-scale
lateral heat fluxes in the Discussion (Section 4.1):

Previous modeling studies have also demonstrated that the stability and the thermal
regime of permafrost in the vicinity of thaw lakes is affected by meso-scale lateral heat
fluxes from taliks forming underneath the lakes (Rowland et al., 2011; Langer et al.,
2016). These effects have not been considered in this study.

P.8, Figure 2: A very nice figure that gives a very intuitive overview over your setups. Maybe
you could separate the vertical subplots more distinctly from the connection/network
diagrams to make it clearer that these are two different aspects and that the vertical setups in
a and b are also applicable in subplot ¢ and d. Also the information with respect to dx and the
ice content is slightly confusing because it is only shown in subfigure a — I think it could be
left out from the plot.

We thank the reviewer for appreciating the added value of this figure. It is correct that the
vertical cross-sections for the setups a and b are also applicable to the setups c and d,
respectively. We revised this figure according to the suggestions of the reviewer. To clarify
the different setups, we also revised the names assigned to the different setups in a way which
we hope is more intuitive to understand.



P.9, L.181: What happens to the vegetation layer in the case that surfaces are inundated for
longer periods?

The organic-rich vegetation layer does not change when the surface is inundated for longer
periods. While the vegetation type would probably adapt to the aquatic conditions in reality,
we assume that the thermal properties of this layer would not change substantially.

P.9, Table2: Has the column “Water” been mentioned before?

The column refers to the initial water/ice content. The water content in the unfrozen part of
the ground is, however, modified by the hydrology scheme. We adopted the label of the
column to clarify this.

P.10 Table3: The legend states that the average of the polygonal setup is equal to the single
tile setup, however this does not seem to be the case for the Reservoir elevation (poorly
drained).

The statement in the legend was indeed confusing. True is, that the depth of the excess ice
layer and the excess ice content of the homogeneous tile correspond to the area-weighted
mean of the three polygon tiles. In addition, the reservoir elevation of the poorly-drained
setup was set 0.1m below the mean initial elevation of the surface. To clarify this point, we
revised Table 3 and added a new Table 4 which gives an overview of the parameter
variations.

P.11, L.219: What is a “repeatedly appended base climatological period” ?

The anomalies from the CCSM4 projections for the period after 2014 were applied to a
fifteen-year ,,climatological base period“ (2000-2014). The formulation has been clarified in
the revised manuscript.

P.11, L.224: Why only the two extreme cases for the single-tile setup? I think it could also be
helpful to see the behaviour for a medium-drainage constellation?

The idea behind considering only the two extreme cases for the hydrological boundary
conditions was to create a direct link to the preceding study by Nitzbon et al. (2020), in which
these boundary conditions were treated as confining extreme cases. We agree that, as a
stand-alone independent work, the present study provides more insights, if simulations under
intermediate hydrological conditions were considered as well. Thus, we conducted
simulations for two additional intermediate levels of the external reservoir (ers=-0.5m and



eres=-1.0m) for both the single-tile and the polygon setups. The additional simulation results
are described and discussed in the revised manuscript, in which the Results section is now
structured more clearly according to the different model setups.

P.12, L..244 ff: Why is the degradation rate so much faster in the poorly than in the
well-drained setting? Heat conductivity/Capacity, albedo? A description of the underlying
mechanisms would be very helpful.

The degradation rate is primarily controlled by the thaw depth which is in turn affected by the
hydrological regime of the active layer. On the one hand, thawed saturated soil has a higher
thermal conductivity than drained soil, which allows higher ground heat fluxes and hence
deeper thaw. On the other hand, ice-rich soil layers need more heat to thaw than ice-poor soil
layers due to the higher latent heat content. These and other counteracting effects establish a
non-trivial relationship between the hydrological regime of the active layer, and the annual
(maximum) thaw depth (e.g., Atchley et al., 2016). Simulations with CryoGrid 3 typically
show that wetter conditions cause deeper thaw depths and hence faster degradation (e.g.,
Nitzbon et al., 2019, Martin et al., 2019). This is particularly the case when surface water
bodies form, since these alter the surface energy balance (e.g., lower albedo) and have a high
heat capacity, which delays the refreezing and can favour the development of taliks.

In the revised manuscript, the dependency of degradation rate on the drainage conditions is
further elaborated on through presentation of further simulations for intermediate drainage
conditions and more extensive explanations in the main text. For example, we added the
following paragraphs in section 3.1:

Overall, the simulation results indicate that permafrost degradation is strongest as soon
as a limitation of water drainage results in the formation of a surface water body. The
presence of surface water changes the energy transfer at the surface in different ways.
First, it reduces the surface albedo, resulting in a higher portion of incoming shortwave
radiation. Second, water bodies have a high heat capacity which slows down their
freeze-back compared to soil. As a last point to mention, the thawed saturated deposits
beneath the surface water body have a higher thermal conductivity compared to
unsaturated deposits, which allows heat to be transported more efficiently from the
surface into deeper soil layers. These findings are consistent with previous CryoGrid 3
simulations for ice-wedge polygons (Nitzbon et al., 2019) and peat plateaus (Martin et al.,
2019).

During the initial phase of excess ice melt which occurs between 2050 and 2075, our
simulations suggest a non-monotonous dependence of permafrost degradation on the
drainage conditions. [...] This can likely be attributed to contrasting effects of the
hydrological regime on thaw depths. When the near-surface ground is unsaturated [...],
the highly-porous organic-rich surface layers have an insulating effect on the ground
below due their low thermal conductivity. On the other hand, less heat is required to
melt the ice contained in the mineral soil layers whose ice content corresponds to the
field capacity, than if their pore space was saturated with ice. In the intermediate case



with ees=-0.5m, the combination of dry, insulating near-surface layers and ice-saturated
mineral layers beneath leads to the lowest thaw depths and hence the slowest initial
permafrost degradation. However, as soon as a surface water body forms in that
simulation (between 2075 and 2100), the positive feedback on thaw described above
takes over, resulting in stronger degradation by 2100 compared to the well-drained
settings (eres=-1.0m and e;.s=-10.0m) for which no surface water body forms during the
simulation period.

P12, L.250 ff: Could you explain the cause of the diverging behaviour in the tiles, it appears
to be similar to the differences between the well- and poorly drained single tile setups. Also
why is the outer tile behaving very differently while the inner and intermediate tiles behave
similarly? The figure seems to indicate that the same dynamics could be obtained with a
two-tile setup (inner tile / outer tile).

The diverging behaviour of the outer tile from the inner ones can be explained by the fact that
it is connected to a low-lying reservoir and hence well-drained, while the inner two tiles can
only be drained via the outer tile. As the slope has a very low gradient (0.1%), this drainage is
not very efficient and causes water to impound in the inner tiles, which in turn accelerates
degradation due to the feedbacks discussed for the single-tile setup. In the revised version of
the manuscript, we added the following explanations in section 3.3:

Irrespective of the slope gradient, the simulated evolution of the outer tiles is very similar to
that of the well-drained single-tile simulations throughout the entire simulation period |[...]
The similarity to the well-drained single-tile simulations can be explained by the fact that
the outer tile is very efficiently drained, such that the lateral water input from the
intermediate tile is directly routed further into the external reservoir. Hence, the
“upstream” influence on the outer tile becomes negligible.

It is furthermore correct, that a two-tile setup would likely result in a similar pattern. However,
we decided to use a three-tile setup for several reasons:

- It was not clear a priori that the inner tiles would develop so similar, since the intermediate
tile is closer to the drainage point of the slope. At the same time it is affected by water input
from the inner tile which lies upstream. Hence it was of interest to us to see which of these
effects would dominate.

- The variability of ice-wedge polygon types along transects on Samoylov Island (Figure A1
in the revised manuscript) suggested that degradation along the slope could be stronger than
in the innermost part lying upstream.

- For consisency, we wanted to use the same number of tiles to represent heterogeneities on
the micro- and meso-scale.



In fact, there are slight but significant differences between the “intermediate” and “inner” tiles
which are explained in the revised manuscript (Section 3.3).

To present a broader picture of possible degradation pathways along low-gradient slopes, we
conducted additional simulations for the two slope setups (homogeneous and polygon), where
we set the slope gradient to 1.0%. These simulations reveal further insights which are
presented, explained, and discussed in the revised version of the manuscript (Sections 3.3 and
3.4)

P.16, L.302 ff. | P.17, L.310 {f: It seems as if around the year 2060-2080 the rate of
active-layer deepening (rate of ground subsidence) increases in all setups, which you also
note on page 17 1. 312 . What is the reason for this non-linear behaviour? Is this related to
the forcing? If so could you maybe provide a timeseries of the forcing — e.g. 2m
temperatures?

The nonlinear increase in the degradation rate after 2060 or so is an important observation.
The effect is noticeable irrespective of the specific model setup and has similarly been
reported in previous studies using the same forcing data (Westermann et al., 2016, Langer et
al., 2016, Nitzbon et al., 2020). We think that this effect can be explained by multiple factors:
first, the meteorological forcing results in exceptionally high thaw depths during the 2060s,
which initiates positive feedbacks to the excess ice melt (snow accumulation, water
impoundment). Second, around that time the soil has warmed to a level, where residual liquid
water critically slows down the back-freezing. In combination these effects cause a nonlinear
shift in the degradation rate for most settings around the 2060s. While this effect can likely be
generalized, the timing is strongly related to the forcing and hence the location of the study
area. In the revised manuscript, we mention and discuss this effect in section 3.2:

[...] We explain the acceleration of permafrost degradation at the beginning of the
second half of the simulation period (Figures 7 b and 8 b, purple lines) by a combination
of additional warming from the meteorological forcing, and positive feedbacks due to
the surface water body (as explained for the single-tile simulation in Section 3.1).

We decided to not include a time series of the forcing data, as we attribute the effect mainly to
a non-linearity in the ground thermal dynamics. The temperature forcing does not show a
non-linear increase during that period.

P.16, L.303: Which sub-grid scale interactions result in the active layer being deeper in the
landscape simulation — at least until the year 2090? Based on the soil properties one would
expect it to be a combination of the well- and poorly drained single tile setup?

This is an important observation which deserves further explanation. In the poorly-drained
single-tile simulations, water can drain from the system as soon as the water table is above



-0.1m relative to the surface. Therefore, the drainage is still more efficient than for the two
inner tiles of the three-tile slope setup, where drainage is very inefficient. For these tiles,
surface water formation occurs much earlier than in the single-tile simulations and hence
higher thaw depths are observed earlier (see answer and modifications mentioned above). In
other words, the ,,poorly-drained“ setting does not really reflect the most extreme case which
would be a water-logged setting where runoff is precluded. This, however, would result in
physically unrealistic situations where surface water would accumulate over multiple years,
since evaporation is consistently lower than precipitation.

P.18, L.358 ff: Maybe these explanations — at least between lines 358 and 364 — fit better in
the results section.

We agree and moved these explanations to the results section where we now provide further
detailed explanations of the model dynamics.

P.18, L.371 ff: What does “become more involved” mean in this context?

We wanted to express that the dynamics become more complicated. We changed the wording
in the revised manuscript.

P.19, L.382 ff: Again, this information may be better suited for the result section. As an
dfterthought on sections 4.1 and 4.2: maybe it is possible to disentangle the process
description and the interpretation to how this relates to other studies? Because the descriptive
parts would fit extremely well into the results section?

We agree with the reviewer and followed this suggestion in the revised manuscript.

P.19 L.401: Here, one could argue that your results actually show the opposite: When
including both meso and micro-scale processes, the results are actually fairly close to the
single tile (well drained) set-up. Thus, setting the soil parameters adequately may already be
enough for projections with large-scale models.

Here, we wanted to express that the inclusion of micro- and/or meso-scale heterogeneities can
result in permafrost degradation rates which are not reflected by single-tile simulations. For
example, the polygon simulations consistently showed an earlier onset and stronger rate of
permafrost degradation than the respective single-tile simulations. We agree, however, that
this statement was imprecise and could be misinterpreted, such that we revised our
formulation.



P21, Figure 6: A very nice overview figure. It would be nice though if you could explain the
abbreviations in the caption.

The caption has been extended accordingly for the revised version. In addition, the distinction
between high-centred polygons with inundated and drained troughs has been refined and is
also indicated in Figures 5-8.

P.21, .L447: from > form

Thanks. Typo has been corrected.

P.22, 1..453: I wouldn’t say that this is specific to northeast Siberia but rather a simple test
case.

We agree and changed the formulation accordingly.

P.22, 1..462 ff: T am not convinced that you demonstrated that in this study: There is no
comparison to observations or a detailed description of the subgrid-scale processes. Thus you
present a new (and I do believe more suitable) approach, but you do not show how this helps
reduce uncertainties.

We agree that claiming a reduction of uncertainty is not necessarily supported by the data we
show in the study. However, we have shown that our approach allows us to simulate
degradation pathways which correspond to observations from across the Arctic. Thus, they
bear the potential for more realistic site-level assessments. We modified our conclusions for
the revised manuscript.

P22, 1.472 ff: Here, I do not agree with the authors’ conclusion. On one hand they merely
show that their approach increases complexity but not that this complexity improves the
quality of the results and provides further constraints on projections of future permafrost
degradation. On the other hand they do not show that their approach is suitable for the ESMs,
i.e. that the approach can be scaled to the respective resolutions. With respect to
permafrost-affected regions, one important issue would be that the dependencies in the model
are sufficiently linear, allowing subgrid-scale heterogeneity to be represented by one (or a
few) parameter set(s) that represent an average over large areas. Personally, I do believe

that the scheme presents an important improvement, but that point needs to be made much
more clearly in the manuscript.



As stated in previous points, we see the major contribution of our work in the possibility to
simulate pathways and feedbacks of permafrost landscape evolution in an unprecedentedly
realistic way. The tiling method allows to do this without the need to increase the grid
resolution and hence computational costs drastically. Here, we do not suggest that our
approach could be adopted 1:1 in coarse-scale LSM/ESM frameworks, but only state that our
works contributes to the development of such model frameworks. For example, Aas et al.
2019 have demonstrated the applicability of the coupled tiles to represent polygonal tundra
and peat plateaus in the Noah-MP LSM.

We carefully revised our conclusions in the revised manuscript, thereby also taking into
account the additional simulations that we conducted. With respect to the implications of our
study for coarse-scale modellers, we extended the Discussion in Section 4.2 and rephrased the
criticized conclusion.

P.22, L..477 ff: I think it would greatly increase the quality of the study if the authors could
provide some validation or evaluation of the model. There is neither a detailed description of
the processes that lead to the results, nor have any aspects of the simulation been compared
to observations or to simulations with any other point-scale model.

We agree with the reviewer that the validation and evaluation of the model is an important
issue. Site-level studies which apply the presented model framework to different sites and
compare the simulations to observational data, are thus highly desirable as future steps.
However, suitable long-term datasets, particularly of ground subsidence, constitute a strong
limitation to such endeavours. In addition, we would like to point out that the CryoGrid 3
model has already been applied in different contexts and other study areas, and those studies
put a stronger focus on quantitative evaluations (Martin et al., 2019, Nitzbon et al., 2019,
Schneider von Deimling et al., 2020, Zweigel et al., 2020). The need for suitable field data for
model evaluation has been stressed in the revised Outlook section.
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