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Abstract. We explore the feasibility of an observation operator producing passive microwave brightness temperatures for

sea ice at a frequency of 6.9 GHz. We investigate the influence of simplifying assumptions for the representation of sea-ice

vertical properties on the simulation of microwave brightness temperatures. We do so in a one-dimensional setup, using a

complex 1D thermodynamic sea-ice model and a 1D microwave emission model. We find that realistic brightness temperatures

can be simulated in cold conditions from a simplified linear temperature profile and a self-similar salinity profile in the ice.5

These realistic brightness temperatures can be obtained based on profiles interpolated to as few as five layers. Most of the

uncertainty resulting from the simplifications is introduced by the simplification of the salinity profiles. In warm conditions,

the simplified salinity profiles lead to too high brine volume fractions in the subsurface layer. To overcome this limitation, we

suggest using a constant brightness temperature for the ice during warm conditions and to treat melt ponds as water surfaces.

Finally, in our setup, we cannot assess the effect of wet snow properties. As periods of snow with intermediate moisture content,10

typically occuring in spring and fall, locally last for less than a month, our approach allows one to estimate realistic brightness

temperatures at 6.9 GHz from climate model output for most of the year.

1 Introduction

Sea-ice concentration products are retrieved from passive microwave brightness temperatures measured by satellites and come

with a non-negligible uncertainty (Ivanova et al., 2015; Tonboe et al., 2016; Lavergne et al., 2019). This observational uncer-15

tainty hinders reliable climate model initialization (Bunzel et al., 2016) and model evaluation (Notz et al., 2013). Additionally,

it hinders a robust extrapolation of the future sea-ice evolution based on current observations. For example, sea-ice area is

strongly coupled to changes in the global-mean air temperature (Gregory et al., 2002; Winton, 2011; Mahlstein and Knutti,

2012; Ridley et al., 2012; Li et al., 2013) and thus to CO2 emissions (Notz and Stroeve, 2016). The relationship between

CO2 emissions, global-mean air temperature and sea ice provides the possibility to project the future Arctic sea-ice evolution20

under different forcing scenarios. However, Niederdrenk and Notz (2018) showed that the observational uncertainty in sea-ice

1



concentration translates into uncertainty in the sensitivity of sea ice to changes in global-mean air temperature and therefore

leads to uncertainty in the temperature at which an ice-free Arctic in summer can be expected.

Observation operators are a current approach in climate science to circumvent observational uncertainty and the spread

introduced by the use of retrieval algorithms on satellite measurements (Flato et al., 2013; Eyring et al., 2019). They simulate

directly the observable quantity, in our case the brightness temperature, from the climate model output instead of retrieving the5

simulated quantity, in our case the sea-ice concentration, from the satellite observations. A sea-ice observation operator reduces

the uncertainty introduced by assumptions used in retrieval algorithms about the state of other climatic variables besides the

sea-ice concentration. It takes advantage of knowing the consistent climate state in time and space simulated by the climate

model alongside the sea ice. This knowledge allows a more comprehensive approach to climate model evaluation, as we cannot

only assess the simulated sea-ice concentration but also the simulated sea-ice temperature, snow cover, and sea-ice type. The10

feasibility and limitations of an observation operator applied to sea ice simulated by a climate model have not been investigated

yet. This is the question we address here.

We investigate how important the complexity of the representation of sea-ice properties is for the simulation of sea-ice

surface brightness temperatures emitted by different ice types. Experiments using a model accounting for part of the processes

at work inside the sea ice combined with an emission model have shown that knowing the vertical sea-ice properties are15

sufficient to generate realistic microwave brightness temperatures (Tonboe, 2010; Tonboe et al., 2011). We mainly concentrate

on the vertical representation of temperature and salinity inside the ice and snow, as they are the main drivers of the brine

volume fraction in the ice and liquid water fraction in the snow and thus of sea-ice brightness temperatures, especially at low

microwave frequencies (Ulaby et al., 1986). As most general circulation models (GCMs) do not explicitly represent the time

evolution of vertical profiles of temperature and salinity in the ice and snow, we investigate the effect of simplified temperature20

and salinity profiles on the simulation of brightness temperatures. We do so by comparing reference profiles, representing

an estimate of reality, on the one hand and simplified profiles, representing GCM output, on the other hand in an idealized

one-dimensional setup, using a complex thermodynamic sea-ice model and a microwave emission model.

We focus on the simulation of sea-ice brightness temperatures at 6.9 GHz at vertical polarization as a first step. At this

frequency, the main driver of brightness temperatures are the sea-ice properties, while the contribution of the snow and of25

the atmosphere due to water vapor, cloud liquid water and temperature are small compared to the surface contribution. The

framework can, however, be extended to other frequencies and polarizations in the future, if the increasing importance of the

snow and atmospheric contribution with increasing frequency is taken into account.

In Sec. 2, we provide the theoretical background about drivers of sea-ice brightness temperatures and in Sec. 3 we present our

method and the sea-ice and emission models used for our experiments. In Sec. 4, we explore the influence of simplifications in30

the temperature and salinity profiles on the simulation of sea-ice brightness temperatures to then explore the effect of a reduced

number of layers. Finally, we discuss our results in Sec. 5 and conclude with suggestions for a functional observation operator

for sea ice in Sec. 6.
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2 Theoretical background

The brightness temperature is a measure for the microwave radiation emitted by one medium or a combination of media

and corresponds to the temperature of a blackbody emitting the observed amount of radiation. It depends on the temperature

distribution in the medium and on the transmission and reflection affecting the path of the microwave radiation from the

emitting layer within the medium to the surface of the medium. The transmission and reflection in turn depend on the properties5

of the medium and on the frequency and polarization of the radiation.

Transmission and reflection of the microwave radiation within an ice column are driven by the permittivity and the dielectric

loss of the different layers of the ice on the one hand and scatterers present in the ice on the other hand. Sea ice is a mixture

of liquid brine and pure ice and the permittivity and dielectric loss of liquid brine are orders of magnitude larger than the

permittivity and dielectric loss of pure ice (Ulaby et al., 1986; Shokr and Sinha, 2015b). Therefore, the permittivity and10

dielectric loss inside a sea-ice column are mainly a function of the fraction and distribution of liquid brine in the different

layers of the ice. This means that, looking at a vertical profile of the ice, ice layers with high brine volume fractions have a

lower transmissivity and larger reflectivity than ice layers with low brine volume fractions. The vertical distribution of the brine

volume fraction in the ice is a function of the vertical distribution of temperature and salinity. Brine is present within the ice

throughout its first year. If the ice becomes multiyear ice, most of its brine will have drained out and the brine volume fraction15

decreases substantially compared to first-year ice.

The scattering within an ice column is a function of the permittivity and the size of scatterers inside the ice. In first-year ice,

the main scatterers are brine pockets, while in multiyear ice the main scatterers are air bubbles, as most of the brine will have

drained out (Winebrenner et al., 1992; Tonboe et al., 2006; Shokr and Sinha, 2015a).

As brightness temperatures are usually not measured at the ice surface but at the top of the atmosphere by satellites, the20

microwave radiation emitted by the sea-ice cover can additionally be affected by transmissivity and reflectivity of the snow and

atmosphere on the path between the surface and the satellite. For frequencies below 10 GHz, dry snow is practically “transpar-

ent” (Hallikainen, 1989) and the atmosphere has a negligible influence. For frequencies higher than 10 GHz, scattering occurs

within a dry snowpack (Mätzler, 1987; Barber et al., 1998). In general, scattering affects the brightness temperature measured

from space over sea-ice surfaces increasingly with increasing frequency (Tonboe et al., 2006) as the wavelength successively25

approaches the size of brine pockets and air bubbles on the order of tenths of millimeters to millimeters, snow grains on the

order of hundreds of micrometers to millimeters and atmospheric aerosols and droplets on the order of micrometers.

If the snow becomes wet, as happens during melting periods and localized events of warm air advection mainly occurring

in spring and fall, the dielectric loss in the snow layers increases substantially, leading to a reduction in the transmissivity of

the snow layer to microwave radiation. This may also happen when brine wicking takes place in the lowest layer of the snow,30

especially above first-year ice (Barber et al., 1998; Shokr and Sinha, 2015b). However, we will not attempt to investigate in

detail the effect of wet snow on the radiation in this study as our model setup does not allow us to simulate detailed processes

within the snowpack.
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Sea-ice concentration retrievals are based on satellite measurements at frequencies ranging from 1.4 GHz to 91 GHz (Ivanova

et al., 2014, 2015; Gabarro et al., 2017). In the following, we concentrate on radiation at 6.9 GHz and vertical polarization.

This frequency is advantageous as, with a wavelength of approx. 4.3 cm, it is only slightly affected by scattering inside the

ice, the snow, and the atmosphere. The brightness temperature at 6.9 GHz therefore mainly depends on the properties affecting

permittivity and dielectric loss of the different layers inside the ice. This is why our focus lies on the properties of the sea-ice5

column, rather than on the snow structure or the state of the atmosphere. The penetration depth in ice at 6.9 GHz is around

20 cm for �rst-year ice and around 50 cm for multiyear ice (Tonboe et al., 2006). Therefore, we investigate not only the

properties of the ice surface but also the properties of the whole sea-ice column to be sure to capture the main in�uences on

the brightness temperature.

3 Methods and Data10

Although a few GCMs use detailed sea-ice modules (Vancoppenolle et al., 2009; Bailey et al., 2018), most GCMs use very

simple sea-ice models that do not resolve the properties driving microwave transmission and re�ection inside the ice and snow.

Ideally, our observation operator would compute brightness temperatures from such a GCM as well. However, it is not clear yet

how these simpli�cations affect a brightness temperature simulated based on a simple representation of the relevant properties.

As a basis to investigate the effect of using non-detailed sea-ice information, we assume that our input for the operator15

would be output by the Max Planck Institute Earth System Model (MPI-ESM, Wetzel et al., 2012). In MPI-ESM, sea ice

is represented as �at sea ice, with very simple sea-ice properties: a sea-ice (bare ice) or snow (snow-covered ice) surface

temperature, a constant sea-ice bottom temperature at -1.8� C, and a constant salinity of 5 g/kg regardless of sea-ice type or

age (Notz et al., 2013).

To explore the importance of the vertical distribution of sea-ice properties on the simulation of brightness temperatures,20

we use an idealized one-dimensional setup. This one-dimensional setup works as follows. On the one hand, we use a one-

dimensional thermodynamic sea-ice model to simulate our reference pro�les (see Sec. 3.1). It computes highly resolved vertical

sea-ice pro�les under a given atmospheric forcing. On the other hand, we simplify these reference pro�les to emulate pro�les

that could be inferred from information given by MPI-ESM for the same conditions. These two sets of pro�les can be used

to simulate two sets of brightness temperatures with a microwave emission model (see Sec. 3.2). The two sets of resulting25

brightness temperatures can then be used to quantify the effect of the GCM simpli�cation on the brightness temperature

simulation, compared to our reference (see Fig. 1, Sec. 3.3 and Sec. 3.4).

In this setup, we can quantify the in�uence of each parameter separately on the simulated brightness temperature. This a

necessary �rst step to understand fundamental drivers of the brightness temperature before comparing brightness temperatures

simulated on the basis of MPI-ESM output directly to brightness temperatures measured by satellites, which we do in Burgard30

et al. (2020).
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Figure 1. Schematic of the steps of our simulation and comparison method.

3.1 SAMSIM

Our reference pro�les are simulated by the 1D Semi-Adaptive Multi-phase Sea-Ice Model (SAMSIM, Griewank and Notz,

2013, 2015). This is a complex thermodynamical model simulating the evolution of a 1D sea-ice column under given surface

forcing. It computes sea-ice temperature, salinity, and brine volume fraction pro�les on a semi-adaptive grid, with a number

of layers varying between 0 and 100. It includes most of the processes governing sea-ice growth and melt, and interactions5

between the ice and, if existent, its snow cover. It was developed to investigate the brine dynamics inside the ice. A detailed

description of underlying equations and represented processes can be found in Griewank and Notz (2013) and Griewank and

Notz (2015).

We force SAMSIM with 2 m air temperature, surface downward longwave radiation, surface downward shortwave radiation,

and precipitation from the ERA-Interim reanalysis (Dee et al., 2011) in the time period from July 2005 to December 2009. This10

gives us insight into 4.5 annual cycles, so that we can assess the interannual variability of the growth and melt of sea ice and

the evolution of its properties. The ocean salinity is kept at 34 g/kg and the oceanic heat �ux at the bottom of the ice is derived

from SHEBA measurements, varying between 0 W/m2 in spring and 14 W/m2 in autumn (Huwald et al., 2005; Griewank and

Notz, 2015).

We conduct our analysis using atmospheric forcing from two random points in the Arctic Ocean as input for SAMSIM.15

At the �rst point, the combined forcing of the ERA-Interim atmospheric variables and the SHEBA oceanic �ux leads to
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complete melting of the simulated ice in summer each year, resulting in several cycles of �rst-year ice. At the second point,

the combination of the atmospheric forcing and oceanic heat �ux leads to a simulated ice cover present throughout the year,

resulting in several cycles of multiyear ice (Fig. 2). This way, we capture potential differences in the brightness temperature

simulation depending on the ice type. To ensure that the conclusions we draw from these two random points are robust, we

have conducted the same analysis on �ve additional random points distributed in the Arctic Ocean and the results support our5

conclusions.

Figure 2. Evolution of sea-ice (full line) and snow (dashed line) thickness as simulated by SAMSIM under ERA-Interim forcing between

July 2005 and December 2009. We use ERA-Interim forcing from 75� N00 � W for the �rst-year ice and from 90� N for multiyear ice. Note

that, to avoid unrealistic model artifacts in the ice thickness, we have masked out the few timesteps following the �nal phase of the melting

of the snow cover. Also note that the same analysis was conducted using atmospheric forcing from the points 74� N170 � E, 77 � N39 � E,

80 � N160 � W, 82 � N120 � W, 85 � N50 � W (not shown) to ensure the robustness of our results.

3.2 MEMLS

The simulation of sea-ice brightness temperatures is conducted with a slightly modi�ed version of the Microwave Emission

Model for Layered Snowpacks (MEMLS) extended to sea ice (Tonboe et al., 2006). MEMLS was �rst developed by Wiesmann

and Mätzler (1999) to simulate brightness temperatures emitted by a snowpack composed of several layers and was later10

extended to sea ice (Tonboe et al., 2006). MEMLS uses the information of the properties of the ice and snow layers to simulate

the path of microwave radiation from the bottom to the surface of the ice and, if present, snow. It uses the thickness, the
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temperature, the salinity, the density, the correlation length (measure for the scatterer size), the wetness, the brine pocket form,

and information about the type of medium (snow, �rst-year/multiyear ice) of the different sea-ice and snow layers to compute

transmission and re�ection of the radiation along the path. This then results in a brightness temperature emitted at the surface

of the ice or snow.

We do not take into account the atmosphere in our analysis as its effect is relatively small at 6.9 GHz. The use of the term5

"brightness temperatures" in the following is therefore equivalent to the use of "brightness temperatures emitted at the surface

of the ice and snow column".

3.3 General simulation setup

The temperature and salinity pro�les produced by SAMSIM are used as input for MEMLS for the simulation of brightness

temperatures. Additionally, density pro�les are derived from temperature and salinity using relationships given by Notz (2005)10

(see Eq. A5). Next to the temperature, salinity and density pro�les, other variables, which are not computed by SAMSIM, have

to be provided to MEMLS. These are the correlation length, the brine pocket form, the incidence angle, the ocean temperature,

the incoming microwave radiation from the atmosphere (i.e. the cosmic background radiation and the radiation re�ected and

emitted by properties of the atmosphere) and the ice-ocean re�ectivity for vertical polarization. They are set to constants, listed

in Table 1.15

Additionally, except for snow thickness and temperature, snow properties are neither resolved in SAMSIM nor in MPI-ESM.

Although a dry snow cover is practically "transparent" at frequencies lower than 10 GHz (Hallikainen, 1989), we still need to

account for its presence due to one indirect and one direct effect on the brightness temperature. On the one hand, the snow

cover leads to the thermal insulation of the ice column and therefore affects the temperature pro�le inside the ice, which in

turn affects the brightness temperature. On the other hand, the difference in density between ice, snow and atmosphere leads20

to refraction of the radiation at the interface between ice and snow and between snow and atmosphere. The former effect is

taken into account through the use of the SAMSIM snow thickness and snow temperature evolution, and the latter is taken into

account through the snow thickness and by using a low density for snow compared to ice. We therefore set all snow properties,

except the snow temperature and snow thickness, to constants, also listed in Tab. 1.

The effect of wet snow on the brightness temperature is larger and depends on the snow wetness, brine wicking, and snow25

metamorphism. As neither SAMSIM or MPI-ESM resolve these properties in the snow, we set the snow wetness to zero in this

idealized study. However, when comparing results of a possible observation operator based on this study to actual observations,

we strongly recommend to not consider periods of wet snow, during melting periods and events of warm air advection, as setting

the snow wetness to zero will lead to unplausible brightness temperatures in these periods.

Our input for the emission model, e.g. salinity, correlation length, brine pocket form, comes with uncertainties. These are30

mainly caused by a partial or complete lack of in-situ observations of these small-scale properties and the resulting low under-

standing of their evolution. We therefore recommend more observations of the ice properties, ideally combined with concurrent

microwave radiation measurements. A few of such observations exist already, from both laboratory setting and in-situ, but they

mainly focus on frequencies higher than 6.9 GHz (e.g. Grenfell et al., 1998; Jezek et al., 1998; Perovich et al., 1998; Hwang
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Table 1. MEMLS constant input details and properties of the snow layer. The incidence angle is from AMSR-E and AMSR2, passive

microwave sensors measuring at 6.9 GHz (NASDA, 2003; JAXA, 2011). The ocean temperature and snow density are the constant values

used in a GCM such as MPI-ESM (Wetzel et al., 2012; Giorgetta et al., 2013). The incoming microwave radiation from the atmosphere is set

to 0 K because we want to focus on the effect of sea-ice properties on the emitted radiation. Correlation lengths are based on past experiments

conducted by R.T. Tonboe.

Incidence angle 55�

Ocean temperature -1.8� C

Incoming microwave radiation from the atmosphere 0 K

Ice-ocean re�ectivity for V-polarization 0.25

Brine pocket form spherical

Correlation length �rst-year ice 0.35 mm for depth< 20 cm,

0.25 mm for depth> 20 cm

Correlation length multiyear ice 1.5 mm

Snow thickness as computed by SAMSIM

Snow density 300 kg/m3

Snow correlation length 0.15 mm

Snow salinity 0 g/kg

Snow temperature as computed by SAMSIM

et al., 2007). With more combined observations at lower frequencies, we expect that the uncertainty in the brightness tempera-

ture simulation can be reduced in the future through further research and better understanding of the components introducing

the uncertainty.

For example, a better understanding of the sea-ice salinity evolution would be of advantage. The salinity parametrization

used in Sec. 4.2.2 is based on an "L-shape" of the salinity pro�le, while the sea-ice salinity pro�le often resembles a "C-shape"5

or even a "� -shape" when cold temperatures prevail (Nakawo and Sinha, 1981; Shokr and Sinha, 2015a). Another parameter of

uncertainty is the correlation length. Although it is a variable quite well understood and quanti�able for snow (Mätzler, 2002;

Proksch et al., 2015; Lemmetyinen et al., 2018), its quanti�cation in sea ice is not clear and its values not well known. On a

similar note, MEMLS uses assumptions about the form of the brine pockets. Here, we assume spherical brine pockets. However,

it is known that the brine pocket form highly depends on the initial formation process of the ice, which is not simulated. In any10

case, we assume that the choice of brine pocket form will not affect our result substantially because scattering within the ice is

negligible at 6.9 GHz.

Another limitation in the input data for MEMLS is the snow information. We investigated the indirect effect of the snow

cover on the simulated brightness temperature, e.g. the radiative effect (as opposed to the thermal insulation effect), and found

that the brightness temperature decreases by approximately 0.13 K for every centimeter of snow present on the ice column.15
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Therefore, although the snow is expected to be "transparent" at less than 10 GHz, lack of information about the snow structure

besides snow temperature and thickness might still lead to uncertainties of up to a few K in the presence of a thick snow cover.

Finally, the use of MEMLS as a sea-ice emission model is a source of uncertainty as well. Here again, the lack of mea-

surements of the parameters needed for the brightness temperature simulation and of microwave radiation itself has inhibited

a comprehensive evaluation of the sea-ice version of MEMLS simulations against reality. Still, it is accepted as one of the5

main tools for sea-ice brightness temperature simulations and has shown its strength in several previous studies (Tonboe, 2010;

Tonboe et al., 2011; Willmes et al., 2014; Lee et al., 2017).

However, the uncertainties listed above only have a limited impact on the present study. We concentrate on a relative com-

parison, where we change temperature and salinity in the ice to understand their impact on the brightness temperature, but

assumptions about the snow and ice correlation length, the form of brine pockets, and the snow density are the same in our10

reference and our simpli�ed brightness temperature simulations. The uncertainties will therefore not impact the difference

between the two sets of brightness temperatures. Additionally, in regard to the absolute values, Burgard et al. (2020) show that

realistic brightness temperatures can be simulated by MEMLS using the above mentioned uncertain assumptions with slight

tuning. The effect of the uncertainties therefore remains small when considering large scales.

3.4 Experiments15

The aim of this study is to assess if realistic brightness temperatures can be simulated for 6.9 GHz, vertical polarization, using

the limited information about sea-ice properties provided by a GCM such as MPI-ESM. This assessment is conducted through

a range of experiments. In a �rst step (see Sec. 4.1), we investigate the in�uence of the ice surface and subsurface properties

on the radiation emitted by the snow-ice column. We examine in which conditions information about the vertical pro�le is

needed for realistic brightness temperatures to be simulated and in which conditions information about surface and subsurface20

properties is enough.

In a second step (see Sec. 4.2), we examine the effect of assuming a linear temperature pro�le and of different assumptions

for the simpli�cation of the salinity pro�le on the simulated brightness temperature. In this set of experiments, we compare

brightness temperatures simulated based on SAMSIM pro�les (in the following ourreference pro�les) and brightness temper-

atures simulated based on thesimpli�ed pro�les. The simpli�ed input pro�les are interpolated to the same number of layers as25

the reference pro�les (ranging from 1 to 100 layers, depending on the ice thickness).

In a third step (see Sec. 4.3), we examine the effect of reducing the vertical resolution on the simulated brightness tempera-

ture. To do so, we interpolate the vertical properties on fewer layers than the reference pro�les.
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4 Results

4.1 Subsurface properties vs. Vertical pro�le

Sea-ice brightness temperatures at 6.9 GHz are mainly driven by the distribution of liquid brine inside the ice, as the permittivity

and dielectric loss of the ice layers play a larger role than scattering at this frequency. We compute the brine volume fraction

with Eq. A4 based on the ice temperature and salinity pro�les given by SAMSIM. Comparing the ice subsurface brine volume5

fraction, i.e. in the top ice layer (upper one centimeter) of the pro�les, with the simulated reference brightness temperatures,

the relationship between brine volume fraction and brightness temperature is clearly visible. The brightness temperatures show

a strong dependence on the ice subsurface brine volume fraction (Fig. 3, top row). If we concentrate the brightness temperature

simulation on the ice layers, i.e. using only the properties of the ice layers of the snow and ice column as input to MEMLS, the

slight offset in the brightness temperature introduced by the refraction due to the snow cover is removed and the relationship is10

even clearer (Fig. 3, bottom row).

When the ice subsurface brine volume fraction is higher than 0.2, the brightness temperature from the ice column is linearly

related to the ice subsurface brine volume fraction (Fig. 3, bottom row). This means that no radiation signal from below the

subsurface layer in�uences the brightness temperature and only the brine volume fraction in the upper centimeters of ice

matters. The brightness temperature varies roughly linearly between brightness temperatures typical for ice (� 260 K) at an ice15

subsurface brine volume fraction of 0.2 and brightness temperatures typical for open water (� 160 K) at an ice subsurface brine

volume fraction of 1. In our SAMSIM pro�les, these high subsurface brine volume fractions occur predominantly in warm

conditions, i.e. from April to September, during the melting period and in the beginning of the freezing season. We therefore

suggest that an ice subsurface brine volume fraction above 0.2 can be interpreted both as very wet ice or as a measure for the

melt-pond fraction. This strong relationship means that, when the brine volume fraction is above 0.2, the subsurface properties20

play the main role for the brightness temperature simulation and vertical properties are not necessarily needed.

In some multiyear ice cases during warm conditions, the brightness temperature drops below 240 K at near-zero subsurface

brine volume fractions. These low brightness temperatures occur in September, in the �rst two or three weeks in which ice

growth sets in again. In these cases, the ice column used as input for MEMLS has a brine volume fraction of zero over the whole

column, except in the bottom layer. We therefore suggest that the simulated brightness temperature is mainly in�uenced by the25

very saline bottom layer at the interface between ice and ocean in these cases, leading to low brightness temperatures. This

behaviour is not necessarily realistic and the conditions leading to these input salinity pro�les might need further investigation.

Otherwise, for subsurface brine volume fractions below 0.2, occurring in both cold and warm conditions, the brightness

temperatures vary by 10 to 15 K around 260 K for similar ice subsurface brine volume fractions. For these low ice subsurface

brine volume fractions, the brightness temperatures are driven by the distribution of brine further inside the ice, which is a30

function of the temperature and salinity distribution. Unfortunately, for these brightness temperatures around 260 K at low ice

subsurface brine volume fractions, we could not infer a direct relationship between the brightness temperature and a given layer

or a given brine volume fraction inside the ice from our data. This implies that information about the vertical distribution of
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