
Response to Reviewer Comments 

We would very much like to thank the editor and reviewer for the constructive and insightful comments on this manuscript. 

We have carefully revised the manuscript and provided point-by-point response to each of the comments below. The comments 

are in black and our responses are in blue (the revised sentence was set in italics). For each comment we have indicated how 

we have changed the manuscript to address the comments in the revised version. 

 

----------------------------------------------------------------------------------------------------------------------------------------------------- 

********************Reply to comments from the anonymous reviewer 1#********************* 

----------------------------------------------------------------------------------------------------------------------------------------------------- 

REVIEWER 1# 

General comments 

The paper presents a new snow product, NHSnow, for SD and SWE derived using the support vector regression method. The 

product is validated by comparing it and other relevant SD products to in situ observations. 

Validation of SWE product was omitted due to unavailability of SWE station observations. However, there is e.g. the ERA-

CLIM2 data set available (http://litdb.fmi.fi/eraclim2.php). It contains snow course observations (SWE, density, SD) from 

Russia, Canada and Finland from 1935 to 2014. This does not cover the whole Northern Hemisphere or all of the time period 

considered in the paper, but provides good in situ data for validation. Please add some validation of the SWE product. All 

map figures have too small fonts and are illegible. Please increase the font size and colorbars. Now over half of the maps 

shows regions without snow. Consider polar projection for the maps, this would emphasize the northern snow regions. 

Response: Thank you very much for your constructive suggestions and comments. The images in the revised manuscript were 

updated. Additionally, we downloaded the SWE in-situ observations from the website provided. The revised version of the 

manuscript were added the evaluation and validation of the SWE for NHSnow and GlobSnow products in Section 4.1.2, as 

following:  

“To perform the SWE evaluation, we acquired more than 77 000 valid data records of NHSnow, GlobSnow, and in-situ 

measurements from 1992 to 2014 (December to February). We conducted performance for both NHSnow and GlobSnow SWE 

products in shallow (< 150 mm) and deep (≥ 150 mm) snow conditions. (Larue et al., 2017). The performance metrics were 

summarized in Table 5 for both NHSnow and GlobSnow SWE products against snow course observation over the former 

Soviet Union, Canada, and Finland. The overall bias, MAE and RMSE for NHSnow SWE products are 43.6 mm, 61.9 mm 

and 87.3 mm respectively; while for GlobSnow, they are 15.3 mm, 31.6 mm, 61.5 mm respectively. For shallow snow condition 

(SWE < 150 mm), the bias, MAE and RMSE are slightly reduced for both SWE products compared to using total records 

condition (Table 5). Nevertheless, when analyzing the deep SWE (≥ 150 mm), the statistics results for both SWE products are 

relative large (NHSnow: bias = -46.0 mm, MAE = 103.6 mm, RMSE = 169.0 mm; GlobSnow: bias = -103.1 mm, MAE = 



112.2 mm, RMSE = 201.0 mm; Table 5). In general, the GlobSnow SWE products have a better performance than NHSnow 

SWE product, especially in shallow snow condition (< 150 mm). However, for deep snow, NHSnow SWE product has a better 

performance, with less bias, MAE, and RMSE, than GlobSnow SWE product.  

The evaluation performance of both NHSnow and GlobSnow SWE products was conducted with respect to SWE in-situ 

observations over the former Soviet Union, Canada, and Finland (Fig. 9). For GlobSnow SWE product, the SWE estimation 

have the best performance in the former Soviet Union region area than the other two regions (Canada and Finland) with the 

least bias and MAE; For GlobSnow SWE products, the estimation performance in Finland region which with less bias, while 

MAE and RMSE is better than that in Canadian regions (Fig. 9). Our analysis result is consistent with the accuracy evaluation 

results from previous published study in Canadian regions (Larue et al., 2017). Through analyzing the SWE in-situ 

observations, we found that omission error of snow cover identification, which means that in-situ observation is fully snow-

covered while the prediction of snow cover algorithm is snow-free, is the main error source for GlobSnow SWE product. The 

omission error of GlobSnow SWE product in the former Soviet Union, Canada, and Finland are 6.1%, 18.4 and 8.2% 

respectively. As for NHSnow SWE product, the best estimation performance is in Canada; then in the former Soviet Union; 

the estimated SWE in Finland was not as good as the regions (Fig. 9). Unlike GlobSnow, the NHSnow SWE products do not 

have the omission error but the commission error, which is defined as snow-free observed by in-situ data but snow-covered 

detected by snow cover algorithm. The commission errors for NHSnow product are 0, 8.9%, and 0 for the former Soviet 

Union, Canada, and Finland respectively. Though the commission error is 8.9% in Canada, the NHSnow SWE estimation 

performance (less bias and MAE; -7.9 and 48.9) is better than in the other two regions. It may be due to the statistical model 

of snow density, which is obtained through the snow observation data across North America (Sturm et al., 2010). In other 

words, this snow density model has a better applicability in North America (Hill et al., 2019), but may not be the case in the 

other two regions. The large RMSE in Canada than in the former Soviet Union may be due to deep snow because there is 

10.4% of deep snow in Canada. Snow density may also contribute to misestimating SWE. For NHSnow SWE product in the 

former Soviet Union region with 6.1% deep snow records, there is no commission error and the error of the estimated snow 

depth is relatively small (bias < 5 cm, MAE < 15 cm from Section 4.1.1), we thus assume that the errors in SWE primarily 

come from the modeled snow density in the former Soviet Union region. Through analyzing SWE observation and SD 

estimates of NHSnow, the performance in Finland may be accounted for by two most possible reasons which are deep snow 

(more than 8% records is deep snow) and the inaccurate estimates of SD (bias = -13.3, MAE = 18.3 from Section 4.1.1). 

Additionally, there are no commission error in Finland region; therefore, the inaccurate SD estimates would be the main 

error source of NHSnow SWE product in Finland region. 

Based on the above analysis, NHSnow does a fairly good work in SD estimation (bias = -0.59 cm, MAE = 15.98 cm, and 

RMSE = 20.11 cm). Although deep snow is a great challenge for current SWE products, NHSnow SWE product have less 

error in deep snow compared to GlobSnow SWE product (Table 5, Fig. 9). Moreover, the statistical snow density model 

proposed by Sturm et al. (2010) cannot accurately describe the evolution of snow density in Eurasia region, and it may be a 



major source of error for NHSnow SWE product, which needs further investigation when related data are available. 

 

Table 5. Summary of performance indexes (Bias, MAE, RMSE; unit: mm) for NHSnow SWE product and GlobSnow SWE 

product against SWE in-situ measurements during 1992 to 2014 (December–February) 

 Total < 150 mm ≥ 150 mm 

GlobSnow NHSnow GlobSnow NHSnow GlobSnow NHSnow 

Bias 15.3 43.6 11.0 41.4 -103.1 -46.0 

MAE 31.6 61.9 25.6 59.9 112.2 103.6 

RMSE 61.5 87.3 32.8 77.8 201.0 169.7 

 

 

Figure 9. The performance evaluation of two SWE products (NHSnow and GlobSnow) with respect to SWE in-situ 

observations over the former Soviet Union, Canada, and Finland using three indexes (Bias, MAE, RMSE; unit: mm) 

” 

 

Specific comments 

p1r18: Specify that the given error estimates are for SD. 

Response: Thank you. I modified the original sentence “The evaluation results show that NHSnow performs comparably well 

with relatively high accuracy (bias: -0.59 cm, mean absolute error: 15.12 cm, and root mean square error: 20.11 cm) when 

benchmarked against the station snow depth measurements” to “The evaluation results show that NHSnow dataset performs 

comparably well with relatively high accuracy for snow depth with bias of -0.59 cm, mean absolute error of 15.98 cm, RMSE 

and root mean square error of 20.11 cm when benchmarked against the station snow depth measurements” in Abstract. 

 



p1r21: Specify that 13 % reduction in snow mass is from 1992 to 2016, not yearly. 

Response: Thanks. We changed it to “…, and subjects to about 13% reduction in snow mass from 1992 to 2016” in Abstract. 

 

p6r15-16: If I understand correctly, the data set provides SD and density, and you calculated SWE from these. Then “SWE, 

which is labelled as SD” is wrong, replace by“We calculated SWE from SD and density”. 

Response: Thank you. The sentence “SWE, which is labelled as the SD of water equivalent in this dataset, is one of the 

thirteen parameters provided” was rephrased to “SWE with unit in m of water equivalent is one of the thirteen parameters 

provided” in page 7 line 19.  

 

p6r18: “The time of this reanalysis data with the analysis type used in this study is to maximize the proximity to descending 

orbit time” is unclear. Please rephrase. 

Response: This sentence is changed to “In data pair extraction process, we make the data pair have a close 

observation/measurement time.”, and it was remove to page 7 line 5. 

 

p7r9-14: List the snow properties and other parameters that you actually used, not examples. Also add a short description of 

SVR, at least I wasn’t familiar with this method at all. 

Response: We agree. According to your suggestion, it should illustrate the snow properties or parameters used in our study. 

In the paragraph 1 in Section 3.2, it have the similar description, “Following Eq. 1, we used ten variables as the inputs, 

including PM brightness temperature (19 GHz, 37 GHz, 85 or 91 GHz) with vertical and horizontal polarizations, 

geographical location (latitude and longitude), elevation, and the measured SD.”  

 

In Section 3.2, we revised and added the description about SVR in page 8 lines 17-20.  

“Xiao et al. (2018) developed the SVR SD retrieval algorithm, which used a non-linear regression method (support vector 

regression, SVR) method as the retrieval function (g (·) in Eq. 1). This machine learning method called SVR (Üstün et al., 

2005) has been applied in various fields, for instance, biology and medicine (Zhang and Ge, 2013), to establish the complex 

relationship between target variable and input variables.”  

Reference:  

Zhang, G., and Ge, H.: Support vector machine with a Pearson VII function kernel for discriminating halophilic and non-

halophilic proteins, Computational biology and chemistry, 46, 16-22, 2013. 

 

p7r20 and p8r6: How was the measured SD upscaled from station scale to satellite scale? How did you actually use measured 

SD? 

Response: As previous study general operation, the point-level measured SD directly matched the pixel-level SD value, and 



we do not do further process. In training stage, the measured SD was input the training model as a true observation to build 

the snow depth retrieval model. For example, in the formula y=ax + b, x (the snow properties related input variables) and y 

(the measured SD) was first used to obtain the coefficient a and b. In validation stage, the measured SD was used to evaluate 

the estimated results. 

 

p7r20: What does “indirectly considered” mean? 

Response: The “indirectly considered” means that the information on properties variation of snow with season was not used 

as an input variable of retrieval model. Conversely, the information on seasonal variation of snow cover properties was 

transformed to different snow cover stages (the snow cover season is divided into three stages: snow accumulation stage, 

stabilization stage, and ablation stage), which was basis of establishing snow depth retrieval models. 

 

p10r12: Why did you set SD to 5 cm? 

Response: The setting of this threshold is according to previous two studies (Che et al, 2016; Wang et al., 2008). This threshold 

will be optimized using more observational data in our following improved version of the algorithm. 

 

Che, T., et al. : Estimation of snow depth from passive microwave brightness temperature data in forest regions of northeast 

China, Remote Sensing of Environment, 183, 334-349, 2016. 

Wang, X., et al.: Evaluation of MODIS snow cover and cloud mask and its application in Northern Xinjiang, China, Remote 

Sensing of Environment, 112, 1497-1513, 10.1016/j.rse.2007.05.016, 2008. 

 

p14r5: Weather station information is very sparse in “the polar region and along the coast”, and this is also probably the area 

with the deepest snow cover. Passive microwaves have a saturation point, so they cannot estimate deep snow accurately, and 

also the distance to in situ stations providing a priori information is greater than elsewhere. Please add some discussion on 

these points. 

Response: Thank you. We add the discussion about the deep snow and saturation effect at specific frequency. We add the 

following description information in page 19 lines 7-11.  

“In addition to above discussed factors, deep snow is another critical influence factor in SD and SWE retrieval. Because of 

the saturation of the penetration depth at 37 GHz, many studies indicate that deep snow is a major source of uncertainties in 

SD and SWE retrieval when using passive microwave brightness temperature (Roy et al., 2016;Durand et al., 2011;Larue et 

al., 2017;Saberi et al., 2019).” 

 

p14r13-14: From Figs 5-7 it seems like there are more red points (biggest error) in NHSnow than in GlobSnow. Still you 

calculate larger bias and MAE for GlobSnow. 



Response: Thank you very much. We modified the values of MAE for GlobSnow and NHSnow in Table 4. We re-calculated 

the whole statistic indexes in Table 4 and show that the values of bias are consistent with the results in previous version 

manuscript. And also, the numbers in histograms of Figure 5 that were calculated by Python program indicates the GlobSnow 

have larger bias than NHSnow. 

 

p14r16-17: Your product also uses measured SD. Is it different SD from the one used for validation? Now you claim that only 

GlobSnow uses the same data in assimilation than what was used in validation. 

Response: Thanks for your comment. In data process, the measured SD datasets used for training model with special mark 

are different from the measured SD used for validation. We added the description “Note that the data used for the validation 

is completely independent of the data generate the SD retrieval models” in page 13 lines 10-11 

 

p15 r1-2: The GlobSnow algorithm and HUT model don’t really use “evolution of snow grain size”. The measured in situ 

snow depths are used to retrieve grain size, which is then used as input to the SWE retrieval, but grain size is varied within 

certain limits in the process. Therefore grain size is varying and not fixed, but I wouldn’t call it evolution, as there is no 

physical snow model driving this change. 

Response: Thank you very much. We rephrased the sentence “The different performance for these two products may be mainly 

caused by the evolution of snow grain size was used by HUT (The Helsinki University of Technology) model to generate 

SWE in GlobSnow” to “The different performance for these two products may be mainly caused by the variation of snow 

grain size which was used to generate SWE of GlobSnow” in page 16 lines 3-4. 

 

p15r10: Insensitivity to high SD is inherent in all algorithms based on attenuation of radiation in a media. 

Response: Thanks. The original sentence was changed to “…, they all struggle to capture SD with low bias, MAE, and RMSE 

in high SD accumulation (deep snow) regions (Fig. 6-8, Fig. A). In fact, all SD retrieval algorithms based on attenuation of 

radiation are insensitivity to deep snow” in page 16 lines 13-14.  

 

p15r19-21: You could consider fractional land cover, if you want to improve this. The spatial resolution of your land cover 

data is much better than the resolution of your PM data. 

Response: Thank you very much for your suggestion. The improvement work of this algorithm is going on, and we will take 

account of fractional land cover data in following version algorithm. 

 

p18r5: If the rate of change is -0.11+/-0.40 cm/year, then your error estimate is so large that the trend could actually be positive. 

Please comment. 

Response: Thank you. The strong variability for the winter snow depth (great deviation) mainly due to regional variability 



which have large the absolute value of variation rate. The winter snow depth especially in the polar region exhibit a significant 

increase trend. We added the comment in page 21 lines 14-17: 

“The snow depth in some polar regions was significant change (Fig. 11b), and the absolute values of the variation rate in 

these regions are apparently greater than in the middle-low latitude (Fig. 11; Figure D in the Appendix). These results are 

indeed consistent with station observations over northern of Russia (Bulygina et al., 2011), northern Canada (Brown et al., 

2019) and Alaska. Therefore, the seasonal average SD in the Northern Hemisphere subjects to a strong variability (standard 

deviation).” 

Reference: 

Ross D. Brown, Bruno Fang & Lawrence Mudryk (2019) Update of Canadian Historical Snow Survey Data and Analysis of 

Snow Water Equivalent Trends, 1967–2016, Atmosphere-Ocean, 57:2, 149-156, DOI: 10.1080/07055900.2019.1598843 

Bulygina, O., Groisman, P. Y., Razuvaev, V., and Korshunova, N. (2011). Changes in snow cover characteristics over northern 

eurasia since 1966. Environmental Research Letters, 6(4):045204 

 

p18 Fig9 and p25 FigB and FigC: Where are the black dots in the figure? 

Response: Thanks. The black dots in the figure are not apparent because the dots in each pixel are so small. In the figure it 

show that the shade is in the color map. These figures (Fig 11, Fig B and C) were updated. 

 

p24 FigA: Use same map projection for all maps. Now only c) is different from all others in the paper. Also use the same 

color scales in all maps of same figure. 

Response: Thank you. The projection of Fig A-c was revised. Color scales are also updated. 

 

Technical corrections  

p2r11: “clouds have become” -> clouds are  

Response: we changed “clouds have become the greatest hurdle…” to “clouds are the greatest hurdle” in page 2, line 13. 

 

p2r22: SSM/S - > SSM/I  

Response: we removed the repetitive description “Special Sensor Microwave Imager (SSM/S)” in page 2, line 24. 

 

p2r26: operated -> operate  

Response: we changed “operated” to “operate” in page 2, line 32 

 

p4r11: equal-area scale earth -> Equal Area Scalable Earth 

Response: The “equal-area scale earth” was changed to “Equal Area Scalable Earth” in page 5, line 3. 



 

p4r21: “which was created” -> begins?  

Response: “This online dataset, which was created in 1929, is …” was revised to “This online dataset beginning 1929,” in 

page 5 line 13 

 

p7r14: us->is  

Response: “us” was changed to “is” in page 8, line 14. 

 

p15r2: Remove “was”  

Response: “snow grain size was used …” was changed to “snow grain size used” in page 16, line 4. 

 

p15r14: caused -> cause  

Response: The “caused” was changed to “cause” in page 19 line 1. 

 

p18r19: 1996->2016  

Response: “2002-1996” in the title of Table 6 was revised to “2002-2016” in page 22, line 7. 

 

p19r13: Trends -> Trend  

Response: We changed the word “Trends” in title Figure 10 to “Trend” in page 23, line 9. 

 

p20r3: trends -> trend  

Response: “… exhibits a significantly decreasing trends” was changed to “… exhibits a significantly decreasing trend” in 

page 23, line 18. 

 

p20 Table 7: The percentage of Changes -> Percentage change  

Response: “The percentage of Changes” was changed to “Percentage change” in Table 8. 

 

p21r8: As same as -> Similar with  

Response: “As same as” was revised to “Similar with” in page 24 line 19. 

 

p21r27: “than that those that” -> than those that  

Response: we removed the second “that” in this sentence, in page 25, line 18 

 



p23r16:“undergone an 8% and 13% reduction” from 1992 to 2016. 

Response: we revised original description to “undergone an 8% and 13% reduction from 1992 to 2016” in page 27, line 17. 

 


