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Abstract Climate change and thassociated rise in air temperature have affected the Tibetan
Plateau to a significantly stronger degree than the global average over the past decades. This has
caused deglaciatiorincreased precipitatiorand permafrost degradation. The latter in particules
associated with increased slope instability and an increase in-mastng proceses, whichposea
dangerto infrastructure in thevicinity. Interferometric Synthetic Aperture Radar (INSAR) anaigsis

well suited to study the displacement patterns driven by permafrost processes, as they are on the
order of millimeters to decimetersThe Nyaingéntanglha range on the Tibetan Platdacks high
vegetation andfeaturesrelatively thin snow covein winter, allowing for continuous monitoringf

those displacementshroughout the year The short revisit time of the Sentinklconstellation

further reduces the risk of temporal decorrelation, making it possible to produce surface
displacementmodels with god spatial coveragé/Ne created three different surface displacement
models to studyheave and subsidenda the valleysseasondl acceleratedsliding and linear creep

on the slopesFlat regions at Nam Co are mostly stable on a multiannual scale buteqeédence
subsidence. We observe a clear cycle of heave and subsidence in the valleys, where freezing of the
active layer followed by subsequent thawing cause a vertical oscillation of the ground of up to a few
centimeters, especially near streams andhet water bodiesMost slopes of the area are unstable,

with velocities of 8 to 17 mm yr During the summer months surface displacements velocities more
than double on most unstable slopes due to fre¢lzaw processes driven by higher temperatures

and ircreased precipitation. Specific landforms, most of which have been identified as either rock

glaciers, protalus ramparts or collapsing moraines, reach velocities of up to 18 “tnTheir
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movement does not show a seasonal but a linear pattern indicatirag their displacement is

predominantly gravitydriven.

1 Introduction

Permafrost describes subsurface material with a temperature 6COor lowerfor at least two
consecutive years (French, 2017). The upper layer of gfeost, referred to as the active layer,
freezesand thaws seasonally(Shur et al., 2005)This causedeaving and subsiding ofiater
saturatedground on the order of centimeterdue to thevolume change associated with thee-
water phasetransition. The amplitide of this heaving and subsiding cycle is dependent on the water
content of the active layer and the material of the groufMatsuoka et al., 2003YOn permafrost
slopes the freezing and thawing of the active layentucesslope stability Zhang and MicHawski,
2015 and might create solifluction lobesMatsuoka et al., 200. Further examples otreeping
landforms associated with permafrost are rock glac{gtaeberli et al., 2006nd protalus ramparts
(Whalley and AzizR2003. Approximately 40 % of thTibetan Plateau (TP) is considered permafrost
and 56 % seasonally frozen ground (Zou et al., 2017). Permafrost is vulnerable to climate change
(Schuur et al., 209=mndit has been shown, that climate warming may accelerate permafrost related

creepingand slidingDaanen et al., 2012).

The TP has been the object ofmany studiesfocusing on climate change over tipast decades
especially since it has become known, that its temperature has risen significantly faster than the
global averageavith a rate d 0.25°C per decade(Yao et al., 200). This issue is exacerbatbg the
importance of the TP as a source of fresh water for large parts of greate(Mesaerli et al., 2004)
The¢t Aa 2F0GSYy NBTSNNS R caiigs the largest KoSe ofifoZen fedh water £ S €
after the North and SouthPole Therising temperaturghasled to deglaciatiorat rates of over 0.2 %

yr* (Ye et al., 201)7and permafrostiegradation(Wu et al., 2010)hroughout the plateayincreasing

the river runoff by 5.5% (Yao et al., 2007¢laciers and theiretreat are very well documented on

the TP, as they can lassessedisingoptical satellite datavith high accuracye.g. Bolch et al., 2010)
Permafrost features, such aeck glacies or buried ice lenses, are tta@r to quantifyusingoptical
remote sensinglue to their relatively slow motion and often smaller size than glagie#sib, 2008)

This has led to a severe lack of inventories documenting these permafrost features, despite their
importance as water stoges (Jones et al., 2019) and the vulnerability of rock glaciers to climate

warming(Mdiller et al., 2016).

Permafrost related displacement processes, suashslope instability and the creeping of rock

glaciers, can be monited with terrestrial measuremertechniques like laser scanneesd. Bauer et
2



al., 2003 and studied through the collection of-gitu subsurface datae(g. Kneisel et al., 2014
These techniques are generally labor intensive, require access to the often remote study sites and
provide aly sparse spatial coverag8atellitebased remote sensingoes not requireaccess to the

70 study sites and provides large spatial coverage, makiag/#luable toofor the study of permafiost
related displacements. Thdisplacements varfrom a fewcentimeters (heave and subsidencetbge
active layer) to decimeters or meters per year (creep of rock glaciers) and are therefore often too
small to be studied with optical satellite techniqudsaép, 200§. Cloud cover maynhibit the
collection of continuous optical time series data (Joshi et al., 2G16)vever, atellites emitting

75 microwaves, like theehtinell constellation launchedy ESA in 2014, make the large scale study of
these displacements possible througtterferometric Synthetic Aperture Radar (InSA€thniques.
INSAR analysis is an active remote sensing technique, which exploits phase changes of backscattered
microwaves todetermine relative surface displacements taking place between two or more
acquisitiondates b & Y I y 2 € f dz .Sther studids>hava employéthSARechniques to study

80 permafrostrelated processesn the TP(Li et al., 2015; Daout et al., 2017), nortiestern Bhutan
(Dini et al., 2019), Norwa¥(iksen et al. 2007 Svalbard (Rouyet etl., 2019) and Siberia (Antonova
et al., 2018) Both seasonal processes, such as tieaveand subsidenceof freezingand thawing
ground, and multiannual processdike creep operiglacial landformshavebeen studied.However,
interpreting INSARJata can bechallengingand often a number of assumptionkave to be made.

85 InSARresults provide only motion towards the satellite or away from it, not absolute ground
displacement It is therefore very difficult to accurately assess ground motion, withmaking
assumptions about its actualirection. Unlike optical satellites, which observe the earth from a
vertical LineOf-Sight (LOS), SAR satellites sidelooking and observe theagth obliquely In the
case of Sentinel this angle variebetween 33and 43° from the vertical (YagUeMartinez et al.,

90 2016).SAR satellites are generally rigbbking, meaning the microwaves are emitted to the right of
the satellite. Due to the polar orbit, this causes the microwaves to be emitted in agasadirectian
while the satellite is ascending and in a neagst direction during descending data acquisitionke
high elevation of the TP brings both advantages and disadvantagésS#@Rapplication. High
altitudescan be problematic due to artifacts caused bgnaspheric delayl( et al., 201, while the

95 lack ofhigh and denseregetation reduces the risk of decorrelation, whigbuld otherwiseleadto

poor phase stability, s@alledcoherence

This papempresents the results of an analysis of ground movement in the permafrost @Emreeof

the eastern and southern shores of Nam Co based on three to four year time series of Sentinel

acquisitions. We identifhe various surface processdsvingsurfacedisplacementaround Nam Co
100 on the southern TRNd evaluats their potential causes. It is vital to understand these displacement

patterns and to compare our results to similar studies, as theh@® been shown to react
3



heterogeneousiyto climate changdSag et al., 2014)To that end we developed multiple surface
displacement modelsanalyzinggeomorphologicalprocesses irthe valleys and on the mountain

slopeson both a seasonal and a multiannual scale.

105
2 Study Area

The Nam Co is the second largest lake of TR€Zhou et al., 2013)with a @tchment coveing an
area of 10,789 km2, 2018 km2 of whichtie f | { SQ& 2g¢y adz2NFI OS . TSI 0 %K
proximity to Lhasaits accessibilityand the presence of thBlam Co Monitoring and Research Station
110 for Multisphere Interactions CASAMORSFig. 1) have made it a prime location to study the effects
of climate change on the TPhe current lake level liemt 4726 m a.s.l. (Jiared al.,2017) butit has
featured arising trend of approximately 0.3 mover the past decade®(NR LJet& S012; Lei et
al., 2013). The eastern and southern borders of the catchment are defined by the Nyaingéntanglha
mountain rangewith elevations of up to 7162 m a.sThe highesparts are glaciated (Bolch et al.,
115 2010), while mosbther areas are considered to be in theriglacialzone (Keil et al., 2010; Li et al.,
2014).

90° E 91°E 92°E

31°

30°N

N [Qugagie basin (B) % NAMORS
[INiyaqu basin (C) Elevation [m a.s.l.]
B Lake Nam Co - 1063
22 Permafrost extent ™ 4720

91°E 92°E

Fig. 1:0Overview map of the Nam Co catchméaj including the locations dhe NAMORS research

station andthe two main study areas: Qugagi@asin (B) and Niyaqu basir{C) Elevation datais
4
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based on SRTM \darvis et al.,, 2008and TanDENK N @ n ¢ (CDARy 2017)Permafrostextent
according toZou et al. (2017) andake extentbased onthe Normalized Difference Water Index

(NDWI) ofSentinel2 optical imagery(© Copernicu$entinel dat&2018 processed by EBA

The climate at the Nam Co is dominated by the Indian Monsnasummerand the Westerliesn
winter (Yao et al., 2013he formerbringswarm moist air from the southproviding250to 450 mm

of rainfall from June to September amadcountingfor approximately80% of the annual precipitation
(NAMORS2018 see Fig. DA The Wesdrlies maintainsemiarid to arid conditiongluring the rest of
the year The snow cover iselatively sparse in winter, due to low precipitation outside of the
monsoon season. The vegetation consists primarily of alpine stapp2Q18, with high vegetation,
such as shrubs and treelseing almostcompletely absent. The sparse snow cover and the lack of
high vegetation make this region a prime study site $orface displacememnrocessesisinginSAR
technology.Wang et al. (2017) used a combination of INSAR and optical satellite data tooolap
glacies in the northern Tien Shan of China, where the winters are similarlyldeyrisk of temporal
decorrelation i.e. the loss of data coverage due tmnsiderablechange of physical surface
characteristicsis lower than in other regions where suctopesses may be studied, such as Norway
(Eriksen et al., 20)7or the Sierra Nevada in the USAiu et al., 2018 These regiondeature
considerablesnow cover during long periods the year, makingcontinuous temporatoverage of
fastmoving structureslike rock glacies, difficult. This is especially a problem for satellites with the
shorter Xband (2 - 4 cm) or Cband (4 - 8 cm)wavelengths, like TerraSAR3.1 cm)and Sentinell
(5.6 cm) as they are more susceptible to temporal decorrelati@noséto et al., 2016)ompared to

systems with a longer wavelength such é8dnd(15- 30 cm)

The two areas of interesfor this study arethe Qugagie basin58 km?2) within the western
Nyaingéntanglhamountain range south of the Nam Coand the Niyaqu basin (409 km?) at the
eastern Nyaingéntanglhamountain range on the eastern shore of théake (Fig. ). These sub
catchments were choseras theyrepresentdifferent levels of glacial impact antle predominant
landscapes and their related surface processes at Nam CdNiyhgubasin represents the majority
2T bltY /2048 OFGOKYSyilG 6AiGK SEGSyargsS |fLAYS
with little exposed bedrockn the lower regims. The global permafrost npaof Zou et al. (2017)
suggeststhat periglacial processes af@nited to the higherparts of the subcatchment,at the
easternNyaingéntanglhanountainrange The Qugagie basirepresents the periglacial landscape of
the westem Nyaingéntanglha mountain rang60 %of its areaare considered periglacial landforms
(Li et al., 201% some of which are still active in the highearts of the catchmentdue to their
potential ice content such as rock glaciers. Rock glaciees steadily creeping iceich debris on
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mountainous slopes associated with perfmeest (Haeberli et al., 2006Dther landformswvere shaped

by fluvial, glaciefluvial, glacial and eolian processegKeil et al., 2010)The vegetation cover is
similarto the Niyaqubasinbut with more areas of exposed glacial valley fill and bedrock interspersed
in between the vegetated area8oth the valleys and the slopes are covered by unconsolidated
debris mostly coarse gravelnd boulders,and some slopes in the higher padee free of soil and
vegetation Steeptopographyand the presence of warming permafroate associated withrock
slope instabilities such as rock falls and rock slidg3scher et al., 2006)making them a likely
occurrencethroughout Qugagie basin and the higher zones of Niyaqu basirhe bedrock consists

of sandstoneand carbonatesn the lower areas of the basand granodiorite ananeta-sedimentary
rocksin the higher partsKapp et al., 2005Yu et al., 2009 The main river is fed by hanging legk,
some containing glaciers, as well as the tmain glaciers Zhadang an@enputo the south.The
glacierscover 8.4 % of the basin’s surface area aocbunt for 15 % dfs runoff in summer (Li et al.,
2014).Twoautomated weather statiomndarain gaugewere operatednear the ablation zone of the
Zhadang Glacierdtween 2005and 2010 Daily temperature averages range from approximately
15°C in winter t03°C in summer in the Qugagie basiend -10°C to 10°C in the Niyaqubasin
(NAMOR®R018 Zhang etl., 2013)

3 Data

We use Sentinel Levell single look compledata for all INSAR analysis, both from ascending and
descending orbitdfrom the interferometricwide swath mode with a ground resolution of 20 m
azimuth and 5 m in range direction (ESA, 2012 used a multiooking factor of 4 in range
direction and 1 in azimuth direction to achieve a ground resolution om2@entinella has been
acquiring datasince October 2014 and Sentirldd sinceSeptember2016. We found early data
acquisitions of Sentindla to produce poor interferogramsever the Qugagie basin, which is why we
decided tostart our time seriesanalysisof Qugagie basiin May and November 2015 for ascending
and descending acquisitions respectively. Early data over Nhyaqu basin produces better
interferograms here westart our time seriesanalysisalreadyin December 2014 for both ascending
and descendingcquisitiors. Thelatestacquisitionsincluded in the analysiare from Novembeand
December 2018. Sentinéb data is not available for this region, except for a 3 months period at the
end of 2016 in descending orbit. More detailed information about the numbercquisitions and
interferograms is shown in Table The temporal baselines of interferograms are 12 to 60 days for
the Niyaqu basin and 12 to 96 days for the Qugagie badirtopographic analysis and pessing,
including the removal of the topographit@se from the INSAR dateas conductedusingthe 0.4 arc
sec, equal td2m at the equator resolution TanDENK DEMO©DLR, 201). This new and truly glai
DEM has been acquired B010 to 2015 using singfess XBand SAR interferometry (Zink et al.
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2014) and finally released by German Aerospace Agency in 2017. On the global scale the DEM

features an absolute eor at 90% confidence level oR<4n (Wessel et al. 2018). In steep terrain

accuracy is ensured by multiple data takes in ascending and ddsgemrtbits with varying incidence

angles to prevent radar shadows and overlay. In the Niyaqu basin, the number of acquisitions per

pixel ranges from 5 to 8, with the majority representing average height estimates based on 6

I OljdzA A A G A 2y & ® heightNaBar is 0.8303n. I thd steeper Qugagie basin the number of
I OljdZA AAGA2ya NIy3aSa FNRBY y (G2 MHXEX gAGK GKS Yl 22N
error is 0.35 m.
Table 1:Sentinell data used for théime seriesanalysis of bothtsidy areas.
Area of orbit Acquisition period Acquisitions/ Temporal | Incidence
interest interferograms baselines angle
Niyaqu | ascending| 201412-31to 201812-22 79/ 244 12-60days 40-42°
Niyaqu | descending| 201412-14to 201811-11 721 227 12-60days 39-41°
Qugagie | ascending | 201506-05to 201812-22 741278 12-72days 36-37°
Qugagie | descending| 201511-15to0 201812-29 63/ 257 12-96days 43°
4 Methods

4.11SBASFrocessing

There are many different INSAR techniques capablénoé seriesanalysis todetermine surface

displacement over time. We chosemodified version of the Small BAseline Subset (SBAS) method

(Berardinoet al.,2002) which we performed with th&NVISarScapsoftware (©Sarmap SA2001-

2019. The SBAS methagknerates interferogrambetween SAR acquisitions with a short temporal

baseline, meaning the time between the acquisitions was short, and stacks them to estimate

displacement and velocity over a longer time period. Interferograms are a spatial representation of

the phase differace of two SAR acqitisns and can be used to determine the relative surface

displacement between themrhe phase stability, stalled coherence, is often used to represent the

quality of an interferogram and to determine which pixels will be processatidu(Crosetto et al.,

2016).The modified SBAS approaete employ referredto as Intermittent SBAS (ISBA@pduces

an improved spatial coverage by allowing limited interpolation of temporal gaps for areas, where the

coherence is intermittently belowhe chosen threshol{Sowter et al., 2013; Batson et al., 2015his

reduces one of the downsides of the original SBAS algorithm, where partially vegetated areas can

often not be processed, due tine poor coherence induced by vegetatioWe chose a coheree

7
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threshold of 0.For our velocity modelswvith an intermittentvalue of 0.75 and therefore 75 % of the
interferograms need to produce a coherence of at least 0.3 to be considered during unwrapping.
These parameters arsimilar to thoseused by Sowteet al. (2013)and Bateson et al. (201%nd
producean acceptable compromise of good spatial coverage, while excluding most unreliable data
from the unwrapping proces®Ve carefully analyzedll individual interferograms and excluded those
with unwrappingerrors and overall low coheren@nd thereforepoor spatial coveragelhe Heave
Subsidence Model (HSM)inearVelocityModel (LMM) and theSeasonal Slope process Mo¢@geEM)

are explained in detail iBectiord.3includinga summary in Table 2.

The topagraphic phase was remodefrom the interferograms with theTanDEMX 0.4 arcsec
resolution DEMWessel et al., 20)8&ndthe orbital phase was removed by subtracting a constant
simulated phase from our interferograms. We then estimate and subsequentlyzsiiédt a 3' order
polynomial function over flat stable areas to remove any remaining large scale phase. femnps
reduce spatial trends connected to the small size of the Qugagie basin we processed a larger area
which also includes the two neighboring catoénts during the ISBAS workfloMde used a linear

model for all processing arapplieda short atmospheric high pass filter of only 100 days, to preserve

the seasonal signal for otime seriesanalysis, and a low pass filter of 1200 m.

After performing the ISBAS processing chéat, areas within Qugagie basin retained a relatively
strong atial trend of up to 9 mmyr* and 13 mmyr' in ascending and descending datasets
respectively.Thissignal is likely connected to an atmospheaiiasedelay rather than actual surface
displacement We therefore performed a linear spatial trend correction to remove this shift from
both asending and descending datasets. The linear spatial trend was estimated thiixeih
unmoving areas with very o slope of <5° with at least 200 m distance to water bodies (based on
NDWI of Sentine? optical imagery©Copernicus Sentinel data 2018, processed by .ESi) these
corrections weperformed a decomposition of ascending and descending data sets wheassuene
displacement in the nortlsouth direction to be insignificant, to determine vertical and easst
displacements. Webserveinsignificant meareastwest velocities 0£0.2 mm yr* and -0.9 mm yr*
with standard deviations of 2.2 mm¥yand 2.4 mm yt in likely stable areas in Niyagqnd Qugagie

basin respectively.
4.2 Selection of referencareas

INSAR products are relative not only to the LOS of the satellite but also to the chosen reference
points or areas. It is necessary to selatieast onereferenceto perform the unwrapping process
during the INSAR processing ch&@table GNSS stations are preferred reference pointstmretare

no permanentGNSStations installed near the study areaBherefore it is necessary to seleceth



stable reference areas carefully to avoid introduciag erroneous trendsignal into the surface

displacement modelsThe parameters by which thos¢ablereferenceareaswere chosen are:

1.) Whenever possible we saled areas at high elevationsrfaway fom the valley floor The
250 annualheavesubsidencecycle, and the corresponding uplift and subsidence of the ground,
is very strongly represented in the highly moisturized ground of the valley floor. Choosing
reference points in this environment would remove this annual ground oscillation from the
datasetin the valley floor and create an artificial and opposite oscillation pattern in other
areas. The ridges of tHéyaingéntanglha mountain range featuparely any soil and contain
255 less moisture. Freezing and thawing of the ground should therefore caess @ionounced
heave and subsidenasscillation.

2.) The chosen reference points muke stableduring the entireperiod of observation as
moving reference pointsvould shift the entire velocity modelWe compared the results of
different reference points irareas where we expect littlenotion and discarded those that

260 caused ashift. As reference arease choseregions with a low slope, good coherence and no
obvious deformation structuresandassume them to be stable in time

3.) Ideally the reference points arwcated onstable bedrock. Bedrock has a much smaller
porosity than loose sediment or soil and is therefore less prone to oscillations forced by
freezing and thawing of pore fluidstable bedrock is associated with a high coherence

265 throughout the year, da to its relatively stable backscatter characteristics.

4.) The reference points must be at locations which are represented clearly in 100 % of all

interferograms generated during the SBAS processing chain, to ensure that the displacement

of all interferogramsan be correctly determined relative to those points.

Despite our careful selection of reference points, we cannot be certain, that those areas are in fact
270 stable throughout the entiredata acquisition period. Wtherefore chose to use multiple reference
points instead ofa single point to produce the surface velocity models. This prevansingle,
potentially poorly selected, reference point from invalidating the entire dataseintroducing either
a multiannualvelocity shift or seasonatlisplacementsignal Theareas ofpartially exposed bedrock
and the mountainous terrain of the Qugagie basin made the selectiomefdrence pointseasier
275 compared to the Niyaqu basin, where exposed bedrock is rare. Selectingaintg positioned at
these optimal loations left us with nae near the center of the basins or the lake shore. This caused
velocity shifts along the LG a millimeter scalén presumably stable flat aread they werefar
away from thereference points Wetherefore increase the number of reference point® 90 and
51 in the Qugagie basin and 92 and 61 in the Niyaqu basin for ascending and descending acquisitions

280 respectivelyMaps showing their locations are included in the supplem&he number of reference
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areas varies lieveen ascending and descending acquisitions, due to differences in coherence, but we

chose the same reference areas whenever possible.
4.3 Surface displacement models

In total we produced threalifferent types of surface displacement modéts the Niyaquand the
Qugagie basinThe Linear Velocity Model (LVIMthe HeaveSubsidenceModel (HSM)and the
Seasonal Slope process Model (SSWgLVMportrays the mean surface velocifsom 2015 to 2018

and does not portray seasonal variatioris describes both Meys and slopes but we make the
assumption that displacements are predominantly vertical in areas with slopes <10° and orientated
in a downslope direction in steeper aredhe HSMmodels theheavesubsidence cycleaused by
freezing of the active layeniautumnfollowed by subsequerthawing of the active layer in sprint.

covers only areas with slopes <10°, shows only seasonal displacement and assumes that all
displacement is verticalThe SSMwas created to differentiatdbetween slopes where slidings
acceleratedrom spring to autumrandareas where sliding takes place throughout flear at anear

linear rate. It only covers slopes >10° and assumes that all displacement is orientated in a downslope

direction.

Table 2:Overview of the 3 surface displacement models wifbrmation regarding their purpose

displacement patterns and their connections to geomorphological und geological parameters.

Modeltype LVM(Linear Velocity HSM(Heave SSM Geasonal
Model) Subsidence Mdel) Slope process Mddel)
Purpose Identify sediment Provide information | Differentiate between
accumulation and permafros{ about soil freezing seasonal sliding and

related processes properties linear creep
Displacement type| Multiannual linearvelocity Seasonalvertical Seasonal displacement
along the slope or vertical displacement along the slope
Slope <10° vertical velocity <10° >10°

>10°: along slope velocity

Material Sail, regolith, till, debris and Mainly soil Regolith, debris anite
ice
Related Permafrost creep Heavesubsidence | Solifluction, gelifluction
Geomorphological cycles connected to and rock slope
processes cryoturbation instability on seasonally

10
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frozen slopes

Associated Rock glacies, protalus Hummocky terrain Debris mantle slopes

Landform ramparts and moraines and lobates

4.3.1 LinearVelocity Model (LVM)

This model portrays the mean annual surface veloeifth different methods applied to regionsith

a slope>10° and with a slope<10°. Seasonatlisplacements trends are not present in this negdas

we address those in theeparate models HSM and SSMe Triginal ISBAS processing ch&act.

4.1) is the same but we applied different methods to project the LOS results into a more meaningful
direction. For areas with a slop&l0® we assumed that displacement would occur mainly in a
vertical direction, as the slope would be too small to faaiitsignificant slidingr creepin most
cases Matsuoka (2001) shows that while solifluction has been documented on slopes as low as 2°,
most affected areas in mithtitude to tropical mountains (including the TP) feature slopes >16°.
determine the vetical velocity, we performed a decomposition of ascending and descettitirgg
seriesdata. For this process we assume the nestiuth component of thesurface displacemerto

be zero, which allows us to determine the vertical and egs$t componers (Eriksen et al., 2017

The vertical component represents our expected surface velocity for flat areas, while thevestst

component can be used to assess the error range of the velocity model.

The decomposition method works well for flat regions and slopélk am east or west aspect but
does not produce useful data for slopes with a north or south aspdot Sentinel SAR satellite
constellation is quite sensitive to both eastest and vertical surfacalisplacementbut very
insensitive todisplacementwith a strong north or south component. This is problematic when
studyingdisplacements with darge horizontal componentas the velocity ofurfacesmoving in a
northern or southern direction will be either severely underestimated or completely overlodked.
therefore employed a different method for slopeAreas with a slopel0° were projected in the
direction of the steepest slopegs most surface displacement is assumed to be caused by sliding
processes transporting material parallel to the sl¢p#&.3). We made an exception for areas with a
eastwest velocity>10 mm y, asour study areas featura periglacial setting with landforms such as
rock glaciers, whicimove in a downslope direction anday extend into flatter areas. Those areas
were projeded in a downslope direction, even on slopeB0°. Thisapproach(Notti et al., 2014)
originated from landslide studiedp produce a more accurate result for a process, where the
direction of the moving structure is either known or can be assumed with reasonable cerfainty.

estimate the downslope velocity, waalculate adownslopecoefficient, with values between 0&hd

11



330

335

340

345

350

355

360

1, based on the LOS of the satellite and the aspect and slope of the surface area. The larger the
difference between the LOS vector and the vector representing the assumed motion direction, in this
case downslope, thesmaller and thereforestronger the downslope coefficient becomesWe
excludeddata point with a strong coefficientf a slope has a strong coefficientonly one LOS but

not the other, asa strong coefficient is associated with a larger uncetaiihe maximum strength

of the downslopecodficient is set to 0.2 to avoid producing unrealistically large results caused by a
coefficient close to zerd/Ne useda smoothed versior(90 x 90 m moving mean) of the TanD&M
DEMto determine the motion directionas weassume that structures such asckoglaciers and
landslides movea larger amount ofedimentin a similar direction Small scale variations of the
aspect or slope have a strong impact on ttvnslopecoefficient and would create outliers in the

slope projection in areas with high surfacghnessit is important to note, that by projecting LOS
velocities along the steepest slope, we not only assume the direction vector, but we also simplify the
mechanics to that of a planar slide. In doing so we assume that neither rotational nor csimgre
processes are involved. This is an obviously unrealistic but necessary simplification, which leads to on
overestimation of the downslope velocitifhe error range of the slope projection can be up to 5
times higher for areas with a very strompwnsbpe coefficient than the range of 2.4 mm we

determined over flat ground.
4.3.2 HeaveSubsidence Mdel HSM

Prior to analyzing théheavesubsidenceamplitude, we projected the LOS displacements from both
ascending and descending datasets to vertical displacem@fg. then removed the linear
multiannual trend from thedataset to isolate the seasonal signal. A sum of sine function was
estimatedfor eachindividualtime series For the amplitude estimation in the Qugagie basin we used

a function with two sine terms and faiyaqubasin a function with three terms. We identified the
sine term representing the annual signal and discarded the other termsquatify for further
analysis, atime seriesmust display a heavesubsidenceamplitude larger than 3 mm, withan
explained variatior{R? larger than 0.5 and a period of 350 380 daysThe main results of the HSM

are the amplitude of the heavsubsidencecycle and the Day of Maximum Subsidence (DMS). The
DMSdescribes the mean day on which the sine function reaches its lowestrefiesents theday

on which the soil has subsided to its minimum level due to thawing before beginning to heave again
due tofreezing. There is a lag time between the maximum air temperature and the DMS which has
been documented to b to 4 months on the TR.i(et al., 2015Paout et al, 2017. The final HSM
contains both ascending and descending data. In areas where thelapwee show the mean value

of the two. Slopes >10° were excluded from the HSM as these areaskalg to display mainly

gravitydriven displacement with a downslope direction and not only vertical heaMsidence
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cycles. The seasonal displacemensiaipes is covered by the SSM and their multiannual velocity is

shown in the LSM instead.
4.3.3 Seasonal Slope process Mod&SM)

The average seasonal velocities represent the median summemaddnwinter velocities over the

entire time seriesWe diviced the median summer velocity by the median winter velocity to produce
the seasonal sliding coefficient, which represents how fast a surface is moving in summer compared
to winter. Our LVM feature a precision(1 sigma)of around 24 mm yr'. Time seriesvith median
seasonal velocities2 mmyr™* were set to 2 mnyr™, to avoid artificially large values when calculating

the seasonal sliding coefficient with median seasonal velocities close thid affectsl8.1 % of
slopes in Niyagiasin and 4.3 % of slopes in Qugagie basin. The higher value in the Niyaqu basin is
due to the lower overall velocity of slopes in that region and tb@ucedspatial coverage due to

lower coherence in the higher zone where larger velocities oosigeasnal sliding coefficient of 1.5
represents a 5% increased summer velocity compared to the winter velocity. We chose this
threshold of 1.5to differentiate between seasonally accelerated slopes and slopes reittively

linear velocity.

5 Results

5.1Linear surface velocityerived from LVM

Forthe LVM, we assumed that displacement occurring in areas with slefi@sare predominantly
vertical in direction, asorizontal displacementis rare in these areasSolifluctionmay occur on
slopes as slow as 2° but mostly affects areas with slope >10° Hatibigie to tropical mountain
areas (Matsuoka 2001)This is corroborated by the eastvest velocity produced by our
decomposition of ascending and descending data. For libyges of O- 5°, 5- 10° and 10- 15° we
observe mean easwest velocities 0f-0.1 mm yr', -0.6 mm yr* and -0.6 mm yr* at standard
deviations of 3.0 mnyr?, 2.9 mmyr*and 5.0 mmyr* respectively. The jump instandard deviation
from 5-10° to 10 - 15° from 3.0 mmyr*to 5.0 mmyr* suggests that we obsen@nsiderablymore
horizontaldisplacementn the latter group. This makes the 2ihark agoodthresholdbetween the
vertical and the downslopeprojectiors. For areas with a slopel0® we assumed that the
displacement would occur @hg the steepest slope, drivenylgravitatioral pull (Haeberli et al.,
2006). Uhconsolidated material anthe lack of deeprooted vegetationin the area(Li et al., 2014)

facilitate downslope motion
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Fig.2: Distribution of the mean velocity resutt§ the VM for unstableflat and steep terrain in both

study areas. All surface motion in flat areas (slef8°) was projected into vertical direction (uplift

and subsidence) and motion in steeper areas was projected along the direction of theTslepe.

maximum values are shown above the respedtivglots and the amount of data points included in

each plot is sbwn in parenthesis below themreas with velocities5 mmyr*are considered stable

and are not shown here.

Spatial data gaps in our INSAR models are caused by layover and shadow effects in mountainous

regions or where the coherence was lost due to atns, vegetation, rock falls and glaciers. These

data gaps make upd37 % in flat and31.4% insteepterrain within the Qugagieébasin and 30.86and

36.0%in the Niyaqu basinThe decomposition of ascending and descending datasets of areas with

flat terrain (slope<10°) shows that both basinbaverelatively stable flat terrain on a multiannual

scale.53.3 % offlat areas in the Qugagie basin ani4.4% in Niyaqu basin fall within thes mmyr*

velocity group in both vertical and eastest directionsWe consider these areas to be stable. In the

Quaggie basif3.3% of flat areas experience uplifjostly of which arenear the main stream, while

2.8% of flat areas are subsiding. In the Niyaqu b@s?o of flat areas experience uplift a2d7 %

experence subglence. The remaining flat areas8%% in the Quagagie and 2.1 % in the Niyaqui

basin,experienceminor horizontalmotion.
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Table 3:Summaryof the spatial data coverage of thd.\M in the study areasThe values represent
the percentages compared to all flat or steteprain in the respective study arefncoherent areas
display a mean coherence of <0.8lfle areasare characterized by multiannual velociti€s mm yt*

in all directionspnstable fla areas uplift / subside / move horizontally >5 mm yr', steep unstable

415 areas move at >5 mm ydownslopeand \ery unstable terrain moves at 83nm yf* into the same
directions.
Terrain Incoherent | Stable Unstable | Very unstable
Qugagie| flat (<109 34.7 53.3 3.3/2.8/58 0.1
basin steep (>109 314 20.9 44.9 28
Niyaqu flat (<109 30.5 64.4 0.2/2.7/2.1 0.0
basin steep (>10y 36.0 21.1 39.7 3.1
Steepterrain isconsiderablymore unstable in both study areas the Qugagie basin onB0.9% of
areasin steep terrain arestable, with2.8 % being very unstable with velocitie80 mmyr™. In the
420 Niyaqu basir21.1% of areasn steep terrainare stable an®.1 % are very unstabléd summary of

the spatial data coverage is shown in Tabl@ 8listrbution of the absolute surface velocitgsultsin

different regions is shown in FiguBe
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Fig. 3 LVMof the relevant parts of the Niyaq) and QugaqigB) basins based on Sentirkldata
(©Copernicus 2012018) over TanDEM DEM (©DLR, 201 Areaswith a slope <10° show vertical

velocity and steeper slopes show the surface velocity projected along the steepest slope.

The coherence in both basins is much reducedaltey bottoms. Sreams and other water bodies
affecting as well the soil moisture $tes of the neighboring land surfaces cadaege changes in
microwave backscatter properties depending on the season. Motensivevegetaion near the
valley bottom further reduces the coherenceThe coherence is especially lowvialley bottoms
duringthe spring and the summer monsoon period, when the ground thaws, the surface is inundated
by rain wateror runoff and biomass production increases. This causes an overall drop in spatial data
coverage in vallepottoms, as many resolution cells exhibit codlece values below théhreshold.
Coherence maps of ascending and descending orbit of both study sitesn@usled in the

supplement.
5.2 Heavesubsidencecyclederived from HSM

Theseasonablertical oscillation of the ground due to freezing and thawifighe soil is strongesn

the valley bottom especially near streams, lakes, ponds and, in the case of Qugagie basin, glaciers
(Fig. 5 A/B)In these areas the amplitude of this oscillation can reach uPtoth in the Qugagie
basinor even 27 mmin the Niyagubasin.Themedianamplitude error isLl.3mm in Niyaqu basin and

1.1 mm in Qugagie basinfhe DMSis the day in summer during which the soil sasidedto its
minimum levelbefore beginning tcheaveagain in autumn(Fig. 50D). In the Qugagie basithe
median DMSs on July19 and in theNiyaqubasin it is on August 2Fig. 4. Most data pointswith
heavesubsidenceamplitudes of<7 mm reach their day of maximum subsidence in fmlfugust in

the Niyaqu basin antay to July in the Qugagibasin, while areas with larger amplitudes tend to
reach theirs in Septembéo October Fig. &/F).Themedianshift error ofthe sine function modeling

the heavesubsidence cycles 33days in the Niyaqu basin and 2ays in the Qugagie basiiWe
comparal the DMS results of ascending and descending datasets and noticed that in both basins the
mean DMS of the descending dataset occurs earlier. In the Niyaqu basin the difference between
asending and descending DMS is @@ys and in the Qugagie basl® days. Maps showing the

spatial distribution of thiglisparityare includedn the supplement.
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Fig. 4 Normalized ditribution of the thawinduced Day of MaximunuBsidence (DMS) in the Niyaqu
basin(grey)with a median value on August 24d the Qugagidasin(brown)with a median value
on July 21The lag timeof 33 daysbetween tke median value of Niyaqu basamd the day of the
mean maximum aitemperatureon July 21 (NAMORS3018 is also shown. The median DMS of

Qugagie basimccurs on July I!@suling in noclearlag time.

The freezing and thawing of sail follows the Stefan equation (Riseborough et al., 2008) and ¢here is
significant lag time between the day of maximum air temperature andDMS This lag time has
been studied with INSAR remaosensing techniqueboth on the northern and the southern TEi et

al., 2015;Daout et al. 2017).According to the weather data from the NAMORS research station, the
air temperaturehas a mean pean July 2+1 day from 20D to 2017. Data from the weathestation

at the Zhadang glacier (Zhang et al., 2013) shibvgsmean peak on July 2% days for 20160 2011

(July B+8 days for the same period at NAMOHBSJe to thevery short acquisition period obnly two
years for the Zhadangeather station, we chose theight yeardata set of the NAMORS for both
study areasThis produces a lag time of approximate8/days for Niyaqu basiffrig. 4 grey) while in

the Qugagie basin thmedian DM®ccurs on July 19, two days before the maximair temperature

on July 21resulting in ncclearlag time(Fig. 4 brown).

17



470

Fig. 5 Parametersof the HSM(modified Copernicus Sentinél data [20152018) over TanDEN
DEM (©DLR, 2017Bpatial variationsof the mean amplitude A/ B) and the day ofmaximum
subsidence D) of the HSMwithin the NiyaguQugagie basinThe locations of the time serie$
Figure 6A are displayexsblack dots.H F:Normalized distribution of the months in which theave
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