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We are grateful to Andreas Köhler for the insightful and very helpful comments on our manuscript. 

Below are point-by-point replies for all questions and suggestions. 

 

 5 

(1) I miss the comparison of the relation between measured acoustic energy and impact energy with and 

without correcting for the propagation effect. If bathymetry information and sound speed profiles would 

not be available for Hansbreen, how much worse would the correlation coefficient of log energies be for 

the same data set? Does the correction also increase correlation for location A2 which you did not 

consider further? Also, what would be the correlation coefficient if the signal duration instead of total 10 

energy of the signal is compared? Showing how taking into account propagation effects on amplitudes 

actually reduces the scatter in the log energy relation would better emphasize the importance of 

incorporating local bathymetrical and sound speed profile data. However, since such information might 

not always be available, it would be interesting to see how much more uncertain or biased the calving 

flux estimate would be. 15 

 

 

These are very interesting questions and the answers are summarized in Table 1 below. In short, the best 

correlation between iceberg impact energy inferred from the camera data and the acoustic signal comes 

from the signal that is compensated for transmission loss. The next best correlate is uncompensated 20 

signal followed by signal duration (discussed further below). We also note that an additional purpose of 

the transmission loss calculations is to determine estimates of the power-law coefficients 𝑏 and 𝜂, 

which we suppose to be site-independent.  In other words, the model could be tested for other glaciers, 

if enough information is available on bathymetry and thermohaline structure of the water masses. 

 25 

Table 1 presents correlation coefficients between log-transformed variables. The correlation between 

impact energy and noise energy for location A1 increases from 0.71 to 0.76 with the inclusion of 

transmission losses. However, it does not improve correlation for location A2. If the signal duration,  
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Δ𝑡, instead of total energy of the signal is used, the correlation drops to 0.61 (see also Fig. 1). The 

duration of the received calving signal should not depend greatly on the propagation conditions in the 

bay, if the signal-to noise ratio is high enough. Therefore, it might be possible to use Δ𝑡 instead of the 

corrected noise energy to estimate calving fluxes (see best-fit line in Fig. 1R), as an alternative when no 

information is given on bathymetry and sound speed profiles. Thank you for the suggestion. Figure R1 5 

and Table 1 will be added to the supplement of the revised manuscript. We will also refer to these 

additional results in the main text. 

 

 

Table 1 Correlation coefficients between log-transformed variables. The duration of the calving signal 10 

is the same for both locations – A1 and A2. 

 𝐸imp ∆𝑡 
𝐸ac, obs 
( A1 ) 

 𝐸ac, imp 

( A1 ) 

𝐸ac, obs 
( A2 ) 

 

𝐸ac, imp 

( A2 ) 
 
 

0.30 0.15 0.64 0.53 1 

 

𝐸ac, obs 
( A2 ) 

 

0.31 0.15 0.64 0.52 

 

 𝐸ac, imp 

( A1 ) 
 

0.76 0.39 0.97 

 

𝐸ac, obs 
( A1 ) 

 

0.71 0.34 

 

∆𝑡 
 

0.61 
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Figure R1: Relationship between the block-water impact energy and the duration of the calving signal. 

 5 

 

(2) In section 4.5 the authors describe how the cumulative ice loss and its uncertainty can be estimated. I 

miss the actual application of this approach to all hydro-acoustic calving signals in the entire record. This 

could then potentially be compared to independent measurements of the calving flux at Hansbreen. As 

far as I understand, the signals of the 169 matched events are only used for model calibration. How many 10 
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calving signals in total occurred in the entire record, including those without camera observations and 

unsuccessful matching? If this information is not available, is there any particular reason why the entire 

data set has not been screened for all calving signals? 

 

We agree that this methods study does not show a full practical application of the proposed sensing 5 

technique. We are in the process of comparing independent measurements of calving flux from Hansbreen 

with ice mass losses estimated using a continuous acoustic record and both satellite and camera 

observations of the glacier using a more extensive data set than the calibration observations reported here. 

We will have enough room in this additional study to cover in detail some important aspects raised in 

comment #3, like automatic detection of calving events from the continuous acoustic recording, for 10 

example. 

 

(3) How well suitable is the method for long-term continuous monitoring? I encourage to discuss briefly 

aspects such as (real-time) data retrieval, power supply, instrument clock drift and regularly updating 

sound speed profiles. Could detecting calving signals, including picking start and end time of events, be 15 

automated? Are there signals of other origins which could be mistaken for calving? Do you see any benefit 

from using in addition data from the permanent seismometer at the Hornsund station? 

 

We have collected several year-long datasets (unpublished to date, see point 2 above) and can modify the 

manuscript to provide readers with some practical details about how to collect such data, including issues 20 

such as power requirements, instrument clock drift and requirements and requirements for taking sound 

speed profiles. This technique could be made real-time with a cabled or wireless link to shore but the 

technology required for this capability is untested by us. Calving events are easily and clearly 

distinguishable from the noise of ice melting in spectrograms of the acoustic record at frequencies below 

1 kHz We are investigating the automatic detection of calving events (see comment above) but are not 25 

ready to discuss this work here.  
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There are other sound sources that could be mistaken with calving events. For example, calving or the 

disintegration of bigger icebergs could be mistaken with glacier calving events. Moreover, the calving 

style/type can be a problem. For example, distinguishing between subaerial and submarine calving events, 

at least with present state of knowledge. We will be in a better position to tackle these issues when 

considering the analysis of a long-term record. We do see benefits from using both seismic and acoustic 5 

measurements in one location. For example, applying both methods could potentially reveal new 

important information for the formulation of new (or improved) calving laws and seismic signals may 

help distinguish between the various kinds of events discussed above. It is quite likely that some 

mechanisms involved in the calving process are detectable/researchable by only one of these techniques. 

We believe that these two methods, cryoseismology and acoustical oceanography, could complement 10 

each other to study the tidewater glacier dynamics. 

 

 

I personally prefer writing “Hansbreen” over “Hans Glacier” since this is an official place name in 

Svalbard. 15 

 

Agreed, we will change to the official place name Hansbreen. 

 

 

Page 1 line 15: “temporal fluctuations” or better “time dependency of the thermohaline 20 

structure” 

 

We will change to “time dependency of the thermohaline structure”, as suggested. 

 

 25 

Page 1 Line 17: Writing “the corresponding measured acoustic energy corrected for these three factors” 

or something similar would be more precise. 
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We will make the suggested change. 

 

 

Page 1 Line 19: remove “as we demonstrate” 

 5 

Done. 

 

 

Page 1 Line 21: “50% uncertainty is . . .” 

 10 

Done. 

 

 

Page 2, Introduction: It is worth mentioning here that several studies found submarine melting to be the 

dominant contributor to frontal ablation. 15 

 

Point taken, we will add a new sentence to the introduction: On the other hand, several studies found that 

increased submarine melting is a main factor responsible for the observed rapid retreat of tidewater 

glaciers (e.g. Straneo and Heimbach, 2013; Luckman et al., 2015; Holmes et al., 2019). 

 20 

 

Page 6 line 30: Please explain “calibration of camera geometry” Do you refer to georeferencing 

the images? How precise is the pixel-area conversion (Equation 1)? Do you take into account the 

orientation of the calving front with respect to the camera? 

 25 

Our wording here was imprecise. We do not refer to georeferencing the images. We will change this part 

of the sentence accordingly: The irregular shape of the ice cliff provided registration features, which were 
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identified in both Landsat-8 satellite images (with resolution of 15 m) and the camera images, enabling a 

precise localization of calving events. 

 

It was impossible to calculate the exact angle between the camera and individual segments of the glacier 

terminus. However, we took this into account by assuming uncertainty in 𝐴𝑖𝑚𝑔  of 10%. The total 5 

uncertainty in 𝐴𝑐 (Eq. 1) is then 14%. We will add new text to explain that: The camera was oriented 

roughly perpendicular with respect to the calving front (Fig. 1), but precise calculation of the exact angle 

was impossible due to the limited resolution of the satellite images and large variability of the terminus 

shape over the study period. Nevertheless, this uncertainty was included in the error analysis (see section 

4.3 for details). In subsection 4.3.1 we will provide 14% as an uncertainty in 𝐴𝑐. 10 

 

 

Page 7 line 3: “The newly exposed area” or “Newly exposed areas” (same in following 

sentence) 

 15 

Done. 

 

 

Page 8 line 6: This sentence describes that PSDs are calculated, but later you do not refer to Pxx again in 

the text. From this paragraph it is also not clear what PSDs are used for, because in the next sentence you 20 

already describe a different processing step, i.e., how the energy is computed in the time domain. I suggest 

to refer to Figure 6 and/or to write that PSDs are computed to investigate the spectra of events. If Pxx is 

just used as label in the figure, you do not need to introduce it as a variable in the text. 

 

We agree that this was a bit confusing. We will add the suggested text: (…) to investigate the noise spectra 25 

(see Fig. 6). We will remove Pxx from text, leaving it only as a label in the Fig. 6, as suggested. 
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Page 8 line 26: Please clarify what is meant by “32, 46, 61 and 30 detachments” Is it the day in the 

measurement period which you group into 4 time segments? What did motivate this division? According 

to Figure 2, the CTDs are not centered in the middle of each time segment. How fast do you expect the 

sound profile to vary over time? 

 5 

There were 4 days of CTD measurements during the study period, made with non-constant time intervals: 

August 1, 12, 30 and September 9, 2016. For each measurement day, we calculated median sound speed 

profile from the whole set of profiles. Each calving event was then paired with the closest median profile 

to provide our best estimate for the propagation conditions in the water column. We will clarify this by 

saying: Firstly, a median sound speed profile was calculated from each set of profiles measured at the 10 

same day. Then, a closest median profile was assigned to each calving event according to the time of its 

occurrence. As a result, four consecutive median sound speed profiles were assigned to 32, 46, 61 and 30 

calving events, respectively (see Fig. 2). 

 

The upper panel of Fig. 2 provides some insight into how the sound speed profiles in the bay change in 15 

space and time. Large variability is expected, due to the estuarine circulation, eddies, melting of the 

terminus and drifting icebergs, calving-driven movement of the water masses, freshwater discharge from 

the glacier, etc. It is impossible/impractical to include all these factors in the propagation model. However, 

limited CTD measurements reveal the evolution from the relatively depth-independent sound speed to the 

upward refracting profile, with the freshwater lens near the surface (Fig. 2). 20 

 

 

Equation 5: For clarity, you could write TL in terms of the modelled factors described in the previous 

section (terminus reflections, wave propagation). 

 25 

This is a very good point, instead of the 𝑇𝐿 we will introduce 𝑇𝐿𝑡𝑜𝑡 = 𝑇𝐿𝑝𝑟𝑜𝑝 + 𝑇𝐿𝑟𝑒𝑓𝑙.  
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Page 12 line 3-6: I was not able to follow these sentences. Could you provide more details about the 

“error-in-variable model”? I do not understand what you mean with “Eq (7) can also be applied”? 

 

 

We will rephrase to clarify: However, both 𝐸imp and 𝐸ac, imp have associated uncertainties, which should 5 

be accounted for in the analysis. Therefore, to address this issue, we used the unified equations for slope, 

intercept, and associated standard errors proposed in a model by York and others (2004). This model 

belongs to the family of errors-in-variables regression models, which include all uncertainties and always 

give an answer that is symmetric for both choices of dependent and independent variables.   

 10 

The phrase “Eq (7) can also be applied” will be removed.  

 

 

Page 12 line 17: Do you actually present an estimate for the solid ice discharge for Hansbreen (see 

comment 2)? You present the method, but as far as I understand you did not apply it to data. What do you 15 

mean with “specific number”? Here you should make clear if you refer to the cumulative total number of 

calving signals in the considered time period or the different number of calibration events that you use 

for estimating the calving flux uncertainty (in percent). 

 

As pointed out before (comment 2), this is a methods paper and no long-term estimates of calving flux 20 

are presented. Instead of “Finally, an estimate of solid ice discharge determined from the underwater 

acoustic record using the power law model and integrated over a specific number of calving events is 

presented (4.5).” we will write: Finally, based on this relationship, a new methodology is suggested for 

quantifying the calving flux from the underwater noise of iceberg-water impact (4.5). 

 25 

 

Page 13 line 6: Krone Glacier -> Kronebreen 

 



10 

 

Done. 

 

 

Page 14 line 13: Remove “which are now considered” 

 5 

Done. 

 

 

Page 14 line 21: Rephrase sentence. Instead of “The actual f_low” write “The lowest 

frequency was . . . “ 10 

 

and related: 

 

Page 20 line 29: Do you mean above 100 Hz? As I understood it, this is the lower 

frequency limit. 15 

 

We mean below 100 Hz, because the low-pass filter was applied. We will change the variable name from 

𝑓𝑙𝑜𝑤 to 𝑓𝑐 to clarify this. The subscript ‘low’ was a bit misleading. 

 

Page 14 line 21: We will rewrite to: However, an upper frequency limit of 100 Hz was applied in further 20 

analysis to yield the highest correlation between the impact energy and the received acoustic energy. 

 

Page 14 line 31: Explain “net result”. Could you show this decrease in correlation in a figure? Isn’t your 

model supposed to correct for the longer propagation path? See also comment 1. 

 25 

We will remove the unnecessary “net result” phrase. 
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Figure R2 (below) show scatterplots between the kinetic energy and impact noise energy computed for 

both locations: A1 and A2. The correlation decreases and the scatter increases when we use acoustic data 

from location A2 instead of A1 (see also Table 1). Moreover, the regression line of the power-law fit is 

different (Fig. R2). There are specific reasons behind this discrepancy. 

 5 

Firstly, the signal-to-noise ratio for acoustic recordings taken at location A2 is lower. The receiver at A2 

was more exposed to the contribution from the sound sources located outside the glacial bay of  Hansbreen 

(see Fig. 1 in the main manuscript). Moreover, the mooring was located in very shallow water (~22 m), 

which means that very low-frequency sound (< 50 Hz) propagates directly to the bottom, instead of being 

efficiently transmitted through the waveguide (e.g. Jensen et al., 2011). This results, for example, in a 10 

drop in signal-to-noise ratio when the frequency decreases from 50 to 10 Hz (Fig. 6 f in the main 

manuscript). This effect can be explored further. Figure R3 presents the correlation between the impact 

energy and uncorrected noise energy as a function of the upper frequency limit applied for the acoustic 

analysis. The correlation for location A2 is higher as frequency increases and the signal-to-noise ratio 

improves. 15 

 

Secondly, spatial dependency of the thermohaline structure along the longer propagation path to A2 is 

expected to be significant and hard to simulate (see Fig. 2 in the main manuscript). The propagation model 

used in this study does not account for range-varying structure. 

 20 

The new figures and discussion will be presented in the supplement to the revised manuscript. We will 

also refer to these additional results in the main text. 

 



12 

 

 

Figure R2: Relationship between the block-water impact energy and underwater acoustic emission 

below 100 Hz for locations A1 (blue) and A2 (red). 
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Figure R3: Correlation between 𝐸imp and 𝐸ac, obs as a function of the cuttoff frequency of the law-pass 

filter applied for the acoustic recordings taken at locations A1 (blue) and A2 (red). 

 5 

 

Page 15 line 14: What do you mean with “changeable camera orientation”? 

 

We agree that the wording here was misleading. The camera orientation was the same during the entire 

study. We will rewrite to: space- and time-varying orientation of the glacier terminus with respect to the 10 

camera 

 

 

Page 18 Equation 11 & 12: Can you explain in a bit more detail where these equations come from and 

why there are valid? 15 
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Thank you very much for pointing this out. These two equations indeed need further clarification. We 

also made a mistake in Eq. 12 by missing 𝑁. The expression inside the limit should be: 

 

∑ ℎ𝑗𝑀̂𝑗

𝑁

𝑗=1

(
1

𝑁
∑ ℎ𝑗 ∑ 𝑀̂𝑗

𝑁

𝑗=1

𝑁

𝑗=1

)⁄  

 5 

To clarify, we will rewrite lines 5-20, page 18 as follows:   

 

We are left with the problem of computing ℎ̂. To address this issue, a new variable 𝛼̂ is defined by: 

 

 
𝛼̂ = ℎ̂ ℎ̅−1 =  ∑ ℎ𝑗𝑀̂𝑗

𝑁

𝑗=1

(
1

𝑁
∑ ℎ𝑗 ∑ 𝑀̂𝑗

𝑁

𝑗=1

𝑁

𝑗=1

) ,⁄  

 

(11) 

 10 

where ℎ̅ is an observed, average drop height. Let us now assume that, for sufficiently large N,  𝛼̂ can be 

approximated by   

 

 
𝛼̂ ≈  ∑ ℎ𝑗𝑀𝑗

𝑁

𝑗=1

(
1

𝑁
∑ ℎ𝑗 ∑ 𝑀𝑗

𝑁

𝑗=1

𝑁

𝑗=1

) .⁄  

 

(12) 

The right-hand side of Eq. (12) is in terms of iceberg mass inferred from the camera observations, 

providing a means of computing the mass-weighted drop height, ℎ̂ = 𝛼̂ℎ̅, on a glacier-by-glacier basis.  15 

 

We hope that now it will be much easier for the reader to follow the discussion chain. 
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Page 20 line 27: “Calving flux has been quantified”: As written earlier, this can be misleading. Impact 

energies are quantified for individual events and a methodology for quantifying the calving flux is 

suggested. However, no actual calving flux estimates are computed for Hansbreen because this would 

require a complete hydro-acoustic calving record (see comment 2). Please clarify. 

 5 

Agreed. To clarify, we will rewrite to: The study presents a new methodology for quantifying the calving 

flux from the underwater noise of iceberg-water impact. A total number of 169 subaerial calving events 

observed at the terminus of Hansbreen, Svalbard have been analyzed. 

 

 10 

Page 20 line 28: I am not sure if “inversion” is the correct word here. 

 

Removed. 

 

 15 

Page 26 line 19: This paper has just been published in The Cryosphere. 

 

Updated. 

 

 20 

Figure 5: How representative is the calving size distribution in (e) with respect to the actual size 

distribution at Hansbreen? Since this is based on the 156 events unambiguously matching with acoustic 

signals, could some size range be under- or overrepresented due to size-dependent matching ability? 

 

Yes, it is possible that some size ranges can be under- or overrepresented. However, we do not have 25 

enough information on the actual size distribution if icebergs at Hansbreen to discuss this aspect further. 

We often observed that several calving events occurred during the 15 min time interval between the 

consecutive time lapse images. These events were not considered in the analysis. In other words, we could 
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not use available data to investigate more complete (or real) size distribution. The main reason why we 

present the distribution calculated for the available inventory of calving events is to show that it is 

reasonable in relation to what is observed for other tidewater glaciers. 

 

 5 
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