Referee #1

I would like to thank authors to address most of my concerns, while my concern on defining permafrost region still remains in the new version of the manuscript.

The clarification on how authors define permafrost still makes me confused, if not making me even more confused than the last review. “at or less than 3 meters depending on model soil configuration” does not make the methodology any clearer to me. I apologize if I did not make myself clear in the last review. Let me clarify my concern below.

Let’s assume an idealized situation. For a certain location (grid point), the ALT for CLM is 3 meters. This location is then counted as in the permafrost region for CLM. Meanwhile, for the same location (or the nearest grid point) in JULES, the soil temperatures for the top 2.8 meters (because for JULES it only has 2.8 meters of soil, according to your Figure 1) in JULES is exactly the same as those in CLM. In this case, is the same location defined as permafrost in JULES? I feel like authors would define “no permafrost” in this case according to the algorithm, but I found no clear evidence in the manuscript.

The confusion above follows me to another question—when searching for the permafrost region, do authors make the rule that “at least one soil layer should be frozen (temperature below freezing) for a grid point? I feel like authors do have done something like it, or in the idealized example I just took above, JULES will have permafrost for that grid point. On the other hand, if authors do have such a rule in searching for permafrost grids, it means the maximum active layer depth in some models are far less than in other models. For JULES it is 2.6 meters. For CoLM, it is 2.3 meters. Then it is 2.0 meters for TEM and 0.4 meters for UWVIC. I can expect the above from Figure 3 in which the area of permafrost for CoLM, TEM, and JULES is smaller than those in the upper panel. But for UWVIC, it has the biggest area of permafrost. To me, it is a little bit crazy to have a 0.4-meter ALT for Anchorage, Alaska in any kind of land model. If it is the case, maybe it is a better idea to just exclude UWVIC from inter-comparison.

I understand that defining permafrost should be in different ways for different models because of the varied soil configurations. But authors should show more details to prevent any confusion from readers.

Dear Referee,

Thank you for your comment, this is certainly a challenge when comparing multiple models with different soil configurations. We are aware of these differences in the soil column configurations, and thus, permafrost extents, therefore we clarified and highlighted in the first sentence of the methods section 2.2 and the first paragraph of the discussion that this manuscript is a qualitative analysis and does not focus on the details of magnitude and spatial patterns of the models signatures. In addition, the range of hydrologic responses in the models are broad regardless of slight differences in permafrost extent, indicating high structural uncertainty across models with respect to this particular aspect of the Arctic system response to global climate change.

Also, we are aware that UWVIC has a smaller number of soil layers which may have influenced the distribution of permafrost. However, because this model does simulate permafrost and hydrology, we decided to still include it in the manuscript and give readers a broader perspective of the current diversity of permafrost simulations by various modeling groups.
Referee #2

Comments on revised version of manuscript tc-2019-144

I thank the authors for making several substantial changes that have improved the manuscript. In particular, the change from 10- to 30-year periods and the addition of statistical tests for the ALT vs soil moisture change have reinforced the confidence of the findings the authors present. I still have a minor comment on the statistics though (see below).

Furthermore, I still haven’t been able to find enough detail explaining how climate model projections were calculated. References to earlier publications are not enough to show this. See below for that issue. Line numbers below refer to the version without track changes.

Scientific points

I asked in the previous review for clarification regarding the periods for which the historical forcing was repeated, and the authors referred in their response to the McGuire 2018 paper. I am well aware of that paper, as it was cited in the original manuscript, but I still think this information should go into this manuscript, as I asked in my original question. It is important to understand how the future projections were constructed, something that is presently not clear.

The reference to McGuire 2018 is not very helpful, as that paper’s methods section also does not include any detail on the repeating periods of the early 20th century forcing. There is a single sentence stating in principle the same thing as in the present manuscript, but without any further detail: “All models were driven with a common projection period forcing by applying monthly climate anomalies/scale factors from a CCSM4 simulation that included the RCP4.5 and RCP8.5 (2006–2100) and the extended concentration pathways (ECP4.5 and ECP8.5, 2101–2299) on top of repeating early 20th century reanalysis forcing”. Also, this sentence is confusing, as it talks specifically about “reanalysis” datasets, unlike the present manuscript, which talks about “forcing” and “driving” datasets, the latter of which are not all reanalysis datasets. My interpretation is that the sentence in McGuire 2018 refers to the historical forcing datasets that are mentioned later in that papers’ methods section, where Table 3 in McGuire 2016 is indicated for details.

Unfortunately, Table 3 in McGuire 2016 is also not helpful to understand the repeating periods. It does state the historical forcing dataset names, but the time periods are given only for some of the models. In any case, since the 2016 paper does not involve future projections at all, it therefore doesn’t involve any repeating of historical forcing. So – unless I have missed something – it is not possible from either McGuire 2016 or 2018 to know the periods of the different repeating historic forcing atmospheric datasets with which the common CCSM4 future projections were compared.

I find this problematic, but it should be possible to now to either add this information, for example by joining it to the listing of included historical forcing datasets in Table 1, or in a supplement, or at least explain more clearly what was done. This would substantially help interpreting how the CCSM4 future projections were calculated, both in this paper and in McGuire 2018.
On a general note, the approach used here introduces a risk of bias both due to the use of a single projections model, which could be skewed towards the high or low range of the range of climate model responses to RCP forcing, and also due to projections being compared to different historical baselines. As for the model choice, I understand this is based on the model being fit-for-purpose in terms of the high-latitude water cycle, as explained and shown in McGuire 2018, so I don’t have an issue with the specific choice of model – I just think this choice, and the choice to compare future changes that are measured against different baselines, should be motivated. The authors both in the paper and in their responses refer to previous publications describing this, but I think they could afford to spend a few lines motivating these key choices and discussing their possible influence on their results also in the present paper. The methods section as it stands is very brief (about 550 words).

Thank you for your feedback, we added the repeating periods to the methods and addressed the motivation of our key choices for the methods section in the following paragraphs:

(115-121) “Future simulations were calculated from monthly CCSM4 (Gent et al., 2011) climate anomalies for the Representative Concentration Pathway (RCP 8.5, 2006-2100) and the Extension Concentration Pathway (ECP 8.5, 2101-2299) scenarios, relative to repeating (1996-2005) forcing atmospheric datasets from the different modeling groups (Table 1).”

(122-135) “The choice of the PCN model intercomparison was to use output from a single Earth System model climate projection was motivated by a desire to keep the experimental design simple and computationally tractable. Clearly, using just one climate projection does not allow us to explore the impact of the broad range of potential climate outcomes that are seen across the CMIP5 models. Instead, the PCN suite of simulations allows for a relatively controlled analysis of the spread of model responses to a single representative climate trajectory. The selection of CCSM4 as the climate projection model was motivated partly by convenience and also because it was one of the only models that had been run out to the year 2300 at the time of the PCN experiments. Further, as noted in McGuire et al. (2018), CCSM4 late 20th century climate biases in the Arctic were among the lowest across the CMIP5 model archive. It should be noted that the use of a single climate projection means that the results presented here should be viewed as indicative of just one possible permafrost hydrologic trajectory. As we will show, even under this single climate trajectory, the range of hydrologic responses in the models are broad, indicating high structural uncertainty across models with respect to this particular aspect of the Arctic system response to global climate change.”

137-143 The description of model-observation comparison for runoff is incomplete and ambiguous. From the results, it’s clear the authors did three things: 1) compared the pattern of modeled and observed annual discharge values for 1970-1999 (visually, Fig 6), 2) determined the correlation between modeled and observed annual discharge values (Table 3), and 3) compared the distributions of modeled and observed annual discharge values for 1970-1999 (Figure 7). The methods should describe the things the authors actually did – the present two sentences “We compared model simulations with long-term (1970-1999) mean monthly discharge data from Dai et al 2009. We computed model mean annual discharge including surface and subsurface runoff for the main river basins...” do not do this. The first sentence could just as well mean that the authors did a model-observation comparison on the long-term
monthly climatology.

We strengthen the methods section on runoff model-observation comparison description and added the main analysis shown in the results. The section now reads: “We computed model total annual discharge (sum of surface and subsurface runoff) for the main river basins in the permafrost region of North America (Mackenzie, Yukon) and Russia (Yenisei, Lena). In particular, we compared (i) annual runoff anomalies, (ii) correlation coefficients and (iii) distributions of annual discharge between gauge data and models’ simulations for the 30-year period of 1970-1999.”

Figure 4
The figure is now clipped for some of the models so that the box plots are only partly visible; please correct.

Statistics – the Pearson r is presented. Typically Pearson r denotes a sample correlation coefficient, while Pearson rho denotes a population correlation coefficient. To me it makes sense to use the population version here, as we are not looking to estimate a population correlation from a sample, but rather trying to understand the correlation in this particular set of paired points, which should be thought of as the entire population. Of course, with 10,000 data pairs it will not make a difference, but I think the notation should be correct and correspond to the formula used to really calculate the coefficient (whether it is the sample or population correlation should be stated in the Figure caption).

Figures were corrected to show full boxplots as suggested. Also, we clarified figure 4 adding that Pearson correlations where population correlations. While running the code for figure 4, we realize we had a bug for UWVIC boxplot. The new figure reflects the correct trend for UWVIC.

214 Section 3.3 numbers – in this section, the authors present mean numbers and a range for several different quantities. Please clarify in the text what the mean and range refer to – for example, if it is standard deviation, and between what values in that case.

We clarified text by adding: “….increase is 0.1±0.1mm/day (mean ± SD, hereafter)…….”

229-230 The statement about JULES runoff is still problematic for the same reason I originally pointed out. In their response, the authors mention precipitation and that they made no changes, but the statement I am talking about refers to runoff. I ask the authors to change this statement for clarity. The interpretation of lines 229-230 reads as JULES having the highest runoff values of all models, which is not correct. If the authors want to convey that the high runoff and precipitation changes in JULES are consistent with each other, they should say so clearly and not focus on the JULES runoff value as being the highest. If they want to mention the models at the high end of the runoff projection range (which seems more likely, given the context of the preceding sentences), they should mention that both JULES and ORCHIDEE are far above the 0.2 to 0.3 mm/day range that they mentioned in the preceding sentence, and not state that JULES has the highest value, as the one for ORCHIDEE is higher.

Thank you for pointing that out, we deleted JULES (229-230) sentence to avoid confusion.

Minor remarks
76-78 This sentence talks about examples of model upgrades to “soil thermal dynamics and active layer hydrology”, but the last example is termed simply “cold region hydrology”. This seems a bit backwards
to me – soil thermal dynamics and active layer hydrology are subsets of cold region hydrology, not the other way around. I suggest this should be rephrased to be accurate.

80-81 “models simulations”, correct plural forms.

Corrected to: “models’ simulations”

108 Replace “forced with a common projected climate” with “the latter forced with a common projected climate”, to clarify that it is only the future period that has a common forcing.

Changed as suggested. To clarify the sentence, we added: “where the future simulation was forced with a common projected climate”

107-108 Similarly, I think “historic (1960-2009) and future simulations (2010-2299)” works better than the presently written “an historic (1960-2009) and future simulation (2010-2299)”, as the simulations are not strictly the same but differ between models.

Changed as suggested, deleted “an”

117 Related to the major point about the repeating historical forcing, the phrase “overlaid by repeating historic forcing atmospheric datasets from CCSM4” sounds odd. The historic forcing atmospheric datasets were not from CCSM4, only the future climate. I suggest to rephrase this sentence to something like “Future simulations were calculated from monthly CCSM4 (Gent et al., 2011) climate anomalies for the Representative Concentration Pathway (RCP 8.5, 2006-2100) and the Extension Concentration Pathway (ECP 8.5, 2101-2299) scenarios, relative to repeating historic forcing atmospheric datasets from the different modeling groups (Table 1).”

Changed as suggested

197 I would call this a correlation or association, not a trend. As terms go, “trend” works better to denote a rate of change over time, but this sentence refers to a spatial association that is not analyzed with respect to time.

Changed as suggested, “trend” to “correlation”

197 I suggest putting “except SIBCASA, LPJGUESS and UWVIC” in parentheses rather than between commas to avoid any ambiguity that these models are the exception from the ALT increase-soil moisture decrease relation.

Changed as suggested, we put in parentheses: (except SIBCASA, LPJGUESS and UWVIC)

258 Remove “mean” from the end of the figure caption for Figure 6.

We removed “mean”
Soil Moisture and Hydrology Projections of the Permafrost Region: A Model Intercomparison
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Abstract. This study investigates and compares soil moisture and hydrology projections of broadly-used land models with permafrost processes and highlights the causes and impacts of permafrost zone soil moisture projections. Climate models project warmer temperatures and increases in precipitation (P) which will intensify evapotranspiration (ET) and runoff in land models. However, this study shows that most models project a long-term drying of the surface soil (0-20cm) for the permafrost region despite increases in the net air-surface water flux (P-ET). Drying is generally explained by infiltration of moisture to deeper soil layers as the active layer deepens or permafrost thaws completely. Although most models agree on drying, the projections vary strongly in magnitude and spatial pattern. Land-models tend to agree with decadal runoff trends but underestimate runoff volume when compared to gauge data across the major Arctic river basins, potentially indicating model structural limitations. Coordinated efforts to address the ongoing challenges presented in this study will help reduce uncertainty in our capability to predict the future Arctic hydrological state and associated land-atmosphere biogeochemical processes across spatial and temporal scales.

1. Introduction

Hydrology plays a fundamental role in permafrost landscapes by modulating complex interactions among biogeochemical cycling (Frey and McClelland, 2009; Newman et al., 2015; Throckmorton et al., 2015), geomorphology (Grosse et al., 2013; Kanevskiy et al., 2017; Lara et al., 2015; Liljedahl et al., 2016) and ecosystem structure and function (Andresen et al., 2017; Avis et al., 2011; Oberbauer et al., 2007). Permafrost has a strong influence on hydrology by controlling surface and sub-surface distribution,
storage, drainage and routing of water. Permafrost prevents vertical water flow which often leads to saturated soil conditions in continuous permafrost while confining subsurface flow through perennially-unfrozen zones (a.k.a. taliks) in discontinuous permafrost (Jafarov et al., 2018; Walvoord and Kurylyk, 2016). However, with the observed (Streletskiy et al., 2008) and predicted (Slater and Lawrence, 2013) thawing of permafrost, there is a large uncertainty in the future hydrological state of permafrost landscapes and in the associated responses such as the permafrost carbon-climate feedback.

The timing and magnitude of the permafrost carbon-climate feedback is, in part, governed by changes in surface hydrology, through the regulation by soil moisture of the form of carbon emissions from thawing labile soils and microbial decomposition as either CO₂ or CH₄ (Koven et al., 2015; Schädel et al., 2016; Schaefer et al., 2011). The impact of soil moisture changes on the permafrost-carbon feedback could be significant. Lawrence et al. (2015) found that the impact of the soil drying projected in simulations with the Community Land Model decreased the overall Global Warming Potential of the permafrost carbon-climate feedback by 50%. This decrease was attributed to a much slower increase in CH₄ emissions if surface soils dry, which is partially compensated for by a stronger increase in CO₂ emissions under drier soil conditions.

Earth System Models project an intensification of the hydrological cycle characterized by a general increase in the magnitude of water fluxes (e.g. precipitation, evapotranspiration and runoff) in northern latitudes (Rawlins et al., 2010; Swenson et al., 2012). In addition, intensification of the hydrological cycle is likely to modify the spatial and temporal patterns of water in the landscape. However, the spatial variability, timing, and reasons for future changes in hydrology in terrestrial landscapes in the Arctic are unclear and variability in projections of these features by current terrestrial hydrology applied in the Arctic have not been well documented. Therefore, there is an urgent need to assess and better understand hydrology simulations in land models and how differences in process representation affect projections of permafrost landscapes.

Upgrades in permafrost representation such as freeze and thaw processes in the land component of Earth System Models have improved understanding of the evolution of hydrology in high northern latitudes. Particularly, soil thermal dynamics and active layer hydrology upgrades include the effects of unfrozen water on phase change, insulation by snow (Peng et al., 2015), organic soils (Jafarov, E. and Schaefer, 2016; Lawrence et al., 2008) and cold region hydrology (Swenson et al., 2012). Nonetheless, large discrepancies in projections remain as the current generation of models substantially differ in soil thermal dynamics (e.g. Peng et al, 2015, Wang et al, 2016). In particular, variability among current models’ simulations of the impact of permafrost thaw on soil water and hydrological states is not well documented. Therefore, in this study we analyze the output of a collection of widely-used “permafrost-enabled” land models. These models participated in the Permafrost Carbon Network Model Intercomparison Project (PCN-MIP) (McGuire et al., 2018, 2016) and contained the state-of the art representations of soil thermal dynamics in high latitudes at that time. In particular, we assess how changes in active layer thickness and permafrost thaw influence near-surface soil moisture and hydrology projections under climate change. In addition, we provide comments on the main gaps and challenges in permafrost hydrology simulations and highlight the potential implications for the permafrost carbon-climate feedback.
2. Methods

2.1 Models and Simulation Protocol

This study assesses a collection of terrestrial simulations from models that participated in the PCN-MIP (McGuire et al., 2018, 2016) (Table 1). The analysis presented here is unique as it focuses on the hydrological component of these models. Table 2 describes the main hydrological characteristics for each model. Additional details on participating models regarding soil thermal properties, snow, soil carbon and forcing trends can be found in previous PCN-MIP studies (e.g. McGuire et al. 2016, Koven et al. 2015, Wang et al. 2016, Peng et al. 2015). It is important to note that the versions of the models presented in this study are from McGuire et al. (2016, 2018) and some additional improvements to individual models may have been made since then.

The simulation protocol is described in detail in McGuire et al., (2016, 2018). In brief, models’ simulations were conducted from 1960 to 2299, partitioned by an historic (1960-2009) and future simulations (2010-2299), where future simulations were forced with a common projected climate derived from a fully coupled climate model simulation (CCSM4) (Gent et al., 2011). Historic atmospheric forcing datasets (Table 1) (e.g. climate, atmospheric CO2, N deposition, disturbance, etc.) and spin-up time were specific to each modeling group. The horizontal resolution (0.5° – 1.25°) and soil hydrological column configurations (depths ranging from 2 to 47m and 3 to 30 soil layers) also vary across models (Figure 1).

We focus on results from simulations forced with climate and CO2 from the Representative Concentration Pathway (RCP) 8.5 scenario, which represents unmitigated, “business as usual” emissions of greenhouse gases. Future simulations were calculated from monthly CCSM4 (Gent et al., 2011) climate anomalies for the Representative Concentration Pathway (RCP 8.5, 2006-2100) and the Extension Concentration Pathway (ECP 8.5, 2101-2299) scenarios, relative to repeating (1996-2005) forcing atmospheric datasets from the different modeling groups (Table 1). Future simulations were calculated from monthly climate anomalies for the Representative Concentration Pathway (RCP 8.5, 2006-2100) and the Extension Concentration Pathway (ECP 8.5, 2101-2299) scenarios overlaid by repeating historic forcing atmospheric datasets from CCSM4 (Gent et al., 2011).

The choice of the PCN model intercomparison was to use output from a single Earth System model climate projection was motivated by a desire to keep the experimental design simple and computationally tractable. Clearly, using just one climate projection does not allow us to explore the impact of the broad range of potential climate outcomes that are seen across the CMIP5 models. Instead, the PCN suite of simulations allows for a relatively controlled analysis of the spread of model responses to a single representative climate trajectory. The selection of CCSM4 as the climate projection model was motivated partly by convenience and also because it was one of the only models that had been run out to the year 2300 at the time of the PCN experiments. Further, as noted in McGuire et al. (2018), CCSM4 late 20th century climate biases in the Arctic were among the lowest across the CMIP5 model archive. It should be noted that the use of a single climate projection means that the results presented here should be viewed as indicative of just one possible permafrost hydrologic trajectory. As we will show, even under this single climate trajectory, the range of hydrologic responses in the models are broad, indicating high structural uncertainty across models with respect to this particular aspect of the Arctic system response to global climate change.
2.2 Permafrost and Hydrology Variables Analyzed

Our analysis focused on the permafrost regions in the Northern Hemisphere north of 45°N. This qualitative hydrology comparison was based on the full permafrost domain for each model rather than a common subset among models in order to fully portray the overall changes in permafrost hydrology for participating models. For each model, we define a grid cell as containing near-surface permafrost if the annual monthly maximum active layer thickness (ALT) is at or less than the 3m depth layer depending on the model soil configuration (Figure 1) (McGuire et al., 2016; Slater and Lawrence, 2013). Participating models represent frozen soil for layers with temperature of <273.15°k, acting as an impermeable layer for liquid water. We assessed how permafrost changes affect near-surface soil moisture, defined here as the soil water content (kg/m²) of the 0-20 cm soil layer. We focused on the top 20 cm of the soil column due to its relevance to near-surface biogeochemical processes. We added the weighted fractions for each depth interval to calculate near-surface soil moisture (0-20cm) to account for the differences in the vertical resolution of the soil grid cells among models (Figure 1). To better understand the causes and consequences of changes in soil moisture, we examined several principal hydrology variables including evapotranspiration (ET), runoff (R; surface and sub-surface) and precipitation (P; snow and rain). Representation of ET, R and soil hydrology varies across participating models and are summarized in table 2.

We compared model simulations with long-term (1970-1999) mean monthly discharge data from Dai et al. 2009. We computed model total mean annual discharge including (sum of surface and subsurface runoff) for the main river basins in the permafrost region of North America (Mackenzie, Yukon) and Russia (Yenisei, Lena). In particular, we compared (i) annual runoff anomalies, (ii) correlation coefficients and (iii) distributions of annual discharge between gauge data and models’ simulations for the 30-year period of 1970-1999. Gauge stations from major permafrost river basins used for simulation comparison include (i) Arctic Red, Canada (67.46°N, 133.74°W) for Mackenzie River, (ii) Pilot Station, Alaska (61.93°N 162.88°W) for Yukon River, (iii) Igarka, Russia (67.43°N, 86.48°E) for Yenisey River and (iv) Kusur, Russia (70.68°N, 127.39°E) for Lena River.
Figure 1. Soil hydrologically-active column configuration for each participating model. Numbers and arrows indicate full soil configuration of non-hydrologically active bedrock layers. Colors represent the number of layers.

Table 1. Models description and driving datasets.

<table>
<thead>
<tr>
<th>Model</th>
<th>Full Name</th>
<th>Climate Forcing Dataset</th>
<th>Model Reference</th>
<th>Short-Wave Radiation</th>
<th>Long-Wave Radiation</th>
<th>Vapor Pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLM 4.5</td>
<td>Community Land Model v4.5</td>
<td>CRUNCEP4b</td>
<td>Oleson et al (2013)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>JULES</td>
<td>Joint UK Land Environment Simulator model</td>
<td>WATCH (1901-2001)e</td>
<td>Best et al (2011)</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Model</td>
<td>Model Description</td>
<td>Data Source</td>
<td>Hydrology Characteristics</td>
<td>Soil Thermal Characteristics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>--------------------------------------------------------</td>
<td>----------------------------------</td>
<td>---------------------------</td>
<td>------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPJGUESS</td>
<td>Lund-Postdam-Jena dynamic global veg model</td>
<td>CRU TS 3.1</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gerten et al (2004),</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Wania et al (2009b,</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2009a)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SiBCASA</td>
<td>Simple Biosphere/Carnegie-Ames-Stanford Approach model</td>
<td>CRUNCEP4b</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Schaefer et al (2011),</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bonan (1996),</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Jafarov, E. and Schaefer (2016)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TEM604</td>
<td>Terrestrial Ecosystem Model</td>
<td>CRUNCEP4b</td>
<td>Yes</td>
<td>No</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UW-VIC</td>
<td>Univ. of Washington Variable Infiltration Capacity model</td>
<td>CRUf, Udelb</td>
<td>Internally calculated</td>
<td>Internally calculated</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Bohn et al (2013)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*a* Simulations driven by temporal variability  
*b* Viovy and Ciais (http://dods.extra.cea.fr/)  
*c* Long-wave dataset not from CRUNCEP4  
*e* http://www.eu-watch.org/gfx_content/documents/README-WFDEI.pdf  
*f* Harris et al (2014), University of East Anglia Climate Research Unit (2013)  
*g* Mitchell and Jones (2005) for temperature  
*h* Willmott and Matsuura (2001) for wind speed and precipitation with corrections (see Bohn et al. 2013).  

**Table 2. Hydrology and soil thermal characteristics of participating models.**
### 2. Results

#### 3.1 Soil Moisture

Air temperature forcing from greenhouse-gas emissions shows an increase of ~15°C in the permafrost domain over the simulation period (Figure 2a). With increases in air temperature, models project an ensemble mean decrease of ~13 million km² (91%) of the permafrost domain by 2299 (Figure 2b). Coincident with these changes, most models projected a long-term drying of the near-surface soils when averaged over the permafrost landscape (Figure 2c). However, the simulations diverged greatly with respect to both the permafrost-domain average soil moisture response and their associated spatial patterns (Figure 2c, 3). The models’ ensemble mean indicated a change of -10% in near-surface soil moisture for the permafrost region by year 2299, but the spread across models was large. COLM and LPJGUESS simulate an increase in soil moisture of 10% and 48%, respectively. CLM, JULES, TEM6 and UWVIC exhibit qualitatively similar decreasing trends in soil moisture ranging between -5% and -20%. SIBCASA and ORCHIDEE projected a large soil moisture change of approximately -50% by 2299. Spatially,
models show diverse wetting and drying patterns and magnitudes across the permafrost zone (Figure 3). Several models tend to get wetter in the colder northern permafrost zones and are more susceptible to drying along the southern permafrost margin. Other models, such as TEM6 and UWVIC show the opposite pattern with drying more common in the northern part of the permafrost domain.

Figure 2. Simulated annual mean changes in air temperature, near-surface permafrost area, near-surface soil moisture and hydrology variables relative to 1960 (RCP 8.5). Annual mean is computed from monthly output values. The black line represents the models’ ensemble mean and the gray area is the ensemble standard deviation. Figures d, e, f, and g are represented as change from 1960 values. Time series are smoothed with a 7-year running mean for clarity and calculated over the initial permafrost domain of each model in 1960 for latitude >45°N.
3.2 Drivers of Soil Moisture Change

To understand why models projected upper soil drying despite increases in the net precipitation (P-ET) into the soil, we examined whether or not increases in active layer thickness (ALT) and/or complete thaw of near-surface permafrost could be related to surface soil drying of the top 0-20cm ALT. We observed a general significant negative trend in most models, except SIBCASA, LPJGUESS and UWVIC, where cells with greater increases in active layer thickness have greater drying (decrease) in near-surface soil moisture (Figure 4). However, there is a large spread between soil moisture and ALT changes (Figure 4). This spread may be influenced by many interacting factors that can be difficult to assess directly and are out of the scope of this study. In addition, the coarse soil column discretization in UWVIC limited this analysis for this model (Figure 1). However, most models show some indication that as the active layer deepens, soils tend to get drier at the surface.
Figure 4. Responses of August near-surface (0-20cm) soil moisture to ALT changes. Each box represents a range of ±0.25m of ALT change. ALT and soil moisture change are calculated as the 2290-2299 average minus the 1960-1989 average for cells in the initial permafrost domain of 1960. For cells where ALT exceeded 3 meters (no permafrost) during 2270-2299 period, we subtracted the initial active layer thickness (1960-1989 average) to 3 meters. Population Pearson correlations (r) significant at *p<0.01 and **p<2e-16.

3.3 Precipitation, ET, and Runoff

Models may project surface soil drying but the hydrological pathways through which this drying occurs appears to differ across models. The diversity of precipitation partitioning (Figure 5) demonstrates that specific representations and parameterizations for ET and runoff are not consistent across models. Though some models maintain a similar R/P ratio throughout the simulation (e.g., CLM, COLM, LPJGUESS), others show shifts from an ET-dominated system to a runoff-dominated system (e.g. JULES) and vice versa (e.g. TEM6 and UWVIC).

Evapotranspiration from the permafrost area is projected to rise in all models driven by warmer air temperatures and more productive vegetation, but the amplitude of that trend varies widely. The average projected evapotranspiration increase is 0.1±0.1mm/day (mean ± SD, hereafter) by 2100, which represents about a 25% increase over 20th century levels. Beyond 2100, the ET projections diverge (Figure 2c).

Runoff is also projected to increase with projections across models being highly variable (Figure 2g). The change in the models’ ensemble mean between 1960-2299 was 0.2±0.2 mm/day. CLM, COLM, LPJGUESS and TEM6 simulated runoff changes of 0.2 to 0.3 mm/day by 2299. UWVIC exhibit small to null changes in runoff while SIBCASA shows surface runoff only. JULES exhibited the highest runoff change with +0.8 mm/day for 2299, consistent with its high applied precipitation trend.
Comparison between gauge station data and runoff simulations from the major river basins in the permafrost region shows that most models agree on the long term timing (Figure 6, Table 3) but the magnitude is generally underestimated (Figure 7). The gauge discharge mean for the four river basins is 219 ± 36 mm/yr compared to the models’ ensemble mean of 101 ± 82 mm/yr for the period 1970-1999. Excluding SIBCASA, the models’ ensemble mean is 134 ± 69 mm/yr. However, models show reasonable correlations between runoff output and observed annual discharge time series (Table 3). SIBCASA horizontal subsurface runoff was disabled on the simulation because it tended to drain the active layer completely, resulting in very low and unrealistic soil moisture. Therefore, SIBCASA runoff values shown in this study are only for surface runoff.

The net water balance (P-ET-R) is projected to increase for most models with precipitation increases outpacing the sum of ET and runoff changes. All models except TEM6 show an increase in the net water balance over the simulation period which suggests that models are collecting soil water deeper in the soil column, presumably in response to increasing ALT, even while the top soil layers dry.

Figure 5. Precipitation partitioning between total runoff and evapotranspiration for participating models. Markers and arrows indicate the change from initial period (1960-1989 average) to final period (2270-2299 average). Diagonal dashed lines represent the ensemble rainfall mean for the initial (0.74 mm/day) and final (1.2 mm/day) simulation years. At any point along the dashed diagonals, runoff and ET sum to precipitation.
Figure 6. Runoff anomaly comparison between gauge data and models simulations for the period 1970-1999. 

Table 3. Correlation coefficients between simulated annual total runoff and gauge mean annual discharge 1970 to 1999. SIBCASA correlations are for surface runoff.

<table>
<thead>
<tr>
<th>River Basin</th>
<th>Model</th>
<th>Mackenzie</th>
<th>Yukon</th>
<th>Yenisey</th>
<th>Lena</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CLM</td>
<td>0.70</td>
<td>0.64</td>
<td>0.08</td>
<td>0.46</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>ORCHIDEE</td>
<td>0.57</td>
<td>0.69</td>
<td>0.36</td>
<td>0.37</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>LPJGGUESS</td>
<td>0.68</td>
<td>0.71</td>
<td>0.14</td>
<td>0.35</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>TEM</td>
<td>0.66</td>
<td>0.56</td>
<td>0.16</td>
<td>0.40</td>
<td>0.45</td>
</tr>
<tr>
<td></td>
<td>SIBCASA</td>
<td>0.49</td>
<td>0.21</td>
<td>0.08</td>
<td>0.29</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>JULES</td>
<td>0.41</td>
<td>0.77</td>
<td>0.34</td>
<td>0.51</td>
<td>0.51</td>
</tr>
<tr>
<td></td>
<td>COLM</td>
<td>0.38</td>
<td>0.76</td>
<td>0.27</td>
<td>0.46</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>UWVIC</td>
<td>0.44</td>
<td>0.38</td>
<td>0.02</td>
<td>0.31</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td>0.54</td>
<td>0.59</td>
<td>0.18</td>
<td>0.40</td>
<td></td>
</tr>
</tbody>
</table>
Figure 7. Discharge comparison between gauge station data and model output for each river basin. Dashed line indicates mean annual discharge at gauge station. Boxplots derived from mean annual discharge (total runoff) simulations for the period of 1970 to 1999.

4. Discussion

This study assessed near-surface soil moisture and hydrology projections in the permafrost region using widely-used land models that represent permafrost. Most models showed near-surface drying despite the externally-forced intensification of the water cycle driven by climate change. Drying was generally associated with increases of active layer thickness and permafrost degradation in a warming climate. We show that the timing and magnitude of projected soil moisture changes vary widely across models,
pointing to an uncertain future in permafrost hydrology and associated climatic feedbacks. In this section, we review the role of projected permafrost loss and active layer thickening on soil moisture changes and some potential sources of variability among models. In addition, we comment on the potential effects of soil moisture projections on the permafrost carbon-climate feedback. It is important to note that this study is more qualitative in nature and does not focus on the detail of magnitude or spatial patterns of model signatures.

### 4.1 Permafrost degradation and drying

Increases in net precipitation and the counterintuitive drying of the top soil in the permafrost region suggests that soil column processes such as changes in active layer thickness (ALT) and activation of subsurface drainage with permafrost thaw are acting to dry the top soil layers (Figure 8a). In general, models represent impermeable soils when frozen. Then, as soils thaw at progressively depths in the summer, liquid water infiltrates further into the active layer draining deeper into the thawed soil column (Avis et al., 2011; Lawrence et al., 2015; Swenson et al., 2012). However, relevant soil column processes related to thermokarst by thawing of excess ground ice (Lee et al., 2014) are limited in these simulations despite their significant occurrence in the permafrost region (Olefeldt et al., 2016). As permafrost thaws, ground ice melts, potentially reducing the volume of the soil column and changing the hydrological properties of the soil (Aas et al., 2019; Nitzbon et al., 2019). This would occur where soil surface elevation drops through sudden collapse or slow deformation by an amount equal to or greater than the increased depth of annual thaw (Figure 8b). This mechanism, not represented in current large-scale models, could result in projected increases or no change in the water table over time as observed by long-term studies (Andresen and Lougheed, 2015; Mauritz et al., 2017; Natali et al., 2015). Subsidence of 12-13 cm has been observed in Northern Alaska over a five year period, which represents a volume loss of about 25% of the average ALT for that region (~50cm) (Streletskiy et al., 2008). These lines of evidence may suggest that permafrost thaw may not dry the Arctic as fast as simulated by land models but rather maintain or enhanced soil water saturation depending on the water balance of the modeled cell column.

![Figure 8. Schematic of changes in the soil column moisture (a) without subsidence (current models) and (b) with subsidence from thawing ice-rich permafrost (not represented by models), a process that may accumulate soil moisture and slow down drying over time.](image)

Recent efforts have been made to address the high sub-grid heterogeneity of fine-scale mechanisms including soil subsidence (Aas et al., 2019), hillslope hydrology, talik and thermokarst development (Jafarov et al., 2018), ice wedge degradation (Abolt et al., 2018; Liljedahl et al., 2016; Nitzbon et al., 2019), vertical and lateral heat transfer on permafrost thaw and groundwater flow (Kurylyk et al., 2016)
and lateral water fluxes (Nitzbon et al., 2019). These processes are known to have a major role on surface
and subsurface hydrology and their implementation in large scale models is needed. Other important
challenges in land models’ hydrology include representation of the significant area dynamics of the
ubiquitous smaller, shallow water bodies observed over recent decades (Andresen and Lougheed, 2015;
Jones et al., 2011; Roach et al., 2011; Smith et al., 2005). These systems are either lacking in simulations
(polygon ponds and small lakes) or assumed to be static systems in simulations (large lakes). The
implementation of surface hydrology dynamics and permafrost processes in large-scale land models will
help reduce uncertainty in our ability to predict the future hydrological state of the Arctic and the
associated climatic feedbacks. It is important to note that all these processes require data for model
calibration, verification and evaluation, that is commonly absent at large scales. Permafrost hydrology
will only advance through synergistic efforts between field researchers and modelers.

4.2 Uncertainty in soil moisture and hydrology simulations

Differences in representations of soil thermal dynamics can directly affect hydrology through timing of
the freezing-thawing cycle and by altering the rates of permafrost loss and subsurface drainage (Finney et
al., 2012). McGuire et al. (2016) and Peng et al. (2016) show that these models exhibit considerable
differences in permafrost quantities such as active layer thickness, and the mean and trends in near-
surface (0-3m) permafrost extent, even though all the models are forced with observed climatology.
However, these differences are smaller than those seen across the CMIP5 models (Koven et al., 2013). All
models except ORCHIDEE employ a multi-layer finite difference heat diffusion for soil thermal
dynamics (Table 2). Organic soil insulation, snow insulation, and unfrozen water effects on phase change
are the most common structural differences among models for soil thermal dynamics but do not explain
the variability in the simulated changes in ALT and permafrost area as shown by McGuire et al (2016).
Half of the participating models include organic matter in the soil properties (CLM, ORCHIDEE,
SIBCASA, UWVIC) which can significantly impact soil thermal properties and lead to an increase in the
hydraulic conductivity of the soil column, thereby enhancing drainage and redistribution of water in the
soil column. Soil vertical characterization is another important aspect for soil thermal dynamics and
hydrology (Chadburn et al., 2015; Nicolsky et al., 2007). Lawrence et al (2008) indicated that a high-
resolution soil column representation is necessary for accurate simulation of long term trends in active
layer depth. However, McGuire et al (2016) showed that soil column depth did not clearly explain
variability of the simulated loss of permafrost area across models.

Water table representation can result in a first order effect on soil moisture. Most models (CLM, COLM,
SIBCASA and ORCHIDEE) use some version of TOPMODEL (Niu et al., 2007), which employs a
prognostic water table where sub-grid scale topography is the main driver of soil moisture variability in
the cell. However, water table is not explicitly represented in other models such as LPJGUESS, which has
a uniform water table which is only applied for wetland areas. In addition to water table, storage and
transmission of water in soils is a fundamental component of an accurate representation of soil moisture
(Niu and Yang, 2006). The representation of soil water storage and transmission varies across models
from Richards equations based on Clapp Hornberger and/or van Genuchten (1980) functions (e.g CLM,
CoLM, SIBCASA, ORCHIDEE) to a simplified one layer bucket (e.g. TEM6). It is also important to
note that most models differ in their numerical implementations of processes, such as water movement
through frozen soils (Gouttevin, I. et al., 2012; Swenson et al., 2012), and in the use of iterative solutions
and vertical discretization of water transmission (De Rosnay et al., 2000).
Differences in representation of vertical fluxes through evapotranspiration (ET) are also likely adding to the high variability in soil moisture projections. ET sources (e.g. interception loss, plant transpiration, soil evaporation) were similar across models but had different formulations (Table 2). The diversity of ET implementations (e.g. evaporative resistances from fractional areas, etc.) and of vegetation maps used by the modelling groups (Ottlé et al., 2013) can also contribute to the big spread on the temporal simulations for ET and soil moisture. Along with projected increases in ET, net precipitation (P-ET) is projected to increase for all models suggesting that drying is not attributed only to soil evaporation, and the increasing net water balance (P-ET-R) proposes that models are storing water deeper in the soil column as permafrost near the surface thaws.

Despite runoff improvements (Swenson et al., 2012), underestimation of river discharge has been a challenge in previous versions in models (Slater et al., 2007). The differences between models and observations in mean annual discharge may stem from several sources. Particularly, the substantial variation in the precipitation forcing for these models (Figure 2e). This is attributed, in part, to the sparse observational networks in high latitudes. River discharge at high latitudes can differ substantially when different reanalysis forcing datasets are used. For example, river discharge for Arctic rivers differs substantially in CLM4.5 simulations when forced with GSWP3v1 compared to CRUNCEPv7 reanalysis datasets (not shown, runoff for MacKenzie, +32%; Yukon, +78%; Lena, -2%; Yenisey, +22%). Other factors include potential deficiencies in the parameterization and/or implementation of ET and runoff processes as well as vegetation processes.

4.3 Implications for the permafrost carbon-climate feedback

If drying of the permafrost region occurs, carbon losses from the soil will be dominated by CO₂ as a result of increased heterotrophic respiration rates compared to moist conditions (Elberling et al., 2013; Oberbauer et al., 2007; Schädel et al., 2016). With projected drying, CH₄ flux emissions will slow down by the reduction of soil saturation and inundated areas through lowering the water table in grid cells (Figure 8A). In a sensitivity study using CLM, the slower increase of methane emissions associated with surface drying could potentially lead to a reduction in the Global Warming Potential of permafrost carbon emissions by up to 50% compared to saturated soils (Lawrence et al., 2015). However, we need to also consider that current land models lack representation of important CH₄ sources and pathways in the permafrost region such as lake and wetland dynamics that can counteract the suppression of CH₄ fluxes by projected drying. Seasonal wetland area variation, which is not represented or is poorly represented in current models, can contribute to a third of the annual CH₄ flux in boreal wetlands (Ringeval et al., 2012). Although this manuscript may raise more questions than answers, this study highlights the importance of advancing hydrology and hydrological heterogeneity in land models to help determine the spatial variability, timing, and reasons for changes in hydrology of terrestrial landscapes of the Arctic. These improvements may constrain projections of land-atmosphere carbon exchange and reduce uncertainty on the timing and intensity of the permafrost carbon feedback.
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