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We would like to thank Yves Bühler for this careful and detailed review that was helpful
to improve the manuscript.

Below we respond to all comments by Yves Bühler. The responses (normal font style)
are following the referees’ comments (displayed in italic font style) directly.

The paper entitled “Towards a webcam-based snow cover monitoring network: method-
ology and evaluation“ by C. Portenier et al. presents an innovative and promising ap-
proach to exploit available webcam imagery for snow cover (SC) mapping in Switzer-
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land. This is a first important step towards the combination of different sensors and
platforms to monitor snow parameters over large regions with high temporal and spa-
tial resolution. However, there are three main points I would like to see clarified and
complemented before I can recommend the paper for publication:

1. Snow cover classification
Two quite simple methods are applied to classify snow covered areas in the webcam
imagery (Salvatori et al. 2011 Härer et al. 2016). This part is not complete in my
opinion. The method by Härer et al. 2016 should be described in more detail, now there
is just a reference to this paper. As the authors state themselves in the discussion and
conclusion, there is a big potential for improvement concerning this point. As the snow
cover classification is an essential part of the entire processing chain, I recommend
to invested some more time to look at different other options. Federov et al. 2016
and Rüfenacht et al. 2014 already tested more advanced classification methods. The
authors have at least to test and discuss these options and justify why they select
the other options. I also suggest to overwork Fig. 10 including the results from all
classification algorithms so they get comparable visible in an example image. Now
only one method is demonstrated and it is not clear which one.

We present an overall framework for the processing of webcam images with a snow
classification module. We agree that snow classification is an essential part of our
processing chain. We will include a more detailed description of the method by Härer
et al. 2016 and discuss other methods used for RGB snow classification to give the
reader a broader overview on existing snow classification approaches.

As stated in the work by Rüfenacht et al. (2014), their proposed method is not able
to detect snow in shadowed areas of sunny scenes. The authors avoid this issue
by explicitly excluding respective images from their analysis. We did therefore not
consider applying their approach to our problem, since such situations often occur in
our application. Hence, we leveraged the method proposed by Härer et al. (2016),
since it is explicitly designed to work under such difficult conditions and is therefore a
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better fit for our application.

We agree that the method proposed by Fedorov et al. (2016) is a promising solution
for our application and we will try to include a comparison to their method. Since they
trained a machine learning model to obtain their snow classification framework, we find
that it is not feasible to reproduce their model without having access to the respective
training data. We contacted the authors in order to apply their learned model on our
data, or to at least retrain their model with their respective training data.

It is correct that we emphasize the need for an improved classification, since we found
that none of the existing methods work reasonably robust for our application, in par-
ticular the distinction between snow and clouds as well as snow classification under
difficult illumination conditions. We consider to investigate this direction as future work.

2. Geolocation accuracy assessment
In my understanding the spatial resolution of the imagery and with it the achievable
accuracy is very much dependent on the distance of the camera to the terrain. The
spatial resolution in your imagery must vary a lot! You do not really address this point.
In contrast, your results even suggest that the accuracies get better with distance (as
this is the area close to the maintain ridges that you used to co-register the image to
the DEM, Fig. 13). Here clarification is needed. I would be interested to read what the
image resolutions ranges are for the different webcams and what problems the varying
resolutions cause. How does the resolution problem relate to the accuracy values you
calculate?

Thank you for pointing this out. We agree that the spatial resolution of a webcam
image has an impact on the resulting snow cover map. Depending on the distance
of the terrain to the webcam, image pixels of the webcam are either upsampled or
downsampled to the DEM’s pixel resolution (2m). We will discuss this relationship in
the text and provide an example for a typical webcam image where we estimate the
resolution range of the projected image. In addition, we provide a histogram that shows
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the distribution of webcam image resolutions in our archive.

We will provide resulting uncertainties for Fig.10 that occur due to the above mentioned
effect. However, the uncertainties do not change the overall picture (for instance, the
uncertainty for the GCPs within a distance of 6-30km is ±5.6m).

3. Conclusions
The conclusions are too brief in my opinion. Here I would like to read a bit more of an
outlook. How does it go on? For what satellite products will it be applied? Is there the
intention to go also to other countries with this method? Please extend the conclusions.

We agree that the conclusions are too brief. We will extend the conclusions with an
outlook that provides further information on the potential application of our procedure.
First, ESA CCI snow is using Sentinel-2 and Landsat data as validation source for
MODIS and AVHRR snow cover fraction retrieval. To in turn evaluate the accuracy of
Sentinel-2 and Landsat based products, our webcam-based snow monitoring product
can be applied. Second, our product can further be used to validate Sentinel-2 and
Sentinel-1 based snow cover products generated by Copernicus and Theia. In fact,
Theia is highly interested to use our product for an accuracy study of Sentinel-2 snow
cover maps. Third, our procedure, in particular the snow classification, could be im-
proved to enable semi-operational processing for a NRT-service, which could support
federal agencies (e.g. MeteoSwiss, WSL-SLF) for their weather forecast activities or
avalanche warning.

Detailed comments:

P2L17: I would be careful to talk about very high spatial resolution monitoring. Only
the regions close by the camera are highs spatial resolution (0.1 – 2 m). Further away
it gets much coarser. Maybe you can define what you understand by very high spatio-
temporal scales.

Thank you for pointing this out, we will clarify this in the text. As an example regarding
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the spatial resolution, a pixel of a comparably low resolution webcam image (640× 480
pixels) imaging an area at 30km distance to the camera has a projected pixel size
of less than 20m. This is comparable to e.g., Sentinel-2, thus we consider this high
resolution. Moreover, since we know the distance to the camera on a per-pixel basis,
we can even exclude areas that are too far away, which limits the worst case spatial
resolution as desired. Regarding temporal resolution, most webcams record at least
one image per hour, which we consider high temporal resolution. We will consistently
replace the term ‘very high’ with ‘high’ in the text.

P2L19: You could be a bit more precise here, when there is fog there will be no infor-
mation. What types of clouds will still be OK as also the contrast will be lowered by
high clouds. I see the big benefit of the method for the evaluation of satellite products
not only for complementation maybe you can add that.

We agree that our statement here is indistinct and we try to clarify hereby. As long
as cloud cover and fog are above the mountain silhouette and therewith do not disturb
the view on the ground, webcam images can potentially provide snow cover informa-
tion. However, depending on the snow classification technique, reduced contrast due
to overcast weather degrades classification accuracy. We think that more robust snow
classification techniques can still be able to reliably classify snow under such condi-
tions, and we consider investigating this in future work.

P3Fig1: Please be careful about the publication of swisstopo data. Do you have all
necessary rights? If so you should have a specific contract number from swisstopo
which allows you to publish it.

Thank you for pointing this out. We have the necessary rights and will recheck the
correct indication of source.

P3L13: Only 57% of all cameras fulfill your conditions. Could you please explain a bit
more here why? Are there options to increase that ratio?
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We agree that this is not clearly stated in the text. Up to now, we estimated the loca-
tions of 297 webcams and the number constantly increases. It is not that only those
cameras fulfill our conditions, and we will explain this point clearer. For instance, for the
webcams provided by kaikowetter.ch, about 70% of the cameras satisfy our conditions.
The other 30% either do not feature mountain silhouettes or the silhouettes are partially
occluded by trees or buildings. Due to the nature of our method, such cameras cannot
be used. We will provide this information in the revised version of the manuscript.

P4L6: The current resolution of swissimage is now 10 cm in the lowlands and 25 cm in
the Alps

Thank you for pointing this out, we will correct this within the revision.

P5L7: How do you estimate the accuracy of the location estimation?

We did not measure the ground truth location for our webcams, therefore a direct eval-
uation of the estimated location is not possible. However, by leveraging the orthophoto
SWISSIMAGE and prior knowledge about the approximate webcam location (for in-
stance, mounted on a specific wall of a building), we could roughly estimate the accu-
racy. We will include these details in the revised text.

P9L22: why do cameras change their orientation? How often does that happen?
Please explain

Most webcams are exposed to wind and therefore occasional tiny camera movements
occur. Moreover, for few webcams major movements can occur due to human inter-
action, intentionally or unintentionally. While small movements due to the first reason
occur frequently, the second case is rare, at most monthly. We will add this to the text.

P11L32: How are “bad images” detected and eliminated? Is it done manually? If yes,
would there be options to automatically detect “bad images”. This is an important point
as there will be many images that should be removed in long timelines. I would like to
see some more details on this point.
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We remove “bad images” manually. Automatic snow/cloud distinction is still an un-
solved problem, hence automatic detection of unusable images is difficult. Other au-
tomatic approaches based on temporal smoothing limit the temporal resolution, which
we want to avoid. However, we consider investigating automatic techniques for future
work. We will discuss this in the revised text.

P12Fig9: Here you choose a fully snow-covered scene as example. In my opinion it
would be of much more interest for the readers to see this demonstration on a partially
snow covered scene. Could you change that?

We will replace the example in Fig. 9.

P14L10: Here you state that the best accuracy is close to the mountain ridge. But
these are the regions with low spatial resolution. How accurate are the other points
(see my main point N◦2).

As mentioned above (answer to main point N◦2), the uncertainty indeed increases with
increasing distance to the camera. However, as mentioned this uncertainty is still much
lower than the difference in the estimated residuals, therefore the overall statement still
holds.

P14L14: here you state “residuals generally decrease with the distance to the web-
cam”. From my understanding they should increase in that direction as it is much more
difficult to find and set GCP’s far away on lower resolution imagery. Please clarify.

By leveraging the DEM, GCPs on the mountain ridge can actually be set quite accu-
rately (modulo the distance dependent uncertainty discussed above). As promised in
the answer to main point N◦2, we will explain this much clearer in the text.

P16L24: Please explain a bit more what RANSAC is and how you apply it.

A detailed description of the RANSAC algorithm is provided within the methods section
(Sect. 3.3, page 11).
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