
We would like to thank the referees for bringing up thoughtful and insightful
discussion points, and especially for taking their time to assess our manuscript.
Your suggestions and comments are most helpful in improving our overall pre-
sentation. Below, we address your questions and concerns. For those comments
that required updates to text and/or figures, we enclose a draft with correspond-
ing changes in red.

1 Referee 1, S. Cornford

This paper presents a thorough ensemble exploration of the sensitivity of a
state-of-the-art Antarctic ice flow model (ISSM) to uncertainty in near future
perturbations. To my mind, it addresses the shortcomings of most previous at-
tempts by (1) considering the whole continent (2) doing so at (I think) adequate
mesh resolution (3) including a well thought out and well described experimen-
tal design. It ought to be a benchmark against which the community measure
future efforts for some time. Given that, I don’t really have any substantial
criticisms of this paper, just a few minor comments to make

Abstract, L11 : it seems odd to say that ’grounding line retreat... is *driven by
errors* in bedrock retreat’. Rephrase?

This has been updated to read ”variations in bedrock topography”.

Abstract L13 : ’endmember’ => ’the most extreme’?. endmember seems a little
’jargon’ for the abstract.

We have changed ”endmember” in the abstract to ”our most extreme”.

p3, L16 ’1km resolution at the coast’ - where is the coast - the calving front?
Or the grounding line?. On this note, is the region over which the GL moves
generally covered by ∼1km mesh spacing? Could we have a figure?

We have updated this sentence to specify that the 1 km resolution is at
”... the domain boundary ... with a resolution of 8 km or finer within the
boundary of all initial ice shelves”. In addition, in the discussion, we have
added statements to clarify our caveat that, in the interior, where the most
extreme simulations migrate, our resolution is lower than 8 km (See Fig. S1
and Fig. S5), specifically on Page 17, line 27 and Page 18, line 17. In these
sentences, we have also added additional references to the supplemental figures
of the mesh and the extreme grounding line locations. Unfortunately, for the
continental model, we were not able to run with a 1 km resolution over the
entire area of extreme grounding line migration. This is something we will try
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to improve in the future, since it will be increasingly important. The increasing
computational capacity of our cluster will help with this as well!

P4, L6 : L1L2 costs 10X SSA - this is a surprise (my own L1L2 is about 1.2X
costlier than SSA), can you say why? There are two things in L1L2 that might
slow you down (a) a more costly viscosity calculation (b) shorter timesteps due
to the diffusion-like component of the velocity, but these a modest for me. Or is
there something about your SSA that makes it very fast (e.g, how many Newton
iterations are carried out per time-step) . Possibly this is described in the cited
papers, but a quick summary here would be helpful.

Thank you for this question. The first thing that slows us down with the
L1L2 is that we are carrying 2x the number vertices. Secondly, we have to take
shorter timesteps for L1L2. Thirdly, the SSA indeed converges much quicker.
This last one is not modest, specifically because UQ requires that we tighten
our stress balance relative convergence tolerance - down to at least the order
of 10−5. Doing so ensures that any small divergence in the sampling results
is real and not indicative of noise/numerical drift. We have determined the
required tolerance threshold experimentally. While this is more important when
we are conducting sensitivity studies (where we forcing the model with very
small deltas), we generally follow this practice for all UQ analyses in order to
reduce noise. We have added a couple sentences here, noting these reasons for
the difference in efficiency.

P5, L11. Do you mean that the presented results are ’simulation minus control’
or something else?

Yes. We have updated the sentence to clarify that we present each result
”as its simulated value minus that of its respective control simulation”.

P5,L14 : You would see the vast majority of the change if the ice shelf thinned to
1m, even if the front remained the same. I think here you are adding the result
of immediate collapse, rather than saying much about gradual future calving
front retreat.

We have revised this statement to say that we are attempting to quantify
”loss of buttressing due to ice shelf collapse”.

P7,L30 ’plus an epsilon of 0.01%’ => ’plus 0.01%’? I think know what you
mean by an epsilon, but it seems redundant, here (0.01% is a small change
compared to -40%).

Where used, we have removed the word epsilon and just refer to the additive
change of 0.01% as suggested.
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P9, L7. If the melt rates are too great in some places and too small elsewhere,
why is it reasonable? Not saying it isn’t, just that you should either say why,
or not say it at all.

This is a good point. We have revised this sentence to point out the diffi-
culty in deciding on a single value for the entire ice sheet, now reading ”This
dichotomy illustrates the difficulty in designing an appropriate ice shelf melt
rate perturbation experiment for Antarctica, as typically, a single offset or mul-
tiplier value is chosen to represent a generalized warming scenario”. We have
also moved the approximation of maximum warming for Pine Island Glacier
from the results section to this paragraph in order to inform the reader in the
methods, of the extremity of a 10 times melt rate in WAIS.

P10: First paragraphs of result. A bit of rewriting is needed here. The second
paragraph in particular is describing methods, rather then (say) outlining the
results/structure of the results section.

We have removed the second paragraph from the results section, and have
moved the statement about the efficiency of LHS sampling to the Uncertainty
Quantification section in the methods. Thank you for this suggestion.

P13:first paragraph. I think here you are saying that as the number of partitions
grow, you are seeing some result other than just the number of neutral outcomes
grow quickly. OK, your mean is decaying, not just the spread, but I can’t see
from what is written what (substantive) evidence you have for that position.

This paragraph is meant only to discuss the variation in uncertainty (stan-
dard deviation between the curves). It was very confusing, because we had
included a statement about a shift in the curves. We believe this is the state-
ment you are addressing, and it has been removed. The paragraph has also been
reworked to be more clear for the reader. Note that we discuss the shift in the
mean of the curves and the relation to accumulation forcing two paragraphs be-
low, so the removed statement was indeed misplaced. In this paragraph, we are
noting only that with less partitions more spatial correlation are preserved, and
therefore the model can dynamically respond in more extreme ways. Because
of this, we find more endmember realizations with less number of partitions.

P13:L30 - looking at the figure, I thinking you are concluding that the bimodal
shape comes from the melt rate UQ because only that parameter gives a bimodal
distribution when considered in isolation. Should you say that outright in the
text?

We have rewritten these sentences to say that the melt rate is the only
variable with a bimodal distribution, and therefore, we are concluding that it is
the source of this complex behavior in the all-variable distribution curve.
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P17, L27: Durand, Gladstone, and others (inclusing Seroussi, no?) have all in-
dicated a resolution very much finer than 8km is required around the grounding
line (I find ∼1km, and sometimes better, is needed for Antartica, even with SEP
treatments). But I thought (from p3, L16) that you might be at least close to
this?

Near areas of high shear, we do approach 1 km, however, we do not guarantee
that we reach this resolution around the grounding lines. This was simply
not possible with our computational constraints, and therefore, we discuss that
caveat here in the discussion. Your point, however is well taken, especially in
light of our results. As discussed here, however, comparison with runs using
a higher resolution mesh did not substantially change our results for the most
extreme cases, particularly in WAIS which is our most sensitive region. Ideally,
in the future, we will be able to run with increased resolution near the grounding
line and upstream of the grounding line. As discussed above, we have rephrased
the methods description of the mesh to make this more clear.

P19, L10: Is control mode drift necesarrility undesirable? The model parameters
are optimized to given the present day velocity / geometry, so ought to agree
with the present day observed thinnig rate, which is not zero - there is comitted
change to think about. Given the general nonlinearity of, say Thwaites glacier
retreat, I think is is better to have the correct drift, than none.

You make a good point here. However, we have decided to ignore commit-
ted change, because the drift in our model is much larger than the committed
change. During the control run, we find that thickening in the interior outweighs
committed change in many places (WAIS is probably the exception), and there-
fore, we have decided to remove it. As discussed in the manuscript, we ran a
number of comparison sensitivity experiments with various resolutions, partic-
ularly in the Thwaites region. We found that the drift was most sensitive to
model resolution, while response to the forcing was relatively consistent. When
subtracting out the control, results converged in an acceptable way (and after
a number of iterations, this is partly how we compromised on a final mesh that
would be computationally affordable and representative of a realistic change
[Seroussi et al., 2017]). We have added a sentence to the discussion here to
state this point more clearly.

2 Anonymous Referee 2

In this manuscript, an uncertainty assessment of the 100-year contribution to
sea-level rise from the Antarctic Ice Sheet is presented. Future sea level rise is a
highly important topic of great interest for the scientific community and of large
societal importance. The study by Schlegel et al. uses a statistical uncertainty
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quantification method that has been applied previously for regional setups (e.g.,
Larour et al. [2012b, a]; Larour and Schlegel [2016]; Schlegel et al. [2013, 2015])
and is now applied to an Antarctic-wide setup. The method is based on a
number of forward model runs, which are performed with a resolution of <= 8
km in ice streams and ice shelves, solving the ’SSA’ using the ISSM ice-sheet
model.

The authors test for the effects of uncertainties related to surface accumu-
lation, sub-shelf melting, ice viscosity as well as basal friction on mass loss
from the ice sheet. Schlegel et al. specify ’perturbation bounds’ (uniform or
individually for each drainage basin) for each of these variables. Using Latin
Hypercube Sampling, a statistically representative number of perturbations for
each variable and each region (’partition’) of the model domain is determined.
The perturbations are applied as step-forcings, uniformly over the correspond-
ing partition. Based on these experiments, a statistical distribution of sea-level
relevant ice volume loss after 100 years of model time is derived and analysed.

In additional experiments, Schlegel et al. test for the role of the bed geom-
etry measurements. Their findings highlight that the details of bed geometry
are decisive for grounding line movement that determines mass loss. In further
experiments, they also test for the effect of an instantaneous ice-shelf collapse
(however ice shelves form in regions that unground during grounding line re-
treat).

The manuscript is well written and provides much detail on the model exper-
iments and the results. The methodology presented is innovative and provides
valuable insights into uncertainties of Antarctic mass loss. I have only a few
major comments on the manuscript:

Major comments:

- Sub-shelf melt rates // With your methodology, you find that sub-shelf
melt rates are dominating the mass loss uncertainty. It would hence be great
to have more information on the melt rate field you use, e.g., a figure showing
a spatial map of the reference sub-shelf melt rates. How large is the spread of
melt rates - within ice-shelves and in-between ice shelves? Are there regions
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with accretion? How do the melt rates compare to observations? How large are
the melt rates near the grounding lines, which are then also applied in newly
ungrounded regions? And how large are the maximum CDW values that you
use to constrain the IBs for melting in the individual partitions?

We have added a table to the supplement that is meant to answer most of
the questions you pose here. The table includes mean and standard deviation
ice shelf melt rate values for every marine-based partition and for the present-
day grounding line areas for these partitions. The table also includes regional
mean estimates of ice shelf melt rates from Rignot et al. [2013] for comparison.
Finally, we include the mean maximum daily cavity temperature and mean
maximum daily boundary temperature (or CDW temperature) for each marine-
based partition. We believe the inclusion of this table will be very helpful for the
reader to better characterize our ocean forcing. Thank you for the suggestion!

We are also currently preparing a manuscript with a detailed analysis of the
circumpolar model simulation used to force our control simulation, therefore we
do not plan to publish a spatial map of the mean melt rates in this manuscript.
However, we are happy to provide a spatial map of the results by personal
communication (See Code and data availability section). In addition, we refer
the reader to Schodlok et al. [2016], which shows spatial results from the same
optimization procedure, but with a lower resolution grid spacing. The results
used for this study generally compare well with those presented in Schodlok et al.

[2016]. However, we decided to use the new 9 km grid product because it better
resolves melt rates in smaller ice shelves (a significant source of uncertainty,
as discussed in the manuscript), and has an improved spatial pattern in some
major ice shelves including melt (e.g. in Ross) and of refreeze (e.g. in Filchner
Ronne, Amery, and Larsen C). This is evidenced by the good agreement against
observations regionally (new Table S1), and the fact that our control simulation
grounding line positions match well with observed (as noted in the text).

- UQ and partitions // Please add more details on the UQ method, its underly-
ing assumptions, benefits and limitations, the way it is applied here and on the
choice of partitions made. In previous applications of the uncertainty quantifi-
cation (UQ) technique, a high number of partitions has been used (>= 500 for
regional setups in Larour et al. [2012b, a]; Larour and Schlegel [2016]; Schlegel
et al. [2013, 2015]). Since uniform perturbations are applied within each par-
tition, increasing the number of partitions yields convergence of the resulting
uncertainty distribution as long as the errors/uncertainties sampled within the
individual partitions are independent, as far as I understand. But the uncer-
tainties under future warming scenarios, e.g., of surface accumulation changes,
are not spatially uncorrelated, and this is why you find a large dependency of
you results on partitioning (Sect. 4.1). How does the application of the UQ in
this study hence differ from the previous, regional applications (where a large
number of partitions was used)? Please discuss this in the manuscript.

We have expanded the uncertainty quantification methods section to discuss
a number of challenges/limitations with our methods as well as the difference
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between using: a large number of small, random partitions vs. the user-defined
partition approach (larger partitions informed scientifically). We find that the
use of many small partitions is more appropriate for sampling forcing errors (i.e.
when an error map is available), when the user wants to propagate these errors
through a simulation and better constrain output uncertainties due to the input
errors themselves. Climatological uncertainties are more complex, in that they
are spatially correlated and tend to be associated with a much larger spread
(uncertainty). The use of many small partitions, in our opinion, artificially
restricts the bounds of our sea level diagnostic (as evidenced by the results we
present using different numbers of random partitions). These results inspired us
to create geographical partitions, but we also included in the manuscript results
from the various partition configurations in order to emphasize the impact of
experimental design. As discussed in the manuscript, we feel that geographical
partitions are more appropriate for our purposes, though our partition choice is
surely debatable (and, we hope, improved during future studies). We have now
expanded upon this point in the uncertainty quantification section.

Also, we now elaborate on how this study is different from those conducted
in the past using ISSM-DAKOTA sampling, and note that in the future, users
will need to consider their scientific questions when designing experiments and
choosing partitions. In the discussion, we have added some statements expand-
ing upon the limitation of using a step function, as done here. While currently,
we do not have temporally-based sampling, it is possible to perturb a tran-
siently forced forward simulation. While out of the scope of this study, we hope
to pursue such an analysis in the future.

Since the IB experiments based on partitions derived from drainage basins
are expected to yield more realistic estimates, it would be highly interesting
to understand the effect of partitioning in these experiments: if you do not
split drainage basins in high surface elevation regions and low surface elevation
regions, how does this affect your results (e.g. in the IBMeltOnly and IBAc-
cumOnly experiments)? And how are the results affected by combining the
partitions relating to the same ice shelf or region (e.g., 7 and 8 for FRIS, 10 and
11 for Ross or 1, 2 and 6 for the Antarctic Peninsula)?

For the IB experiments, combining using the current bounds is a bit tricky,
because in many cases the different regions are assigned different bounds. This
is one of the reasons why we use the UB experiments instead, to test the effect of
partition choice. Changing the bounds when combining partitions would have
its own effect on the final distribution, and this would make it more difficult
to actually isolate the effect of partition choice. For example, with the current
partition experiments shown here, we have already detected a drift caused by
accumulation forcing, which in a sense complicated our analysis (as discussed
at the end of the effects of partition choice section). However, with regards to
the current IB sampling results, we would like to point out that the distribu-
tions shown do already include realizations where changes in proximal regions
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correlate with each other (which would be the imposed constraint if partitions
were combined). They just also happen to include a number of samples where
these partitions do not correlate, as well.

Therefore, our results do offer enough information to hypothesize about your
interesting questions. With regards to IBAccumOnly, what we did learn from
the partition experiments is that combining regions for accumulation sampling
decreases the mean SLE contribution, since over a short (100 year) timescales
mass storage dominates over ice dynamic response to accumulation change.
With regards to the MeltOnly experiments, combining neighbors results in a
smaller subset of neutral samples (when the regions may cancel each other out)
and allows for a larger subset of endmembers (when the regions combine), so we
expect an overall larger spread in uncertainty as partitions are combined. When
combining low elevation and high elevation partitions within the same basin, we
expect the expansion of right SLE distribution tails to be affected even more, as
the dynamic response of the upper partition would be highly dependent on the
grounding line retreat of the lower partition. We have added some sentences
in the discussion to summarize these results and to point out the limitations of
our strategy results.

This is definitely a very interesting and complex part of designing UQ studies
for projections, and should be investigated further. We look forward answer-
ing these questions in the future, using an experimental setup to isolate these
phenomena. Certainly, choosing an appropriate partition configuration is very
important now, as discussed in the manuscript, and will become more impor-
tant as this method matures. We have added to the uncertainty quantification
methods section, to explain why we chose our particular configuration, in that
sampling of all variables together requires a reconciled experimental design.

Minor comments

- page 1, line 13: Maybe omit ’instantaneous’ here, since you do not test for
ice-shelf collapse during the model run and your statement could be read to say
’it is not possible to achieve > 1.2 meters with a collapse during the run’.

Thank you for this suggestion. We have removed the word ’instantaneous’.

- page 1, line 14 and line 17, page 2, line 25,...: Using the term ’scenario’
could be misleading. I did understand this first in the sense that you are making
projections of Antarctica’s future sea-level contribution, while you are, in fact,
assessing uncertainties by using idealized, step-forcing experiments.

We have updated the manuscript to reflect this suggestion. Scenario is now
used only to describe IPCC realizations or projections. We now refer to our
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IB and UB scenarios as ’experiments’, and have changed the wording in other
cases using the term ’scenario’ throughout the manuscript.

- page 1, line 15: Maybe combine the sentences to make clear that this
estimate is linked to the UB experiment?

In the abstract, these sentences have now been combined.

- page 2, line 6: Maybe add that 30cm was the upper bound in Ritz et al.

[2015] and that > 1m was found for RCP8.5 by DeConto and Pollard [2016].

We have updated this sentence to reflect the fact that these two studies used
different warming scenarios, and that the Ritz et al. [2015] upper bound was
reported as 30 cm.

- page 3, line 18: What do you mean by ’coast’ - the grounding line or the
ice front? How large is the resolution around the grounding line (see also page
17, line 21). How is the resolution in areas where the grounding line retreats
during the model run? Do you refine your mesh during grounding line retreat?

We have updated this sentence to specify that the 1 km is along the domain
boundary and also along the shear margins. We do not have the capability to
refine our mesh through time, so the resolution stays fixed as represented in Fig.
S1. Please see our above response to Reviewer 1, regarding this issue. We have
added a number of statements throughout the text to clarify that our interior
mesh resolution is lower than 8 km, and that this is a caveat that should be
considered by the reader.

- page 3, line 5: What model parameters do you use, e.g., related to Glen’s
flow law or the Budd-type friction law?

Details regarding the friction law used, and Glen’s flow law exponent have
been added to the text here.

- page 3, line 29: Why do you invert for ice viscosity in the floating areas
instead of applying the same procedure as for the grounded areas (assuming
thermal steady state)? Does this introduce jumps in ice viscosity across the
grounding line?

We invert for ice viscosity in order to constrain the surface velocities of
the ice shelves, after common practice for realistic forward runs using ISSM in
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Antarctica (e.g. Seroussi et al. [2017]). Since there is no basal friction on ice
shelves and ISSM does not use an enhancement factor, this is how we constrain
the ice shelf velocities. This step results in velocities that look as close as
possible to observed. This inversion technique takes into consideration more
than just temperature in determining ice shelf rigidity, and as discussed in the
manuscript, it can also represent damage in our formulation [Borstad et al.,
2013]. This field can indeed be discontinuous, and in some cases there are
jumps in ice viscosity across the grounding line. With regards to this study,
since we focus on grounding line retreat, we do not anticipate that our results
would vary dramatically if we constrained ice shelf velocities using a different
technique.

- page 4, line 21: Are the exchange parameters optimized per shelf or per
region or continentwide?

The exchange parameters are optimized per shelf. We now specify this in
the text.

- page 4, line 32: Please clarify the ’large melt multipliers in the ice sheet
interior’.

We agree that this sentence does not make much sense. We have revised it
to explain that our nearest neighbor schemes likely ”over-estimate interior melt
rates, leading to overly aggressive grounding line retreat, especially in the ice
sheet interior”.

- page 5, line 5: Are there regions where the grounding line advances? How
do you specify basal friction in these areas?

There are some places where advance occurs, but as noted, only minor
changes are observed. Friction is specified in all areas through inversion tech-
niques (as done for the grounded parts of the ice sheet). For the basal friction
inversion, there areas are assumed to be grounded and maintain an observed
surface topography.

- page 5, line 19: This is a very interesting and important assessment. I
wonder if (just for curiosity, if you did not do this, I do not ask you do to so):
did you also compare to the original Bedmap2?

Yes, we did run with the original Bedmap2. Results were similar to the
results presented here for the Bedmap2/MC: enough so that they were not
really worth showing. If we can run in the future with much higher interior
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mesh resolution, we may be able to detect significant differences, which would
indeed be very interesting!

- Section 2.4: Please give more details on the underlying assumptions, capa-
bilities and limitations of the UQ method.

As discussed above (in response to the major comment) and in our responses
below, we have expanded upon our UQ method in this methods section, the
effect of partition choice results section, as well in the discussion paragraph
that notes limitations associated with partition configuration and step function
forcing. We hope that these additional sentences now offer satisfactory details
about the ISSM-DAKOTA framework and the UQ strategy applied here (and
associated assumptions).

- Section 2.4: In this section you relate to ’errors’ in the model boundary
conditions (e.g., lines 21, 24, 28). This might be confusing the reader since you
quantify the effect of uncertainties in the variables rather than errors.

We have changed the reference to errors in this section to be ’uncertainties’
instead.

- page 5, line 23: Reading your manuscript, I did understand that you use
Latin-Hypercube sampling and not Monte-Carlo sampling (also stated in the
abstract)?

We have removed references to Monte-Carlo style sampling in the manuscript.

- page 5, line 27: You state that you assume a uniform distribution of un-
certainties to sample the tested variables (sub-shelf melt rates, surface accumu-
lation, ice viscosity and basal friction). This sounds reasonable given that we
do not know how future greenhouse gas emissions evolve or which RCP sce-
nario is most likely and how boundary conditions change in the future. Could
you elaborate more on this in the manuscript: why did you chose this type of
distribution and how does this affect your results, e.g., in comparison to using
normal distributions?

Here, we have expanded our discussion about the uniform distribution. We
have added some sentences describing our justification for our choice, and have
discussed that we believe, because of the use of LHS, our results would not
greatly differ if we chose a different forcing distribution (i.e. normal). Past
experience with LHS suggests that for forward simulations, results of sampling
with either distribution does not greatly change our results [Schlegel et al., 2013].
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However, since our goal is to better quantify the probability of endmember
occurrence (or the 95% confidence interval), we believe that uniform sampling
is the most appropriate choice.

- page 5, line 31: Is there a specific reason that partitions should have equal
areas? And how does it affect the IB-results that the GP do not have equal
areas?

The partitions do not have to be equally weighted, but because our mesh
is anisotropic, a random sampling by independent vertices would numerically
weight every vertex unequally. Therefore, our practice is to sample by equal area
to eliminate biases. This is discussed and tested by Larour et al. [2012b]. Such
a practice is most important when one wants to eliminate spatial correlations.
However, as discussed in the next paragraph, we believe that for the purpose of
future projections, it is likely important to represent some spatial correlation. At
such a large scale, it certainly does affect the IB results that the GP is not equal
area, since some basins will technically be ’weighted’ more than others. However,
we feel this is more realistic considering our restrictive knowledge about the
future. We feel this is actually one of our more interesting outcomes from the
study presented here, and it will certainly shape our methods for continental-
scale UQ in the future! In the text, we have rephrased these sentences and
added a reference for clarity.

- page 6, line 3: Please explain.

In this section, we have expanded upon our explanation of how we choose
the geographic partitions, including inference of climate forcing change for all
the variables that informed our partitioning.

- page 6, line 11: Could you solve the problem of how to define reasonable
partitions by specifying forcing scenarios for the variables (where possible, e.g.
for the surface accumulation based on RCP scenario projections) and by using
the UQ method to quantify uncertainties imposed on these?

Our partition choices were, to an extent, based on warming scenario results
as noted in the IB bounds determination section. Yet, because we need to
choose partitions that represent variability for all forcing variables being sam-
pled, choosing appropriate partitions is not a straightforward task. This is
especially the case considering that, informed by our partition analysis, we have
decided to maintain the spatial correlation of ice flow within drainage basins for
this study. The restriction of the same partitions for all variables is definitely
a limitation in our method, and we have now noted this in the text. Due to
this study, many questions have now surfaced about experimental design for
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UQ analysis, and how to answer them appropriately. In the future, answering
these types of questions could constitute its own area of investigation. Because
ISSM is open source, it has the potential to be a community effort, and will
likely require much more analysis beyond what is presented here.

- page 7, line 24: Can you give an estimate to what amount of surface
warming this extreme scenario corresponds?

We have added a statement that surface water requires a warming of about
30 degrees C in the interior and 5 degrees C along the margins of the ice sheet.

- page 9, line 5: How large do melt rates of FRIS and in the Amundsen sea
get?

Please see Table 2, which notes the mean upper melt rates for every partition
for both the UB and IB experiments.

- page 9, line 15-20: You could state here, that these bounds also encompass
all RCP projections (if this is correct). This would underline that you are
not only interested in the strongest emission scenario, but that you quantify
uncertainties encompassing all scenarios.

We have added a sentence in this paragraph noting that our IB upper and
lower accumulation bounds encompass the full spread of all projections.

- page 10, line 17: Is it valid to assume that variables can be sampled inde-
pendently from each other and that partitions can be sampled independently?
Please add a discussion.

This paragraph has been removed from the manuscript, as suggested by
Reviewer 1, and we agree that the wording repeats (and complicates) the expla-
nation of our methods. As described in the methods, each variable is sampled
individually, as well as synchronously, so ’independently’ is indeed a misleading
word to use in this context.

- page 13, line 7: mass ’gain’ instead of ’loss’.

Thank you. We have updated this to read ’gain’.
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- page 13, line 31: The bi-modality is very interesting - do you have further
hints on how this arises? Is it linked to instability within a specific basin or ice
stream?

Yes, this behavior is linked to instability within a subset of regions. To truly
diagnose and illustrate this phenomenon, we need to conduct a spatial analysis
which is out of the scope of the investigation presented here. We are working on
this analysis for a separate publication, as we also find it to be a very interesting
result!

- page 14, line 26: How large are melt rates around the grounding line in
your control run?

We have added a table in the Supplementary material. This new table gives
information for mean melt rates and standard deviation within each partition
as well as the rates at the grounding line.

- page 14, line 29: How does the mean SLE from the Amundsen Sea Region
for the IB experiment compare to observed rates of sea-level rise (e.g. Shepherd
et al. [2018])?

Thank you for this suggestion. The mean SLE contribution is 6 mm over
the 100 year simulation. We have added a sentence to note that this value
is equivalent to the acceleration in mass loss already observed during the last
decade in WAIS.

- page 14, line 35: The intrusion of relatively warm water into the Filchner-
Ronne ice shelf cavity has been found possible within the second half of the 21st
century for the RCP8.5 scenario [Hellmer et al., 2012]. This would be much
later than in the step forcing experiments applied here - how is this reflected
within your uncertainty quantification method?

This is a good point. Our method does not yet test the timing of an extreme
change in climate forcing. Instead, our endmembers represent the most extreme
realizations possible within 100 years (simultaneous and instantaneous change),
and they are maintained for a century. We have added a note in the methods
section to emphasize that our forcing is a step function. In addition, we have
rephrased this sentence to point out that our forcing is based on ocean sensitivity
experiments that reveal sensitivity to Ronne Ice Shelf melt rates, similar to that
suggested by Hellmer et al. [2012]. Finally, in the discussion, where we discuss
the step function potential overestimation of SLE contribution, we have added
a statement about future use of this framework to quantify uncertainty in more
complex, forward simulations forced with warming scenarios.
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- page 15, line 3: Could you add a figure with an example for grounding line
migration?

We have expanded the Ronne region in the supplementary figure, and ground-
ing line migration that is included. The expanded region should now be suffi-
ciently large enough to show extreme grounding line changes in Institute and
Möller Ice Streams.

- page 15, line 16: Maybe reformulate this to ’subsequent reduction in but-
tressing’. The current formulation might cause misunderstanding, since you
account for the reduction of buttressing through changes in sub-shelf melting.

The text has been update as suggested.

- page 17, line 8: Please explain what you mean with ’well-behaved’ and
’normally’? Does this relate to the next sentence about the bimodal structure?

We have updated this sentence to say that the SLE curves are normally
distributed, even though we are forcing with a uniform distribution.

- page 17, line 15: E.g., shorten to ’... bedrock geometry and ice-shelf
buttressing, which determine grounding line stability.’

Thank you. This sentence as been changed as suggested.

- page 18, line 10: Why does your reasoning presented here for the UB
experiments (lower resolution provides less bed geometry details and this yields
more SLE) not apply to the IB experiments?

We have revised this paragraph to specifically describe the difference be-
tween the low resolution IB and UB results, including the fact that PIG and
Wilkes Land grounding line are highly affected by the resolution of the bedrock
geometry. Therefore, these areas are more stable in our lower mesh resolution,
less extreme IB simulations.

- page 19, line 14: Another process missing might be isostatic rebound, as
recent evidence suggests Barletta et al. [2018].

We have added a sentence noting that we are not considering solid earth
feedbacks here.
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- Appendix A, page 21, line 31: This setup was created as an idealized
version of the cavity underneath Pine Island Glacier ice shelf. Did you test also
for cavity sizes and shapes comparable to FRIS?

Because initial sensitivity experiments suggested that temperature effects
dominated over both cavity size and shape, we did not test for a FRIS style
cavity size and shape. This decision was made largely because, due to compu-
tational restrictions, we had to prioritize our ocean simulations. However, as a
compromise we did expand the tested temperature range (-2C to +3C), which
based on our initial sensitivity experiments, we deemed adequate for realizing
the sensitivity of both cold and warm water ice shelves.

- Appendix A, page 22, line 5: ’average ice shelf melt rate’?

We have added the word ’average’, as suggested.

- Appendix A, page 22, line 23: Please clarify ’that does not artifically
restrict ice flow.

This sentence now specifies that the melt rates are restricted to values that
do not ”result in ice mass removal that exceeds the local mass balance between
the divergence of ice flow and surface mass balance”.

- Table 2: Please specify ’mean max melting rate’.

The caption for this table now specifies that, ”The mean upper bound melt
rate is equal to the maximum melting rate multiplier times the control ice shelf
melting rate values, area averaged over the initialization ice shelf area within
each margin partition.”

- Figure S1: The upper panel looks squeezed in y-direction. The line colors
to indicate the sectors in the lower panels are hard to see.

We have updated this figure such that the axes are now the same as our other
Antarctica figures. In addition, we have thickened the lines for the regionally
boxes, such they should be much easier to see now.

- Figure S5: It is hard to see the grounding line positions, especially the
initial position.
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In these figures, we have updated the color scheme, thickened the grounding
position lines, and have changed the color of the initial position to yellow. The
information in these plots should now be much easier for the reader to see.

Technical issues

- page 4, line 1: remove ’are’ before ’described’.

’are’ has been removed from the manuscript.

- page 10, line 7: ’actual uncertainty’

’actually’ has been changed to ’actual’, as noted

- page 17, line 10: There is a verb missing in ’.., as evidence by..’.

This sentence has been updated to read ”Specifically, forcing with extreme
ice shelf melt rate bounds results in a total AIS SLE contribution distribution
that is bimodal, which illustrates the dynamic complexity of grounding line
response.”

- page 20, line 12: This sentence is doubled.

We have removed the second part of this sentence that is repetitive. It is
now updated to read ”In contrast, our more plausible IB scenario results show
relatively minor contribution from the Amundsen Sea.”

- page 21, line 29: ’setup’

This change has been made as suggested.
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Abstract.

Estimating the future evolution of the Antarctic Ice Sheet (AIS) is critical for improving future sea level rise (SLR) pro-

jections. Numerical ice sheet models are invaluable tools for bounding Antarctic vulnerability; yet, few continental scale

projections of century-scale AIS SLR contribution exist, and those that do vary by up to an order of magnitude. This is partly

because model projections of future sea level are inherently uncertain and depend largely on the model’s boundary conditions5

and climate forcing. Here, we aim to improve the understanding of how such uncertainties affect ice sheet model simulations.

With use of sampling techniques embedded within the Ice Sheet System Model (ISSM) framework, we assess how uncer-

tainties in snow accumulation, ocean induced melting, ice viscosity, basal friction, bedrock elevation, and the presence of ice

shelves, impact continental scale 100-year projections of AIS sea level contribution. Overall, we find that AIS sea level con-

tribution is strongly affected by grounding line retreat, which is driven by the magnitude of ice shelf basal melt rates and by10

variations in bedrock topography. In addition, we find that over 1.2 meters of AIS global mean sea level contribution over the

next century is achievable, but not likely, as it is tenable only in response to unrealistically large melt rates and continental ice

shelf collapse. Regionally, we find that under our most extreme 100-year warming experiment generalized for the entire ice

sheet, the Amundsen Sea Sector is the most significant source of model uncertainty (1032 mm 6σ spread), and the region with

the largest potential for future sea level contribution (297 mm). In contrast, under a more plausible forcing informed regionally15

by literature and model sensitivity studies, the Ronne basin has a greater potential for local increases in ice shelf basal melt

rates. As a result, under this more likely realization, where warm waters reach the continental shelf under the Ronne ice shelf,

it is the Ronne basin, particularly the Evans and Rutford Ice Streams, that are the greatest contributors to potential SLR (161

mm) and to simulation uncertainty (420 mm 6σ spread).

1 Introduction20

The Antarctic Ice Sheet (AIS) contains the vast majority of Earth’s surface water mass, outside of the oceans (∼ 65 m of sea

level rise equivalent). Over the past three decades, observations of the AIS have uncovered changes in ice dynamics responsible
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for significant increases in regional mass loss (Velicogna, 2009; Rignot et al., 2011; Pritchard et al., 2012; Shepherd et al.,

2012; Gardner et al., 2018). Estimation of the ice sheet’s future evolution over the coming centuries and its consequential

contribution to sea level change have therefore become subjects of many studies, as they are critical to the improvement of

sea level projections. Model based studies that rely on the numerical representation of physical processes driving changes in

ice sheet mass are the best option to simulate the future evolution of the AIS. However, results from such studies significantly5

deviate in magnitude, ranging from up to 30 cm of global mean sea level equivalent (SLE) contribution by the end of the 21st

century (e.g., Ritz et al., 2015) for a midrange emissions scenario, to over a meter of SLE (e.g., DeConto and Pollard, 2016) for

a high-end warming scenario. Model-based estimates of ice sheet mass balance are associated with large uncertainties that are

difficult to quantify. Even the most state-of-the-art ice sheet models have limitations related to poorly characterized or resolved

physical processes, and they also include large uncertainties in external forcing, low resolution continental scale simulations,10

poorly known initial and boundary conditions, or uncertainties in external forcing. All of these contribute to the large spread

amongst current ice sheet projections (e.g., Nowicki et al., 2013).

Community efforts like the Sea-level Response to Ice Sheet Evolution (SeaRISE) initiative have adopted multi-model ensem-

ble approaches in order to leverage the strengths and limitations of several ice flow models (Bindschadler et al., 2013; Nowicki

et al., 2013) and to quantify uncertainties associated with ice sheet model projections. However, the participating models relied15

on different initialization procedures, included varying physical processes, and also applied external forcing in different ways,

such that the sources of model uncertainties could not be confidently distinguished. Assessing the uncertainty caused by input

errors is a major challenge being faced by the ice sheet model community, and previous modeling-based studies mainly relied

on ensemble simulations (e.g. Winkelmann et al., 2012; Ritz et al., 2015; DeConto and Pollard, 2016; Bakker et al., 2017)

to estimate the impact of some unknown model parameters and forcing. Recent developments and improvements in ice flow20

model efficiency now allow the modeling community to utilize uncertainty quantification (UQ) to explore how errors in various

model boundary conditions and forcing propagate in ice flow models (Larour et al., 2012b, a; Schlegel et al., 2013, 2015).

In this study, we use the UQ tools from the DAKOTA (Design Analysis Kit for Optimization and Terascale Applications)

framework (Eldred et al., 2008), embedded within the Ice Sheet System Model (ISSM), to study the impact of uncertainties in

surface mass balance, ocean induced melting, ice viscosity, basal friction, bedrock geometry, and the presence of ice shelves,25

on global mean sea level (GMSL) projections over the next century. Understanding the impact of the initial conditions is

being extensively investigated as part of the Ice Sheet Model Intercomparison Project for CMIP6 (ISMIP6, Nowicki et al.,

2016; Goelzer et al., 2018) and therefore is not be considered in this study; instead we focus on the other sources of model

uncertainty.

We first describe the Antarctic ice flow model, the methodology applied, as well as the datasets used. We then detail the30

experiments performed and present the results of the UQ sampling simulations. Finally, we discuss the results and their impli-

cations for sea level projections over the next century.
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2 Methods and Data

2.1 Model description and initialization

ISSM is a thermo-mechanical finite-element ice flow model. It relies upon the conservation laws of momentum, mass, and

energy, combined with constitutive material laws and boundary conditions. The implementation of these laws and treatment of

model boundary conditions are described by Larour et al. (2012c). For the experiments described here, the choice of ice flow5

stress balance approximation is described below. The rheology law is based on Glen’s flow law (Glen, 1955) (where Glen’s

flow law exponent has a value of 3), with the ice viscosity depending on the ice temperature (Cuffey and Paterson, 2010), after

Larour et al. (2012c) and Seroussi et al. (2017b). The basal friction is based on a Budd-type friction law (Budd et al., 1984) such

that the basal velocity vector tangential to the glacier base plane (vb) and the tangential component of the external force (σ ·n)

follow the relation τb =−α2Nvb where α is defined as our basal drag coefficient (Cuffey and Paterson, 2010). Here, in the10

absence of a hydrological model, we approximateN , the effective pressure of water at the glacier base, asN = g(ρiH+ρwzb)

(Cuffey and Paterson, 2010), where g is gravity, H is ice thickness, ρi is the density of ice, ρw is the density of water, and zb is

bedrock elevation relative to sea level. Note that at sea level, zb is zero and that below sea level, it is negative. The grounding

line evolves assuming hydrostatic equilibrium and following a sub-element grid scheme (SEP2 in Seroussi et al., 2014b). The

ice front remains fixed in time during all simulations performed, and we impose a minimum ice thickness of 1 m everywhere15

in the domain.

The model domain covers the entire AIS as observed today, and its geometry is interpolated from the Bedmap2 dataset

(Fretwell et al., 2013), with specific exception to the Amundsen Sea sector, Recovery Ice Stream, and Totten Glacier. In

these areas, bed topography is mapped at 150 m spatial resolution using the mass conservation (MC) technique described

by Morlighem et al. (2011) and published in Rignot et al. (2014) for the Amundsen Sea Sector (hereafter referred to as20

Bedmap2/MC). The simulations rely on a mesh resolution varying between 1 km at the domain boundary and within the shear

margins, and 50 km in the interior, with a resolution of 8 km or finer within the boundary of all initial ice shelves, leading to a

187,445 element anisotropic triangular mesh (Fig. S1).

In order to estimate land ice viscosity, we compute the ice temperature based on a thermal steady state with 15 vertical

layers (Seroussi et al., 2013). This thermal simulation uses three dimensional higher-order (Blatter, 1995; Pattyn, 2003) stress25

balance equations, observations of surface velocities (Rignot et al., 2011), and basal friction inferred from surface elevations

(Morlighem et al., 2010). The boundary conditions of the thermal model are geothermal heat flux and surface temperatures

from Maule et al. (2005) and Lenaerts et al. (2012) respectively. The resulting ice temperatures are vertically averaged, used

as inputs in the ice flow law, and held constant over time, after Schlegel et al. (2015). While this assumption of a steady state

thermal regime is not exact (as the ice sheet is not is thermal equilibrium), it has been proven to have a limited impact on30

century-scale ice flow simulations (Seroussi et al., 2013).

To infer the unknown basal friction coefficient over grounded ice and the ice viscosity of the floating ice, we use data

assimilation (MacAyeal, 1993; Morlighem et al., 2010), to reproduce observed surface velocities from Rignot et al. (2011).

Then, we run the model forward for 2 years, allow the grounding line position and ice geometry to relax (Seroussi et al., 2011;
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Gillet-Chaulet et al., 2012). These results define the initial state of our control run and all sensitivity and sampling experiments,

unless otherwise stated (See Sect. 2.3.1).

With the exception of the thermal steady state, the ISSM AIS initialization steps described above are modeled using a two-

layer thin-film stress balance approximation (L1L2 Schoof and Hindmarsh, 2010; Hindmarsh, 2004). The L1L2 formulation

is based on the Stokes equations, includes effects of longitudinal stresses, considers the contribution of vertical gradients to5

vertical shear, and assumes that bridging effects are negligible.

For the UQ experiments presented below, the continental-scale simulation must run efficiently because it is resource limited;

therefore, the computationally intensive L1L2 formulation is not feasible. Alternatively, we utilize the 2D Shelfy-Stream Ap-

proximation (SSA, MacAyeal, 1989) as a surrogate stress balance model. SSA is highly efficient, computationally affordable,

and proves to be a viable approximation for sampling UQ methods (Larour et al., 2012b; Schlegel et al., 2015). Additionally,10

it allows our simulations to run ten times faster while contributing less than 5% of uncertainty to our results (Fig. S2). More

specifically, the SSA model is more efficient because it is run in 2D and therefore requires half the number of vertices. In ad-

dition, to prevent random numerical drift in UQ results our stress balance equation must converge down to a relative tolerance

of at least 10−5, which in practice executes much faster with SSA. Like L1L2, SSA takes into account longitudinal stresses,

making it a reasonable choice for the simulation of ice flow in areas susceptible to century-scale change, i.e. ice shelves and15

fast-flowing regions with low driving stresses.

2.2 Ocean forcing

To estimate ice shelf basal melt rates, we apply the Massachusetts Institute of Technology general circulation model (MITgcm,

Marshall and Clarke (1997)) run with high horizontal (∼ 9 km) and vertical (150 levels) grid spacing in a circumpolar model

domain. For specific details about the method, optimization procedure, and validation strategies we refer the reader to Schodlok20

et al. (2016). The ocean component is coupled to a sea ice model (Losch et al., 2010) and an ice shelf module (Losch, 2008).

Freezing/melting processes in the sub-ice-shelf cavity are represented by the three-equation thermodynamics of Hellmer and

Olber (1989) with modifications by Jenkins et al. (2001) and implemented in the MITgcm by Losch (2008). In the ocean

model, we use the steady state assumption that basal melting or freezing is balanced by glacier flow, so ice shelves are treated

as rigid slabs of ice with no flexural response or change of shape. Exchanges of heat and freshwater at the base of the ice shelf25

are parameterized as diffusive fluxes of temperature and salinity using a constant friction velocity and the turbulent exchange

coefficients of Holland and Jenkins (1999). We optimize the turbulent exchange parameters in each ice shelf cavity for the pe-

riod 2004-2008 using satellite derived estimates from Rignot et al. (2013) to minimize model data differences (Schodlok et al.,

2016) (See Table S1). Initial and boundary conditions are provided by the adjoint solution of the Estimating the Circulation

and Climate of the Ocean, Phase II (ECCO2) project (Menemenlis et al., 2008), and the model is run for the period 2004 to30

2013 to derive a mean present-day ice shelf basal melt rate forcing.

4



2.3 ISSM forward simulations

All ISSM AIS forward simulations consist of a 100-year transient run forced by surface mass balance (SMB) from the

RACMO2.1 1979-2010 mean (Lenaerts et al., 2012) and by ice shelf basal melt rates from the mean 2004-2013 MITgcm

simulation (See Sect. 2.2). SMB is held constant through time. Melt rates, on the other hand, are applied under the floating ice

only and are updated using a nearest neighbor scheme as the modeled grounding line position evolves through time. Note that5

since we assume a simplified relationship for the upstream propagation melt rates, our results likely over-estimate interior melt

rates, leading to overly aggressive grounding line retreat, especially in the ice sheet interior. A single 100-year SSA control

simulation launched on the NASA Advanced Supercomputing (NAS) Pleiades cluster, on 32 cpus, runs for approximately 1.5

hours. The model time step is 15.2 days, or 24 time steps per year.

2.3.1 Control simulation10

The control simulation consists of a 100-year forward simulation as described above. During this experiment, the ice sheet

interior thickens, while only minor changes occur to the grounding line position, resulting in a 0.14% increase in total ice sheet

volume above floatation over 100 years. This result is comparable to model drift reported by other continental-wide Antarctica

modeling studies (i.e., Nowicki et al., 2013; Pattyn, 2017). The majority of volume change is driven by spurious transients

in the model, manifesting in response to mismatches in initial boundary conditions and forcing, i.e. bedrock and ice surface15

elevation maps, surface ice velocities, ice shelf basal melt rates, and SMB. These errors manifest differently for any given initial

condition but have limited impact on model response to anomalies in model forcing. Hence, we present each SLE result as its

simulated value minus that of its respective control simulation. This means that SLE results reflect only the model response to

perturbations prescribed by the sampling experiment and neglect any present-day transient trends in AIS sea level contribution.

2.3.2 Complementary experiments20

As the model ice front position is fixed, our results neglect changes to ice shelf back stress that would result from loss of

buttressing due to ice shelf collapse. To quantify this effect, we run a collapsed ice shelf simulation. This experiment is identical

to the control simulation, except that before the start of the simulation, we remove all floating ice from the domain, such that

the new ice front positions coincide with the grounding lines. Like the control run, grounding lines evolve freely, while the ice

fronts are fixed.25

In addition, to quantify how the bedrock affects simulation results, we repeat the initialization procedure described in Sect.

2.1, but replace the Bedmap2/MC bedrock with the Bedmap1 (Lythe and Vaughan, 2001) dataset instead.

2.4 Uncertainty Quantification

We use UQ analysis to investigate how uncertainties in model boundary conditions and forcing impact the Antarctic SLE

contribution over 100 years, relying on the ISSM-DAKOTA framework to perform sampling experiments (Larour et al., 2012b,30

a; Schlegel et al., 2013, 2015; Larour and Schlegel, 2016). We focus on the forward propagation of uncertainties in ocean
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induced melt rates, accumulation, ice viscosity, and basal friction, and how they impact estimates of future sea level. The

model domain is divided into a number of partitions, or spatial groupings of mesh vertices, and each partition is perturbed by

a single constant value, randomly and independently for each 100-year simulation and for each variable being sampled. This

means that each perturbation represents an instantaneous change in forcing (i.e. a step function) that persists for a century.

Values are sampled given a specified uniform distribution of uncertainty and are generated using a binned Latin Hypercube5

Sampling (LHS) algorithm (Swiler and Wyss, 2004), after Schlegel et al. (2015). We choose both a uniform distribution and

LHS in order to emphasize sampling within the tails of the prescribed bounds, ensuring that the most extreme cases are more

likely to be realized by DAKOTA. In this way LHS is, in particular, an efficient tool to accomplish more statistical accuracy

while running less samples (Larour et al., 2012b). Such an advantage is particularly important since, due to the computational

demands of these runs, we are restricted in the number of samples we can run per experiment. The use of a uniform distribution10

gives no preference to any set of forcing, and assumes any value within the set bounds is equally as likely to occur. Here,

our goal is to simulate plausible warming over the AIS, and due to uncertainties about the future, the forcing distribution is

not straightforward to characterize; therefore, a uniform distribution is preferable to other types of sampling (i.e. a normal

distribution). A normal distribution gives more weight to a forcing’s mean than to its tails and may restrict our sample space.

Still, it is important to note that we do not expect our choice of sampling distribution type to greatly affect our results, as15

past forward simulation sampling experiments have have yielded similar diagnostic output distributions for both uniform and

normal sampling with use of LHS (Schlegel et al., 2013).

Partitions can be determined by the user, or randomly determined using a partitioning software. For this study, we utilize

both types. For the determination of random partitions, we calculate our partitions to be regions of equal area, using the Chaco

Software for Partitioning Graphs (Hendrickson and Leland, 1995). This allows forcing uncertainties to be weighted equally20

on our anisotropic mesh, as discussed by Larour et al. (2012b). We also utilize a user-defined partition configuration, that is

based on geographic regions (ice sheet basins) for the purpose of constraining more plausible estimates of possible AIS SLE

contribution. For instance, in a plausible realization of AIS warming, climate is not expected to change independently within

small, randomly generated regions. Instead, it is likely to change on a larger more regional scale. While the use of smaller

random partitions is beneficial for sampling forcing errors that are quantified spatially (i.e. with a well-defined map), such25

a method may underrepresent climatological-scale spatial uncertainties, or proximal correlations in forcing associated with

general trends in warming. In this case, the use of many small partitions may underestimate uncertainty in model output, by

artificially placing constraints on ice flow and reducing the probability of occurrence of plausible endmembers. On the other

hand, during realistic climate warming, forcing is not likely to change uniformly over the entire ice sheet as atmospheric

and ocean circulation is dynamic and complex. Therefore, choosing a single partition will likely over-emphasize the output30

distribution’s tails and overestimate its uncertainty.

Such results highlight the need for an experimental design more informed than that used in past studies (i.e. many small,

random partitions) (Larour et al., 2012b; Schlegel et al., 2015). Consequentially, we are inspired to define partitions that can

physically represent how climate may affect ice sheet forcing, boundary conditions, and other model input parameters. One

challenge associated with this type of user-defined methodology is that in order to sample all variables simultaneously, we35
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must choose one set of partitions that can represent spatial variability associated with climate warming for all four sampling

variables. For this purpose, we define Geographic Partitions (GP), shown in white and numbered 1 through 27 in Fig. 1. These

partition boundaries are informed by analysis of various high-end warming scenarios and sensitivity studies (described below

in Sect. 3.2), and represent a reconciliation of inferred spatial variability for all four sampled variables. More specifically,

we first separate our partitions according to ice drainage basins. This choice respects the spatially correlation of ice flow and5

reflects general accumulation patterns over the ice sheet (Fyke et al., 2017). Finally, in order to distinguish between areas that

may be affected by the presence of liquid water, we split the basins into regions above (plateau) and below (marine) the mean

ice surface elevation of 2250 m. This is the elevation line below which we assume surface melt may be present by the end of

the 21st century (i.e. Supp. Fig. in DeConto and Pollard (2016)). Note that the assumptions presented here are informed by

past studies and general expert opinion, and for subsequent studies a different partition configuration may be deemed more10

appropriate. As the framework allows for various strategies, the choice of partitions should be an important part of any future

investigation, and the user should specifically design his or her experiment based on the scientific questions being investigated.

For this study, every UQ sampling experiment is an ensemble of 800 forward simulations in total. With each experiment,

every simulation is run for 100 years with a different combination of perturbed forcing in each partition. For repeatability,

we seed all experiments identically, and therefore any experiments with the same variable bounds and the same number of15

partitions impose identical sampling perturbations. Two-tailed statistics of output results, including distributions of total and

regional SLE contribution, are computed when all samples are completed. Note that for the studies presented here, only sea

level diagnostics at the end of the simulations are available. Therefore, we are restricted to use of simulation final results and

do not conduct any temporally-based analyses.

We launch each ensemble on the NAS Pleiades cluster, taking advantage of the parallelized ISSM core software as well as20

DAKOTA’s parallel management of ISSM sample simulations. Utilizing 1700 cpus, each ensemble of 800 ISSM simulations

completes in less than 40 hours.

3 Experiments for Quantification of Uncertainty

For this study, we take two different approaches to setting range bounds for the sampled variables. In the first case, Uniform

Bounds (UB), we choose bounds for each sampling variable that represent a 100-year climate warming endmember, generalized25

for the entire AIS. In the second approach, Informed Bounds (IB), variable bounds are specified for each GP. These regionally-

based bounds are informed by past sensitivity experiments or future emission scenario model runs, such that they represent a

more realistic bound for future warming for each variable. We describe the UB and IB approaches and the strategy taken for

determining the bounds for each sampling variable below, in Sect. 3.1 and Sect. 3.2 respectively.

In Table 1, we list all the UB and IB UQ experiments completed for this study. This table summarizes the partitions scheme30

(number and type) used for each experiment as well as the range of values set for each forcing (ice shelf melt rate, accumu-

lation, ice viscosity, and basal friction) or the geometry used (bedrock topography and ice shelves collapsed) sampled in the

experiment.
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The first suite of UB experiments presented in Table 1 vary only by partition configuration. We conduct these first five

experiments (UB_2000, UB_500, UB_100, UB_27, and UB_1, see Fig. S3) in order to illustrate how different numbers of

randomly generated equal-area partitions may affect the statistical distribution of the 100-year AIS SLE contribution. Note that

we run all of these experiments using the control simulation setup described in Sect. 2.3.1. In addition, we run a UB and an IB

sampling experiment using the control simulation setup and the GP configuration (UB_27GP and IB_27GP respectively) for5

comparison against the randomly generated partition experiments.

The remainder of the sampling experiments outlined in Table 1 are run with the GP configuration under both the UB and IB

constraints and are designed to test the impact of several parameters or processes. The first two (UBCollapsed_27GP and IB-

Collapsed_27GP) are run using the collapsed shelf simulation setup (see Sect. 2.3.2), in order to quantify the effect of ice shelf

back stress on our results. The next two experiments (UBBedmap_27GP and IBBedmap_27GP) are run using the Bedmap110

simulation setup (see Sect. 2.3.2), in order to investigate how our current knowledge of bedrock topography impacts uncer-

tainties in modeled sea level predictions. Finally, for the last set of experiments, we sample each of the forcing variables

separately: ice shelf melt (UBMeltonly_27GP and IBMeltonly_27GP); accumulation (UBAccumonly_27GP and IBAccu-

monly_27GP); ice viscosity (UBViscosityonly_27GP and IBViscosityonly_27GP); and basal friction (UBFrictiononly_27GP

and IBFrictiononly_27GP). This allows us to assess how each variable individually contributes to the total SLE distribution for15

the UB_27GP and IB_27GP sampling experiments.

3.1 Uniform Bounds

For the UB experiment, we follow a typical sensitivity approach to ice sheet model projections. Variable bounds do not vary

regionally, and are chosen largely to reflect changes in forcing that could result from large-scale warming of the climate over

the next century. Here, we focus on exposing the system to a large range of plausible climate realizations to evaluate the model20

stability and feedbacks.

For accumulation, we set the minimum bound to a −50% change and the upper bound to a +100% change in the control

run accumulation forcing. The accumulation minimum bound represents the historical maximum annual variability in SMB

over the last 200 years, as estimated from ice cores (Frezzotti et al., 2013). The upper bound is equivalent to the precipitation

change expected due to an increase in surface temperature of about 10◦C , in accordance with the Clausius-Clapeyron relation25

(for current mean temperatures over the AIS). This value is representative of estimated accumulation changes in high elevation

areas of East Antarctica, but is likely an overestimate in the West AIS (Frieler et al., 2015).

For ice viscosity, we set the minimum bound to a −40% change in ice viscosity used in the control run, to account for an

extreme decrease in ice viscosity due to cryo-hydrologic warming from increases in surface temperature and surface liquid

water (rain and/or surface melt) (Schlegel et al., 2015). In the most extreme case, this assumes that surface ice temperatures30

reach the melting point of ice during the summer (from 5◦C warming along the margins to a 30◦C warming in the deep

interior of the continent). In this case, surface water could percolate through the ice column and refreezes at depth, rapidly

altering the ice thermal regime (Phillips et al., 2010, 2013). Where required, minimum bounds are restricted in order to ensure

that all values remain above the viscosity of ice at melting point (Cuffey and Paterson, 2010). On floating ice, this bound

8



Table 1. List of sampling experiments and associated ranges of sampled variables for the UB and IB experiments. Here, we report all UB. IB are marked as ’regional’ and are

displayed in Table 2. Partitions are randomly generated, unless noted by GP, in which case they are geographically-based. For ice shelf basal melt, the maximum bounds are given

as melt multipliers, while all other variable bounds are given in percentage change. Minimum melt bounds within a partition are not represented here because they not represented

by a uniform value (See Table 2 and Sect. 3.1).

Name Number of Accumulation Melting Basal Ice Shelf Bedrock

partitions rate friction viscosity collapse topography

Min/Max (%) Max Multiplier Min/Max (%) Min/Max (%)

UB_2000 2000 −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

UB_500 500 −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

UB_100 100 −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

UB_27 27 −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

UB_1 1 −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

UB_27GP 27 GP −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap2/MC

IB_27GP 27 GP regional regional regional regional No Bedmap2/MC

UBCollapsed_27GP 27 GP −50/+100 ×10 −60/+0.01 −40/+0.01 Yes Bedmap2/MC

IBCollapsed_27GP 27 GP regional regional regional regional Yes Bedmap2/MC

UBBedmap_27GP 27 GP −50/+100 ×10 −60/+0.01 −40/+0.01 No Bedmap1

IBBedmap_27GP 27 GP regional regional regional regional No Bedmap1

UBMeltonly_27GP 27 GP fixed ×10 fixed fixed No Bedmap2/MC

IBMeltonly_27GP 27 GP fixed regional fixed fixed No Bedmap2/MC

UBAccumonly_27GP 27 GP −50/+100 fixed fixed fixed No Bedmap2/MC

IBAccumonly_27GP 27 GP regional fixed fixed fixed No Bedmap2/MC

UBViscosityonly_27GP 27 GP fixed fixed −60/+0.01 fixed No Bedmap2/MC

IBViscosityonly_27GP 27 GP fixed fixed regional fixed No Bedmap2/MC

UBFrictiononly_27GP 27 GP fixed fixed fixed −40/+0.01 No Bedmap2/MC

IBFrictiononly_27GP 27 GP fixed fixed fixed regional No Bedmap2/MC

9



also represents a change to the ice shelf rheology (i.e., damage) due to the percolation of surface melt into the floating ice and

structural weakening (Borstad et al., 2012). As we do not consider increases to ice viscosity to be realistic, we set the maximum

bound to the control run value plus 0.01%.

For basal friction, we set the lower bound to a −60% change in the values used in the control run, which is equivalent to the

SeaRISE experiment S2 (Nowicki et al., 2013), i.e., a 2.5 times increase in sliding. We set the basal friction upper bound to the5

control run value plus 0.01%.

For ice shelf basal melt rates, we do not set the lower bounds as a uniform change, but instead consider the interannual

variability within each partition by setting it to the regional area-averaged percent difference between the mean annual melt

rate and the minimum annual melt rate. This change is generally small, i.e. for the GP configuration, the largest melt rate

reduction is 0.1 m y−1. For the upper bounds, we choose a multiplication factor of 10 times the control run melt rate, which for10

Pine Island Glacier represents a grounding line potential temperature increase larger than 10◦C (considering the temperature

dependency of Rignot and Jacobs (2002)). While this factor represents a most extreme ocean forcing for warm ice shelves (e.g.

Amundsen Sea), it is important to note that it also underestimates potential warming in others (e.g., cold shelves like Filchner-

Ronne Ice Shelf, Hellmer et al. (2012)). This dichotomy illustrates the difficulty in designing an appropriate ice shelf melt

rate perturbation experiment for Antarctica, as typically, a single offset or multiplier value is chosen to represent a generalized15

warming experiment.

3.2 Informed Bounds

In the IB experiment, we refine GMSL projections over the coming century, by defining sampling bounds that are regionally

informed by model projections or targeted model sensitivity studies. All IB experiments are conducted on 27 GP, and sampling

variable bound ranges are determined separately for each partition.20

IB lower bounds for ice shelf melt rates are the same as UB. Upper bounds for ice shelf melt rates are determined from

MITgcm idealized sensitivity experiments (see Appendix Sect. A). All bounds for IB ice shelf melt rates are expressed as

multiplication factors of the control run melt rate values (Table 2).

We base accumulation bounds on results from the Coupled Model Intercomparison Project Phase 5 (CMIP5) (Pachauri

et al., 2014; Church et al., 2013), using results from the 80 publicly available RCP8.5 emissions scenario (Taylor et al., 2012)25

atmospheric simulations to characterize possible future spread in AIS precipitation change over the next century due to high

greenhouse gas emission warming. Upper and lower IB are set respectively as the maximum and minimum percent simulated

accumulation change, with consideration to output from the 80 CMIP5 models, between the mean of years 2006-2010 and

2096-2100. In this case, it is important to note that our upper and lower IB for accumulation encompass the full spread of

available CMIP5 RCP8.5 projections.30

Informing bounds for ice viscosity for the next century is more challenging, as it is difficult to assess how changes in climate

will impact the thermal properties of the ice. We set a minimal base estimate of ice viscosity bounds equal to ±5% of the

control run value since changes in surface temperatures propagate slowly through the ice column, and would not be expected

to significantly alter ice temperatures on the timescales considered here (Seroussi et al., 2013). To account for cryo-hydrologic
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warming and any ice dynamic changes due to increases in surface melt, we decrease the lower bounds in low elevation regions

where liquid water is expected to be present by the end of the 21st century (i.e. regions below 2250 m). The new lower bounds

are informed by CMIP5 ice sheet model simulations under the RCP8.5 scenario (See e.g. Supp. Fig. in DeConto and Pollard

(2016)) such that, depending on the amount of melt water simulated within a specific partition by year 2100, ice viscosity lower

bounds range from −10% to −6% change.5

For basal friction, uncertainties are not well defined, and associated processes are part of an active field of research. For the

Greenland Ice Sheet, surface runoff reaches the base of the ice sheet, and basal sliding increases or decreases, depending on the

type of subglacial drainage system developed (Bell, 2008; Sundal et al., 2011). In Antarctica, limited amount of supraglacial

water is available to impact basal conditions, as most subglacial water is linked to basal heating (due to geothermal heat flux and

frictional heat, i.e. Pattyn (2010); Seroussi et al. (2017a)) and is not directly affected by climate change. Consequentially, model10

errors in basal sliding can be mainly attributed to uncertainties in the inferred basal friction. We characterize this uncertainty

by comparing the inferred basal friction from ISSM AIS models initialized with various spatial resolutions and with different

bedrock topography maps. Results indicate that basal drag coefficient uncertainties (Larour et al. (2012c), eq. 19) are about

±15% in East Antarctica, and reach a maximum of ±25% in West Antarctica. Translated into IB for basal friction in accordance

with ISSM’s friction law (Larour et al., 2012c), these values are equivalent to a −28% and −44% change for the lower bounds15

and a +32% and +56% change for the upper bounds in East and West AIS respectively. Note that these bounds may be an

underestimate of the actual uncertainty in basal friction, as they capture only variability within the Budd-type friction law used

here. Consequentially, our results do not consider any uncertainty in basal friction that may be sourced in the choice of the

basal friction law itself (Brondex et al., 2017).

4 Results20

The goal of this study is to use sampling analysis to quantify the uncertainty in simulated SLE contribution from the Antarctic

Ice Sheet over a 100-year period. We also investigate how this uncertainty varies regionally. SLE contribution is determined by

the change in ice volume above floatation during the 100-year simulation period, compared to the change in ice volume above

floatation during the 100-year control run.

Our UQ results are presented in a number of formats. Distribution plots represent the probability density function (PDF)25

for the frequency of SLE contribution from Antarctica for the 800 independent random samples at the end of a 100-year long

forward simulation. In addition, all AIS continental SLE contribution results are summarized in Table 3. To aid in regional

analysis, bar plots represent the mean and standard deviation of SLE contribution from the sample simulations for every GP.

4.1 Impact of partition choice

For this type of resource-limited UQ study, experimental design is likely to impact the distribution and magnitude of the AIS30

SLE contribution, particularly the choice of partition configuration. To investigate this effect, we run a suite of UB experiments

(such that for each of the four variables synchronously sampled, the sampling bounds are the same for every partition), altering
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Table 2. For the IB experiments, associated range of sampled variables for each GP. The last two columns list the mean upper bound ice shelf melt rates forced for each marginal

partition during the sampling experiments, for IB and UB respectively. The mean upper bound melt rate is equal to the maximum melt rate multiplier times the control ice shelf melt

rate values, area averaged over the initialization ice shelf area within each margin partition.

Geographic Accumulation Melting Basal Ice Mean Upper Mean Upper

partition rate friction viscosity Melt rate Melt rate

number Min/Max (%) Min/Max Multiplier Min/Max (%) Min/Max (%) IB (m y−1) UB (m y−1)

1 −5.52/+49.96 ×0.65/×18 −43.75/+56.25 −10/+5 16.94 9.4

2 −49.72/+66.67 ×0.99/×3.5 −43.75/+56.25 −8/+5 9.77 27.7

3 −30.70/+57.19 ×0.99/×6.2 −43.75/+56.25 −7/+5 20.28 32.8

4 −29.50/+66.76 ×0.99/×1.8 −43.75/+56.25 −8/+5 20.83 118.3

5 −58.34/+71.60 ×0.99/×2.7 −43.75/+56.25 −6/+5 9.48 34.8

6 −5.00/+54.77 ×0.75/×40 −43.75/+56.25 −8/+5 34.4 8.6

7 −8.31/+87.60 ×0.35/×63.2 −43.75/+56.25 −6.5/+5 23.37 3.7

8 −10.82/+101.70 ×0.98/×31 −43.75/+56.25 −6.5/+5 12.4 4

9 −10.23/+124.25 ×0.83/×45.7 −43.75/+56.25 −6/+5 17.38 3.8

10 −86.58/+78.68 ×0.41/×15.1 −43.75/+56.25 −8.5/+5 23.56 15.6

11 −90.72/+89.08 ×0.22/×15.1 −43.75/+56.25 −6/+5 23.56 15.6

12 −47.63/+111.00 ×0.93/×5 −27.75/+32.25 −5/+5 9.75 19.5

13 −23.86/+92.58 ×0.94/×62.9 −27.75/+32.25 −7.5/+5 39.63 6.3

14 −5.00/+104.42 ×0.99/×62.9 −27.75/+32.25 −5/+5 − −

15 −5.00/+91.95 ×0.99/×31 −27.75/+32.25 −5/+5 − −

16 −46.15/+107.71 ×0.99/×15.1 −27.75/+32.25 −5/+5 − −

17 −5.00/+105.93 ×0.99/×20 −27.75/+32.25 −5/+5 − −

18 −25.57/+86.78 ×0.99/×11.8 −27.75/+32.25 −5/+5 − −

19 −73.31/+97.52 ×0.96/×11.8 −27.75/+32.25 −6/+5 29.51 25.1

20 −59.29/+154.64 ×0.99/×100 −27.75/+32.25 −5/+5 − −

21 −5.00/+111.61 ×0.99/×51 −27.75/+32.25 −5/+5 − −

22 −8.12/+99.33 ×0.99/×172.2 −27.75/+32.25 −5/+5 − −

23 −5.00/+120.22 ×0.99/×7 −27.75/+32.25 −5/+5 − −

24 −53.61/+122.85 ×0.99/×100 −27.75/+32.25 −6.5/+5 89 8.9

25 −32.24/+146.85 ×0.87/×51 −27.75/+32.25 −6.5/+5 32.64 6.4

26 −12.45/+141.01 ×0.88/×100 −27.75/+32.25 −6.5/+5 156 15.6

27 −19.23/+139.85 ×0.99/×7 −27.75/+32.25 −6.5/+5 26.84 38.4
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Table 3. SLE (m) and associated statistics resulting from 800 simulations for each of the experiments described in Table 1.

Name Mean Standard Min 95% Max 95%

SLE deviation confidence confidence

(m) (m) interval (m) interval (m)

UB_2000 0.6151 0.1341 0.358 0.779

UB_500 0.5963 0.1489 0.317 0.776

UB_100 0.5285 0.1584 0.252 0.758

UB_27 0.4843 0.1938 0.162 0.766

UB_1 0.6566 0.4692 −0.124 1.386

UB_27GP 0.6282 0.1940 0.295 0.904

IB_27GP 0.3292 0.1019 0.152 0.495

UBCollapsed_27GP 0.9932 0.1744 0.697 1.235

IBCollapsed_27GP 0.5363 0.0801 0.407 0.676

UBBedmap_27GP 0.5136 0.1877 0.163 0.767

IBBedmap_27GP 0.1845 0.08834 0.034 0.331

UBMeltonly_27GP 0.5141 0.1396 0.261 0.700

IBMeltonly_27GP 0.4847 0.07668 0.340 0.590

UBAccumonly_27GP −0.1561 0.06220 −0.265 −0.056

IBAccumonly_27GP −0.1994 0.05704 −0.299 −0.109

UBViscosityonly_27GP 0.03597 0.009540 0.021 0.052

IBViscosityonly_27GP −0.0005772 0.004608 −0.009 0.007

UBFrictiononly_27GP 0.1120 0.02250 0.074 0.150

IBFrictiononly_27GP 0.003129 0.01680 −0.024 0.032

only the partition configurations (See Fig. S3). The experiments consist of a single partition sampling, plus four experiments

that are run with various numbers of randomly generated partitions (Table 1). Additionally, we include an experiment with GP

partitioning (See Sect. 2.4).

In Fig. 2, we compare the results of these first six sampling experiments. Overall, we find that the experiments vary in

uncertainty and, as Fig. 2 illustrates, a larger number of partitions results in a smaller overall uncertainty. The single partition5

experiment (UB_1) has a distinctly larger uncertainty and reveals a SLE potential almost double that of the randomly gen-

erated partition experiments, reaching a maximum 95% confidence interval of about 1.4 m SLE (Table 3, UB_27, UB_100,
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UB_500, UB_2000). Technically, if enough samples are run for each experiment, they should all have equivalent endmembers

because they are all restricted by the same continental-scale bounds. Yet, results suggest that increasing the number of parti-

tions decreases the probability of endmember occurrence, and we find that the standard deviation degrades when the number

of partitions is increased (Fig. 2 and Table 3). Statistically, this result could be expected because we are restricted to 800 sam-

ples for each experiment, as we may not realize the entire random sample space for those experiments with a larger number5

of partitions. However, analysis of additional experiments with increased numbers of samples (not shown) suggests that with

LHS uniform sampling, 800 samples are adequate and that the resulting PDF curves shown here are robust. Instead, we find

that the variation in spread between the experiments is largely due to dynamic feedbacks between the partitions. In particular,

it is important to note that while UB_1 assumes that forcing of climatically driven parameters would change uniformly over

the entire ice sheet, UB_2000 assumes minimal spatially proximate correlation. That means that with many partitions it is less10

likely that all partitions of the ice sheet will change together to promote mass gain or mass loss. Specifically, for a particular

sample simulation, it is more likely that at least one partition within a drainage basin is promoting ice gain while the rest of

the basin partitions are promoting ice loss. In this case, the one partition promoting ice gain may stall or counteract mass loss

within the entire basin, making the occurrence of an endmember sample result even more rare as the number of sampling

partitions increases.15

Table 3 and Fig. 2 illustrate the effect of choosing partitions that promote spatial correlation (i.e. correlation within ice

flow basin and by surface elevation), in contrast to the randomly generated partition distributions. The distributions of UB_27

with UB_27GP are almost equivalent in standard deviation and frequency, but the UB_27GP is shifted approximately 0.14 m

SLE to the right, indicating that the GP run is more likely to lose more mass than the run with randomly generated partitions.

The GP configuration respects ice flow boundaries on the 100-year timescale considered here and therefore, does not bisect20

large glaciers or ice streams, as the randomly generated partitions are likely to do (e.g., Pine Island Glacier, Fig. S3). Within

the GP configuration, large glaciers and ice streams in the same basin change synchronously (uniformly with respect to each

independently sampled variable), which is likely to promote glacier instability and ice mass loss. Consequently, we choose to

utilize the GP configuration for all other UQ experiments presented in this manuscript, as sampling with this configuration is

representative of physically based correlations within the ice sheet system not captured by randomly generated partitions.25

One important characteristic of the partition experiment distributions is that, for the random (equal area) experiments, the

distribution mean shifts to the left with the use of less partitions (Fig. 2). This phenomenon occurs in response to the sampling

of accumulation, which is directly responsible for dictating the amount of mass that is added to the ice sheet (Fig. 3). The less

the number of partitions, the larger the partition regions, and the more likely increases in accumulation will affect a significant

portion of the AIS. Forcing a larger ice sheet area with significant increases in accumulation (up to 100%) results in mass30

storage, encouraging the ice sheet to grow and negatively affecting SLE contribution. Therefore, when running with a smaller

number of larger sized partitions, the simulations are more likely to gain mass, resulting in a SLE PDF shift to the left.
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4.2 Uniform bounds experiments

For the UB forcing experiments run with greater than one partition, we find that the resulting distributions are distinctively bi-

modal (Fig. 2). We conduct sampling experiments independently on each variable (UBMeltonly_27GP, UBAccumonly_27GP,

UBViscosityonly_27GP, UBFrictiononly_27GP) in order to gain insight into the effects of each forcing on our resulting dis-

tributions. Analysis of an experiment forced only with ice shelf melt (UBMeltonly_27GP), isolates this variable as the only5

source with a bimodal distribution (Fig. 3a and Fig. S4). By sampling ice shelf melt rates alone, we remove the feedbacks from

the other sampled variables. This feedback is non-trivial, as evidenced by the difference between the variable summed and the

combined sampling curve in Fig. 3a. It is clear that for our UB runs, ice shelf melt is responsible for the majority of the spread

(Table 3 and Fig. 3a) as well as for the bimodal behavior of the UB distributions (Fig. S4).

Additional regional analysis pinpoints the Amundsen Sea (GP 4) as the dominant source of the AIS uncertainty (Fig. 4),10

suggesting that the large ice shelf melt rates forced in this area are almost entirely responsible for the spread of the total

AIS PDF (Fig. 4). These results agree with those from past model sensitivity experiments and projection-based AIS warming

scenario simulations that have reported complex grounding line and ice dynamic responses within the Amundsen Sea (e.g.,

Cornford et al., 2015; Ritz et al., 2015). Under the UB experiment, we find that the mean global mean sea level contribution

from Amundsen Sea is 297 mm, accounting for about 47% of the continental AIS mean SLE contribution and about 89% of15

its uncertainty (difference between the maximum and minimum 95% confidence intervals). The forcing of ice shelf melt rates

alone accounts for 82% of the Amundsen Sea’s mean SLE response and about 72% of its uncertainty (Fig. 4).

Other regions responsible for SLE contribution are GP 27 (Wilkes Land coast, including Totten Glacier and Moscow Uni-

versity Ice Shelf) and GP 7 (the Ronne Ice Shelf basin, particularly Institute and Möller Ice Streams) (Fig. 4). Single sensitivity

runs forced with endmember warming bounds indicate that western Ross Ice Shelf / Siple Coast (GP 10) is also expected to be20

a larger contributor to SLE on timescales longer than considered here (∼200 years, Fig. S6).

4.3 Informed Bounds experiments

Unlike the UB experiments, the IB experiments exemplify a less complex unimodal distribution. Indeed, the changes in sam-

pling bounds compared to the control run vary regionally for each parameter in the IB experiments. In contrast to the UB

experiments, the IB encompass realizations that are foreseeable according to the literature, sensitivity experiments, and CMIP525

ensemble mean projections for the end of the century (See Sect. 3.2). Under these restrictions, the IB experiments results are

still dominated by the ice shelf melt rate forcing (Fig. 3). Also similar to the UB experiments, the effects of increased ice

shelf melt rates are mitigated by increases in accumulation (the most important variable after melt rates). Basal friction and

ice viscosity play minor roles in the resulting SLE distributions, as over the 100-year period we do not expect surface runoff

to increase substantially enough to affect these parameters on a basin scale. In the UB experiments, where Amundsen Sea ice30

shelf melt is the most significant contributor, the maximum bounding melt rate is equivalent to a 10 times multiplier of the

control melt rates. Overall, we do not consider this value realistic for the Amundsen Sea sector (GP 4, Fig. 1) over the next
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century, especially since melt rates in this area are already substantially greater than melt rates for the rest of the AIS (i.e. warm

ocean waters currently reach the largest glaciers in the region).

In contrast, for the IB experiments, the estimated maximum value is substantially less: a multiplier of 1.8 times the current

melt rates (Table 2). The mean SLE contribution from the Amundsen Sea due to our sampled forcing is 6 mm in 100 years

(Fig. 4), which is equivalent to the mass loss acceleration already observed in the West AIS during last decade (Shepherd et al.,5

2018). However, the most extreme IB simulations reveal that an addition 66 mm of SLE contribution from the Amundsen Sea

is plausible in response to 100 years of perturbed forcing (Fig. 4). This response represents an acceleration of about three times

the present day rate of mass loss in this region (Medley et al., 2014). We find that with respect to the total AIS SLE potential

contribution under the IB experiment, the Amundsen Sea is a relatively minor contributor to future sea level rise (Fig. 4). It

is conceivable that warm waters reach the continental shelf, heating the ocean waters beneath traditionally cold ice shelves,10

and significantly increasing the ice shelf melt potential within these current regions of low melt rates (Hellmer et al., 2012).

Our ocean model sensitivities studies (Sect. 3.2 and Appendix Sect. A) reveal a similar warming potential beneath the Ronne

Ice Shelf, resulting in relatively large endmember melt rates for our IB experiments (Table 2). As a result, we find that the

most significant potential contributors are ice streams feeding Ronne Ice Shelf (GP 7), particularly the Evans and Rutford Ice

Streams (Fig. S5c) as well as the Institute and Möller Ice Streams, together resulting in a 161 mm mean SLE contribution15

(∼50% of the total AIS contribution). The SLE contributions from these ice streams are dominated by grounding line retreat

forced by prescribed ice shelf melt rates, and therefore these results are direct consequences of the large upper bound multiplier

chosen for GP 7 (Table 2). In this case, ice shelf melt alone is responsible for approximately all of the mean response for this

region and 82% of its uncertainty (Fig. 4).

Other contributing regions include GP 8 (Filchner Ice Shelf basin: Slessor and Recovery Ice Streams), GP 10 (western Ross20

Ice Shelf: Siple Coast), GP 13 (including Jutulstraumen Glacier, Fimbul and Lazarev Ice Shelves), and GP 25 (Amery Ice

Shelf basin) (Fig. 4). Note that results from single simulation sensitivity runs forced with IB endmember warming bounds

indicate that under the IB experiment the Amundsen Sea may be a more significant contributor to SLE on a timescale beyond

the 100 years considered here (Fig. S6), as suggested by other regionally-based AIS modeling experiments (Cornford et al.,

2015). Of additional interest are GP 26 and GP 27. Within these regions, ice shelf melt IB allow for potential SLE contributions25

similar to those listed above, however, accumulation bounds in these regions are substantial enough to counterbalance ice that

is potentially lost to elevated ice shelf basal melt rates (Fig. 4) (up to an upper bound of 140% increase in accumulation, Table

2). This leads to large uncertainties within these regions around a lower mean SLE contribution that would be much higher if

melt were sampled alone.

4.4 Impact of ice shelf collapse30

As our simulations do not include migrating ice fronts, and therefore subsequent reduction in ice shelf buttressing, they may

underestimate future sea level rise. To quantify the effect of back stress provided by the current ice shelves, we conduct

sampling experiments on a control run that instantaneously loses all of its current ice shelves at the beginning of the run (See
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Sect. 2.3.2). While the removal of ice shelves does not affect SLE contribution directly (ice shelves are floating), it eliminates

any buttressing of the interior ice that is provided by the current ice shelves.

Fig. 5a shows the UBCollapsed_27GP and IBCollapsed_27GP experiments’ SLE PDFs as well as the UB_27GP and

IB_27GP experiments’ SLE PDFs. Generally, we find that the effect of collapsing AIS ice shelves creates an additional SLE

contribution of 0.37 and 0.32 m for UB and IB experiments respectively. In addition, experiments including initial ice shelf5

collapse show a small narrowing in their uncertainty ranges (Fig. 5a and Table 3). It is clear that the regions most affected are

those with the largest ice shelves, and therefore the most buttressing. The areas significantly affected include GP 7 and 8 (the

Filchner-Ronne basin), GP 10 (western Ross Ice Shelf), and GP 13 (Dronning Maud Land coast, including Fimbul and Lazarev

Ice Shelves). Other sensitive regions of minor note include GP 5, GP 25, and GP 26 (Fig. 6).

For the regions noted above, we find that the standard deviation is reduced for the collapsed ice shelf experiment (Fig. 6).10

This is indicative of the loss of a number of lower bound sample runs in which grounding line retreat is mitigated. Indeed, once

the ice shelves are instantaneously removed, these areas are already committed to SLE contribution in response to the removal

of present day ice shelf buttressing. This is particularly pertinent in the case of the large cold Filchner-Ronne and Ross Ice

Shelves, where the collapsed ice shelf SLE contribution is comparable between the UB and IB experiments (means within 1σ),

even though their melt rate upper bounds have drastically different values (Table 2). Such results highlight the importance of15

the role of ice shelf buttressing in the stability of the glaciers that feed into cold ice shelf regions. Indeed, our results represent

a lower bound on the effects of future ice shelf collapse, since ice margins do not migrate through time.

4.5 Impact of bedrock topography

Another significant boundary condition that dictates stability within a glacier system is its bedrock topography. To illustrate

the importance of improved resolution of bedrock on century-scale projections, we repeat our spin up and GP sampling exper-20

iments using Bedmap1, instead of the current state-of-the-art bedrock topography (Bedmap2 refined with mass conservation

techniques), to define the model bedrock (See Sect. 2.1 and Sect. 2.3.2). In Fig. 5b, we compare the results of UBBedmap_27GP

and IBBedmap_27GP with UB_27GP and IB_27GP. We find that for the continental AIS SLE contribution, the mean val-

ues for the UB UBBedmap_27GP and UB_27GP experiments do not differ significantly, while for the IB experiment, the

IBBedmap_27GP and IB_27GP means differ beyond a standard deviation (Fig. 5 and Table 3). Overall, the improvement from25

Bedmap1 to Bedmap2/MC results in a right shift of 0.11 m for the UB experiments and 0.14 m for the IB experiments. Both

experiments reveal a slight widening of uncertainty bounds with the change from Bedmap1 to Bedmap2/MC (with an increase

in uncertainty of 18% and 1% for IB and UB respectively), suggesting that the improved bedrock topography results in an

increase in the sample space of possible grounding line retreat realizations as well as a widening of the tails (Fig. 5b).

Regional analysis reveals that the quality of the bedrock topography affects the rate of retreat of specific glaciers, depending30

on the forcing. For instance, in the UBBedmap_27GP experiment, the Amundsen Sea contributes 15% (or 44 mm) more SLE

than does the UB_27GP experiment (Fig. 6). Yet, for the UB Bedmap1 experiments overall, we find that regional decreases in

mass loss (particularly in the East AIS) outweigh the Amundsen Sea mass loss increases. The area with the largest mass loss

decrease due the Bedmap1 topography is GP 27 (Wilkes Land coast, including Moscow University Ice Shelf and Totten Glacier,
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Fig. 6), contributing a mean of 26 mm and 46 mm less to GMSL over the 100-year simulation for IB and UB respectively. For

the IB experiment, in all regions IBBedmap_27GP contributes less SLE than does IB_27GP (Fig. 6). In particular, GP 26 and

GP 27 are affected by the different bedrock topography maps, as is the largest SLE contributor, GP 7 (Ronne Ice Shelf) (Fig.

6).

For key areas noted above, we illustrate the differences between Bedmap1 and Bedmap2/MC and the final grounding line5

positions for endmember single forward simulations in Fig. S5. The differences in final grounding line positions demonstrate

the effect of improved bedrock detail within major outlet glaciers and emphasize how different bedrock topographies alter ice

sheet model projections. Indeed, with improved detail in the bedrock topography, the simulation of grounding line migration

and glacier retreat in turn acquire enhanced detail and complexity.

5 Discussion10

Model projections of future sea level rise are inherently uncertain and depend largely on the model boundary conditions and

climate forcing. Ice sheet models are specifically designed to capture the complex dynamic responses to ocean and atmospheric

change, compounding the difficulty of pinpointing the potential sources of model uncertainty. Here, we uniquely take advan-

tage of the ISSM-DAKOTA UQ framework, which allows for a relatively high spatial resolution near shear margins and the

grounding line, a feature advantageous for the physical modeling of ice flow and grounding line retreat and an improved repre-15

sentation of bedrock topography. Because ISSM also has the option of running with various stress balance approximations, the

experimental design described here takes advantage of a two dimensional representation of ice flow that reasonably replicates

results from a more complex stress balance model (Fig. S2 and Sect. 2.3.1). Thus, the ISSM-DAKOTA highly parallelized,

high-resolution UQ framework allows for continental and regional statistical assessment of AIS dynamic mass change.

Using this unique framework, we characterize model uncertainty by capturing a large sample space of potential century-20

scale AIS SLE contributions. Despite the wide range of forcing, we find that the ice sheet’s mass balance response is normally

distributed, except when locally extreme ocean forcing is applied. Specifically, forcing with extreme ice shelf melt rate bounds

results in a total AIS SLE contribution distribution that is bimodal, which illustrates the dynamic complexity of grounding line

response. Furthermore, we find grounding line retreat is locally enhanced when the simulation is forced by a simultaneous

reduction in basal friction, ice viscosity, or accumulation (i.e. a mean enhancement of 12% for IB and 19% for UB experiments25

when all variables are combined, Fig. 3), which is a source of added complexity in our results. Indeed, grounding line response

to increased ice shelf basal melt rate forcing is strongly dependent on the applied melt rate as well as the local conditions,

particularly bedrock geometry and ice-shelf buttressing, which determine grounding line stability. This means that the resulting

SLE PDFs are not only a ramification of forcing, boundary conditions, and input parameters, but also a combined consequence

of various regional responses of many individual glaciers.30

These results suggest that, in particular, it is most important to reduce uncertainty in the representation of grounding line

migration and in ice shelf basal melt rate forcing. In the experiments presented here, we utilize an optimized reconstruction

of historical melt rates from an ocean model run at a horizontal grid spacing of 9 km, and for the ice sheet model areas of
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floating ice are restricted to a horizontal resolution of 8km or finer with coarser grid spacing upstream of the grounding line.

For the ocean model, the resulting grid is an improvement over past studies in terms of resolving the circulation beneath key

ice shelves (Schodlok et al., 2016), but those areas with smaller outlet glaciers and ice shelves still require finer grid spacing.

These areas include Enderby Land (GP 24) and George V Land / Davis Sea sector (GP 26), whose melt rates remain highly

uncertain (Table 2, Table S1, and Appendix Sect. A). For the ice sheet model, the resolution used here is also improved over5

previous continental scale studies (Ritz et al., 2015; DeConto and Pollard, 2016; Pattyn, 2017), yet in order to properly model

grounding line migration, the ice sheet model should still be run with a horizontal resolution finer than 8 km near the present

day grounding line (Durand et al., 2009; Gladstone et al., 2010; Seroussi et al., 2014a). Due to computational restrictions,

the horizontal mesh resolution of both the ocean and ice sheet model used here are restricted to values coarser than desired,

especially in the interior, where the grounding line migrates into regions with resolutions even lower than 8 km (Fig. S1 and Fig.10

S5). Currently, finer resolutions can be accomplished with the use of regional scale models; but ideally, future improvements

would include coupling of highly resolved continental scale ocean and ice sheet models, in lieu of parameterizations, in order

to best represent the evolution of melt rates as grounding lines migrate in the future. A coupled ocean-ice sheet model capable

of resolving important topographical features may improve the estimates of melt rates beneath ice shelves as grounding lines

retreat by simulating the evolution of the shape of the cavity between the ice shelves and the bedrock topography. Indeed, by15

representing the physical changes in ocean circulation patterns beneath new ice shelves, the models are expected to produce

more credible estimates of ice shelf melt rates (De Rydt and Gudmundsson, 2016; Seroussi et al., 2017b).

In order to better assess the impact of mesh resolution on the uncoupled ice sheet model simulations used here, we conducted

sensitivity experiments on a regional model of Thwaites Glacier (Seroussi et al., 2017b). Results suggest that the ISSM mesh

resolutions are sufficient to capture the general behavior that the same model would produce with a four times finer spatial20

resolution. Additional experiments conducted on a lower resolution ISSM AIS (where the finest model spatial resolution is 3

km instead of the 1 km used in this study) illustrate how model resolution can affect the continental AIS model response in a

complex way (Fig. S4). More specifically, we find that the lower resolution model results reveal a slight decrease in SLE AIS

contribution for the IB experiments and an increase for the UB experiments. For the UB experiment, this increase is a direct

consequence of how mesh resolution affects the model response to ice shelf melt rates (Fig. S4), in agreement with results25

from Pattyn (2017) on a 100-year timescale using coarser simulation meshes. Results on the basin scale (not shown) reveal

that the difference between the higher and lower mesh resolution models are specifically attributed to the dynamic behavior

of the ice streams feeding the Filchner-Ronne Ice Shelves, the Amundsen Sea sector, and Wilkes Land. More specifically,

higher resolution promotes grounding line stability in all of these regions for the UB experiments, and specifically promotes

instability in Pine Island Glacier, Moscow University Ice Shelf, and Totten Glacier for the IB experiments. Since the IB upper30

bound ice shelf melt forcing is less extreme than that of the UB forcing for Pine Island and Wilkes Land, the final grounding

line position after 100 years falls within regions of locally complex topography (Fig. S5). As a result, the IB experiments

emphasize more complicated feedbacks between bedrock geometry and grounding line dynamics. These findings suggest that

improved resolution within these basins generally affects model results by refining the bedrock topography, altering stability,
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and changing the threshold for collapse. Thus, sea level projections are highly dependent on the accuracy of the bedrock

topography both beneath the current and any new ice shelf areas.

For the ice sheet model, this is particularly important in areas upstream of the current grounding zone, where our model

has a lower horizontal mesh resolution (Fig. S1). For instance, results from our Bedmap1 experiment reveal that the use of

a less refined bedrock yields smaller estimates of SLE on a continental scale, suggesting that overall, Bedmap1 lacks the5

details of the bedrock topography needed to resolve the features in the ice sheet’s deep interior. On the 100-year timescale

investigated here, features such as bedrock ridges can mitigate ice shelf instability and serve as pinning points, while others,

such as troughs and overdeepenings, can promote ice shelf instability (e.g. Fig. S5). Therefore, on a regional scale our results

reveal complexity and spatial variability in how bedrock refinement affects grounding line retreat. For example, we find that

the largest regional impact of bed topography is in the Amundsen Sea sector under the UB experiment (GP 4, Fig. 6). In this10

region, the use of Bedmap1 promotes greater regional SLE contribution, yet on a continental scale the Bedmap1 topography

results in a reduced total AIS SLE contribution. Such findings highlight the need for continual improvement of high resolution

maps of bedrock topography, prioritization of long term measurements of melt rates and ocean temperatures, and the ability

for models to capture increased details of the bedrock (particularly in areas near the present and potential future grounding line

positions, including the Amundsen Sea sector, the Filchner-Ronne Ice Shelf basin, and coastal Wilkes Land).15

While ice shelf melt rates are an important source of uncertainty in the SLE contribution from the AIS, regional results for

the IB experiments also highlight the potential for accumulation changes to significantly affect results, particularly in the East

AIS. Notably, we find that the Davis Sea sector and Wilkes Land coast (Fig. 4, GP 26 and GP 27, including Moscow University

Ice Shelf, Totten Glacier, West Ice Shelf, and Shackleton Ice Shelf) are subject to potential increases in accumulation that can

be large enough to mitigate the mass loss resulting from grounding line retreat forced by greater ice shelf melt rates. In these20

regions, enhanced accumulation can counteract any melt-induced SLE contribution and also widens the simulation uncertainty

(Fig. 4). These results suggest that in these coastal areas of the East AIS, the modeling of future ice mass change may be too

uncertain to even determine its sign. As a result, it will be necessary to properly model atmospheric forcing and its response to

warming (including refinement of ice sheet and ocean model resolution), particularly within the Wilkes Land (GP 27), Queen

Mary Land, and Wilhelm II Land regions (GP 26), in order to reduce uncertainty in future sea level projections.25

As the results illustrate, simulations are highly sensitive to oceanic and atmospheric forcing, thus care must be taken to

understand how experimental design affects uncertainty. For instance, for the UQ sampling experiments, uncertainty is sensitive

to the partitioning methods used (Fig. 2 and Table 3), so our results are a function of our partition boundaries and their chosen

bounds. While we consider our adoption of the GP configuration a reasonable approach, this assumption is a model limitation.

More specifically, our results suggest that the design of partition configuration requires knowledge about proximal correlations30

in model forcing associated with changes in climate. For instance, if we underestimate regional correlation by using multiple

partitions, this choice may, for accumulation, overestimate the mean of the SLE response distribution and, for ice shelf melt

rates, underestimate the SLE uncertainty (or probability of endmember occurrence). In addition, it is important to note that all

forcing is applied abruptly as a step function at the beginning of each simulation, which will result in a general overestimation

of plausible warming scenarios and a larger AIS SLE contribution. Though for the study presented here, we investigate simple35
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perturbations on a control run, this framework can be used to quantify uncertainties in projections using transient forcing. In

subsequent studies, users can apply sampling to forward simulations of future projections in order to specifically isolate regional

forcing, boundary conditions, and processes that contribute to simulation uncertainty. Other limitations include control run

model drift, due to general mismatch in model forcing. In many regions, this mismatch outweighs committed changes captured

in our instantaneous spin up procedure. We address this issue by subtracting a respective control from all results. Note that5

because we are simulating a dynamically sensitive system, this approach will not account for committed changes or associated

transient feedbacks. Model sensitivity experiments run with varying mesh resolution and stress balance approximations (e.g.

Fig. S2) suggest, however, that such feedbacks are negligible on the timescales addressed here.

Additionally, our simulations do not consider all physical processes, especially those poorly understood but possibly signif-

icant drivers of local ice dynamics, including the temporal evolution of basal friction (e.g., Gillet-Chaulet et al., 2016) and ice10

viscosity (e.g., Khazendar et al., 2015). We address these limitations by considering possible future changes in basal friction

and ice viscosity when defining sampling bounds. Note that because we utilize a Budd-type friction law, we likely overestimate

changes to the grounding line position (in comparison to a Schoof/Tsai (Schoof, 2005; Tsai et al., 2015) or a Weertman (Weert-

man, 1957) friction law). Results presented by Brondex et al. (2017) suggest that the Budd-type friction law promotes a more

sensitive grounding line migration, with up to three times the magnitude of retreat over a Schoof/Tsai law and thirty times that15

predicted by a Weertman law for a period of 100 years. While the Budd-type law chosen here advantageously captures a larger

range of potential model outcomes, it may also exaggerate endmember SLE contribution by orders of magnitude. Though con-

sideration of different friction laws is outside of the scope of this study, it should be noted that the modeling of basal friction

remains a significant uncertainty in ice sheet model projections. Next, because ice fronts remained fixed in time, we do not

consider calving or ice shelf breakup events that would reduce ice shelf buttressing. Therefore, we likely underestimate SLE20

contribution from the AIS deep interior. We address this limitation with the shelf-collapse experiments (Sect. 2.3.2). Overall,

we find that the largest effects impact areas where ice fronts are not likely to retreat on the timescales considered here (i.e. the

Filchner-Ronne basin, the western Ross basin, and coastal Dronning Maud Land, Fig. 6). Finally, it is important to note that

our simulations do not include solid earth feedbacks or associated uncertainties, including glacial isostatic rebound (Barletta

et al., 2018) and short-term viscoelastic response (Adhikari et al., 2014), both which may promote grounding line stability on25

the timescales investigated here. While investigation of the uncertainties associated with a full coupled ice-sheet/solid earth

system is outside of the scope of this study, such a future analysis will be imperative for properly constraining uncertainties in

projected sea level.

With consideration to these current model limitations, our results suggest that the century-scale potential of SLE contribution

from the AIS ranges between 152 mm and 1235 mm of GMSL contribution over the next hundred years, with the more plausible30

realizations reaching up to 495 mm. Note again that these results quantify only deviations from a control simulation, which

means that they do not include any committed SLE contributions that may be captured by our instantaneous spin up procedure

(∼ 25 mm over 100 years, as extrapolated from historical estimates of continental mass imbalance, i.e. Shepherd et al. (2018)).

Our estimates are comparable to the continental AIS SLE contributions reported by Golledge et al. (2015), who use a coupled

ice-sheet/ice-shelf model for the RCP 8.5 scenario (100 mm to 390 mm at year 2100), and they exceed the potential SLE AIS35
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contribution projection by Ritz et al. (2015), who use an ice sheet model forced by the Special Report on Emissions Scenarios

AIB scenario (Church et al., 2013) (300 mm at year 2100). Note that results from Golledge et al. (2015) include substantial

retreat of Ross, Filchner-Ronne, and Amery Ice Shelves, and much of the reported SLE contribution is due to their local loss

of buttressing and the consequential ice dynamic response. Based on our IB instantaneously-collapsed shelf experiment, we

bound the 100-year AIS SLE contribution, including ice shelf collapse, to a maximum of 680 mm, exceeding the Golledge et al.5

(2015) estimate. Without a coupled ice sheet/ocean system we expect to overestimate interior melt rates, so such a discrepancy

is anticipated (Seroussi et al., 2017b).

However, the largest dissimilarities may be due to considerable irreconcilable differences in regional-scale grounding line

sensitivity. For instance, the Golledge et al. (2015) simulations show greater grounding line vulnerability in the Recov-

ery/Slessor and the western Ross Ice Shelf / Siple Coast (GP 10) basins, while our results reveal grounding line vulnerability in10

the western Ronne Ice Shelf, in better agreement with the high resolution regional assessment of Cornford et al. (2015). Since

the Ritz et al. (2015) results are based on a different (midrange) warming scenario, it is not surprising that our SLE contribution

potential also exceeds their estimates. Yet again, we find that the largest differences are sourced in regional discrepancies. For

example, Ritz et al. (2015) report, similar to our findings for our UB experiment, that the Amundsen Sea sector, particularly the

Thwaites region (i.e. Fig. S5a), is responsible for almost 50% of their simulated AIS SLE by 2100. In contrast, our more plau-15

sible IB experiment results show relatively minor contribution from the Amundsen Sea. Results suggest that this discrepancy

may partly be due to a difference in resolution between the two studies (as discussed above, Fig. S4). Comparison with the high

resolution regional results from Cornford et al. (2015), who suggest that under a realistic warming scenario the Amundsen Sea

would be expected to contribute ∼50 mm SLE contribution by 2100, also supports this hypothesis.

Overall, our results agree with the assessment made by Ritz et al. (2015), that simulating over 1 meter of AIS SLE contribu-20

tion by 2100 are only robustly achieved under conditions that we consider to be unrealistic (uniform, continental-scale, abrupt

changes to oceanic and atmospheric forcing). Indeed, while up to 1.2 meters of AIS GMSL contribution over the next century

is achievable, our results suggest that it is not likely.

6 Conclusions

In this study, we take advantage of ISSM’s highly parallelized, high-resolution UQ framework that allows for regional and25

local statistical assessment of simulated mass change. We use this framework to sample modeled changes in AIS volume above

floatation and to investigate the regions responsible for the largest contribution to uncertainty in estimates of SLE contribution.

We also investigate the independent contributions to uncertainties in our simulation from ice shelf melt rates, accumulation,

basal friction, and ice viscosity. Results are based on two sets of experiments, each with its own distinct strategy for setting the

bounds for the four variables being sampled. In the first case, the bounds represent a generalized warming over the entire ice30

sheet, while in the second case bounds are set regionally and are informed by literature and model sensitivity studies. Overall,

we find that over 1.2 meters of AIS global mean sea level contribution over the next century is achievable, but not likely, even
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under the a generalized UB experiment, as such a response is only plausible when the model is forced with unrealistically large

melt rates and continental ice shelf collapse.

Additionally, for both IB and UB experiments, ice shelf melt rates are responsible for the majority of the uncertainty in the

total AIS SLE PDF curves. The second largest contributor is accumulation, followed by basal friction and ice viscosity. For the

UB experiments, SLE is dictated largely by the ice shelf melt rate forcing within the Amundsen Sea, accounting for about 47%5

of the continental AIS mean SLE contribution and about 89% of total AIS SLE uncertainty. In the IB experiment, this region

does not exhibit the same complex behavior that is driven by the generalized UB experiments (i.e. 10 time current melt rates).

Instead, under the IB experiment, the Ronne Ice Shelf basin tributaries, specifically Evans and Rutfort Ice Streams, show the

greatest potential for SLE contribution and are the largest source of simulation uncertainty. Coastal Wilkes Land, specifically

Totten Glacier and Moscow University Ice Shelf, also robustly contribute to simulation uncertainty. In this area, changes in10

accumulation are large enough to mitigate mass loss caused by increased melt rates and retreating grounding lines, contributing

to uncertainty in the magnitude and sign of regional SLE contribution.

Recent improvements in the bedrock topography maps in the Ross Ice Shelf basin and in coastal Wilkes Land have increased

their estimated potential SLE contributions, while simultaneously decreasing the potential SLE contributions from Pine Island

and Thwaites Glaciers. Overall, we estimate that improvements in bedrock topography since Bedmap1 are responsible for a15

mean increase up to 0.14 m of AIS SLE contribution over the 100-year period investigated here. Continued refinement of

the AIS bedrock topography, additional estimates of melt rates and observations of ocean temperatures, improved ocean and

ice sheet model resolution, and better representation of the evolution of ice shelf melt rates within the currently grounded

interior are therefore the most important advancements necessary for improving confidence in century scale future projections

of Antarctica’s contribution to sea level.20

Code and data availability. RACMO2.1 model output used in this study (Lenaerts et al., 2012) is available upon request from M.R.vandenBroeke@uu.nl.

ISSM model output used in this study is available upon request from the ISSM model team (issm@jpl.nasa.gov or http://issm.jpl.nasa.gov/

contactus/) or from schlegel@jpl.nasa.gov. MATLAB code used to analyze model results is also available upon request from schlegel@jpl.nasa.gov.

The MC bed topography product is currently under preparation for public release, and more details regarding the product and its release can

be obtained from mathieu.morlighem@uci.edu. The ocean model output used in this study is currently under preparation for public release.25

Details can be obtained from schodlok@jpl.nasa.gov.

7 Appendices

Appendix A: Determination of informed bounds for ocean forcing

Informed bounds for ocean induced melt rates under ice shelves are derived from a combination of (1) a circumpolar (See

Sect. 2.2, Schodlok et al. (2016)) and (2) an idealized MITgcm model setup. The circumpolar model is used to derive realistic30

melt rates with optimized turbulent exchange coefficients for each ice-ocean cavity. Since it is expensive to run sensitivity

23

http://issm.jpl.nasa.gov/contactus/
http://issm.jpl.nasa.gov/contactus/
http://issm.jpl.nasa.gov/contactus/


experiments with this setup, we utilize an idealized model (based on De Rydt et al. (2014)) to derive melt rates, with respect to

changes in cavity shape (including slope, draft and water column thickness), temperature (-2◦C , 0◦C , +3◦C ), and turbulent

exchange coefficients (order of magnitudes 10−7 to 10−3 by half power), for a total of ∼660 runs. Each run needed ∼6 months

of model integration to reach a steady state.

Simulation results reveal that changes in cavity shape are minor compared to temperature, therefore we average the sensitivity5

experiment results from the cavity shape runs in order to derive a mean model response (with respect to cavity shape), for the

temperature and turbulent exchange coefficient runs. Then for each temperature simulation we derive a relationship between

average ice shelf melt rate and turbulent exchange coefficient. Using the optimized turbulent exchange coefficients from the

circumpolar solution and the relationship derived above, we obtain ice shelf melt rates for each set of temperature runs (-2◦C

, 0◦C , +3◦C ) within all the ice shelf cavities of Antarctica that are resolved by the circumpolar model set up. As it is the10

Circumpolar Deep Water (CDW) that provides the heat source to potentially change the melt rates within a particular cavity,

we use a linear fit to derive the melt rate for the mean daily maximum temperature of the CDW offshelf of the respective

cavity, and calculate the multiplier within each GP with respect to mean melt rates from the optimized solution (See Table

S1 for values derived for each GP). The resulting multipliers serve as the maximum values for melt rates in the IB sampling

experiment. For GPs that are located inland, melt multipliers are derived from the GPs that are downstream of ice flow, within15

the same ice drainage basin. The resulting IB melt multipliers represent the potential change in melt rate due to changes in the

heat content available offshore, caused by changes in ocean circulation; therefore, they do not represent any future increase in

CDW temperatures or consequential impact on melt rates, but instead a maximum potential change for each individual region.

One caveat is that the optimization in some regions are unphysical, despite the fact that mean melt rates agree with those

observed (Table S1), leading to unrealistically sensitive melt rates and large upper bound melt rate multipliers. This is partic-20

ularly the case for ice shelves in GP 12, GP 24, and GP 26. Mismatch in these areas are likely due to model grid spacing,

i.e., underrepresentation of the size of the ice shelves, as well as lack of knowledge of the shape of cavity and bathymetry

in and outside of the cavity. Note that these sectors contain only minor ice shelves, and do not have a significant impact on

results presented in this manuscript. Note also that in some cases, the derived melt multipliers maximum endmember values

represent an unphysical regional ice shelf melt rate forcing. For these instances, we cap the melt multiplier values regionally, to25

the largest value, less than the derived multiplier, that does not result in ice mass removal that exceeds the local mass balance

between the divergence of ice flow and surface mass balance. These capped multiplier values are determined through a series

of ISSM AIS sensitivity studies varying the magnitude of the melt multiplier in each GP. The GPs affected include: GP 6, GP

12, GP 17, GP 20, GP 24, and GP 26, all areas with large uncertainties in modeled melt rates, as noted above.

For the large ice shelves (e.g., Filchner-Ronne, Ross) and the ice shelves with high sensitivities to melt rates (e.g., Pine30

Island, Ronne), we are confident that the IB multipliers are well-informed compared to using a generalized melt multiplier (as

done for the UB experiments) and that overall, they represent plausible melt rate estimates for potential ocean warming within

each region on a century scale.
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Figure 1. Observed surface velocity (m y−1) in Antarctica, with Geographic Partitions in white, labeled with their corresponding numerical value (1-27). We indicate the observed

grounding line with a dark gray dashed line, and additional features of interest in blue: Th - Thwaites Glacier, PI - Pine Island Glacier, E - Evans Ice Stream, R - Rutford Ice Stream,

I - Institute Ice Stream, M - Möller Ice Stream, Re - Recovery Ice Stream, S - Slessor Ice Stream, J - Jutulstraumen Glacier, F - Fimbul Ice Shelf, L - Lazarev Ice Shelf, W - West Ice

Shelf, Sh - Shackleton Ice Shelf, T - Totten Glacier, MU - Moscow University Ice Shelf.
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Figure 2. PDF of Antarctica SLE (m) contribution after 100 years, for 800 individual simulations sampled with UB and various partition configurations. The distributions result

from sampling experiments where we vary the number and configuration of the sampling regions (partitions) (comparing experiments: UB_2000, UB_500, UB_100, UB_27, UB_1,

and UB_27GP). See Fig. S3 for plots of the spatial configuration of partitions for these experiments. See Table 3 for statistics relating to each curve.
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Figure 3. PDF of SLE from ensemble runs with 800 simulations using GP partitioning for sampling variables in combination and individually. Both the (a) UB (solid black

line) and (b) IB (solid red line) experiments are included. Variables ice shelf basal melt, accumulation, ice viscosity, and basal friction are sampled together randomly (UB_27GP,

IB_27GP). Curves of other colors represent the sampling of each variable individually: ice shelf basal melt (UBMeltonly_27GP, IBMeltonly_27GP: dark blue), accumulation

(UBAccumonly_27GP, IBAccumonly_27GP: cyan), ice viscosity (UBViscosityonly_27GP, IBViscosityonly_27GP: dark green), and basal friction (UBFrictiononly_27GP, IBFric-

tiononly_27GP: purple). Hash-marked curves represent the sums of the individual variable curves, for (a) UB (black) and (b) IB (red). See Table 3 for statistics relating to each

curve.
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Figure 4. Mean SLE (m) and standard deviation bounds for ensemble runs with 800 simulations using GP partitioning, presented regionally, comparing results from the sampling

of a combination of variables, of only ice shelf basal melt rates, and of only surface accumulation (top: UB, bottom: IB). Numbers correspond to GP numbers (See Fig. 1). Mean (µ)

and standard deviation (σ) SLE for the total ice sheet are indicated in the legend for each sampling experiment.
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Figure 5. PDFs of SLE resulting from ensemble runs with 800 simulations using GP partitioning, comparing the effects of using different boundary forcing. (a) Curves resulting

from sampling of UB (UB_27GP, black) and IB (IB_27GP, red) experiments, compared with results from runs forced with collapse of all Antarctic ice shelves at the beginning of

the simulation (dash-dot) (UBCollapsed_27GP and IBCollapsed_27GP). (b) Similar plot to (a) but with additional ensemble runs showing the impact of using a bedrock topography

(dashed) derived from Bedmap1 (UBBedmap_27GP and IBBedmap_27GP). See Table 3 for statistics relating to each curve.
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Figure 6. Same as Fig. 4 but comparing the control experiment, the control experiment with ice shelves collapsed, and the Bedmap1 experiment (top: UB, bottom: IB).
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Table S1. Mean melt rate estimates derived from satellite (2003-2008, Rignot et al. (2013)) and ocean model simulations with standard deviation (2004-2008) for each GP. We

also include mean melt rate estimates at the grounding line, averaged over the control run period (2004-2013) for each GP. The last two columns list the mean cavity daily maximum

temperature (cavity Tmax) and the mean daily maximum boundary temperature (Tmax) for 2004-2008. Cavity Tmax is defined as the mean maximum daily temperature within all

ice shelf cavities of a particular GP. Tmax is defined as the mean maximum daily temperature below the thermocline and off of the continental shelf, and consists of Warm Deep

Water in the Weddell Sea and Circumpolar Deep Water elsewhere. In derivation of our IB maximum melt multipliers, we assume that the difference between Tmax and cavity Tmax

is representative of the maximum heat that could enter the cavity and potentially contribute to extreme melt rates (see Appendix Sect. A).

Geographic Rignot et Mean Mean Grounding Mean Cavity Mean

partition al., 2013 Melt Line Melt Temperature Maximum Temperature Maximum

number rate (m y−1) rate (m y−1) rate (m y−1) (◦C ) (◦C )

1 1.1 0.94± 0.61 0.38± 0.52 −1.5 0.68

2 2.78 2.77± 0.36 1.59± 1.78 +0.3 2.32

3 2.6 3.28± 1.78 2.51± 2.37 −0.3 2.27

4 11.3 11.83± 2.35 7.76± 7.04 +0.2 2.27

5 2.15 3.48± 0.24 2.68± 1.83 +0.1 2.12

6 0.85 0.86± 0.14 0.18± 0.28 −1.8 0.76

7 0.3 0.37± 0.06 0.76± 2.24 −1.7 0.67

8 0.4 0.4± 0.03 0.50± 0.47 −1.5 0.64

9 0.27 0.38± 0.16 0.26± 0.55 −1.6 0.47

10/11 1.74 1.56± 0.56 0.38± 1.65 −1.3 1.38

12 2.18 1.95± 0.65 0.57± 8.89 −1.9 0.97

13 0.56 0.63± 0.30 0.81± 1.32 −1.6 0.92

19 2.35 2.51± 0.64 1.34± 1.73 −1.2 1.19

24 6.83 0.89± 0.74 0.33± 0.82 −1.7 1.34

25 0.6 0.64± 0.16 1.80± 3.26 −1.8 1.04

26 1.95 1.56± 1.61 0.86± 5.34 −1.9 2.00

27 4.1 3.84± 1.05 3.10± 2.96 −1.1 2.17
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Figure S1. The ISSM Antarctica mesh for (a) the entire ice sheet, (b) Amundsen Sea sector (outlined in blue in (a)), and (c) Ronne Ice Shelf region (outlined in red in (a)). The

green box shows the Wilkes Land (including Moscow University Ice Shelf and Totten Glacier) region (used in Fig. S5e,f).
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Figure S2. Mean SLE contribution (m) from single 100-year simulations, under various extreme forcing, including uniform multiplication of ice shelf basal melt by 10 and 100;

collapse of all ice shelves; uniform reduction of basal friction by 50% and 99.99%; uniform reduction of ice viscosity by 50% and 99.99%; and a combination of uniform extreme

forcing (ice shelf basal melt multiplied by 10, basal friction decreased by 60%, ice viscosity decreased by 40%, and accumulation decreased by 50%). The combination results

shown are equivalent to the max endmember of a UB 1-partition sampling experiment. (a) Comparison of results for these sensitivity experiments run for two different stress balance

equations: L1L2 and SSA. (b) Percent difference between SSA and L1L2 simulations, corrected for the bias in their respective control runs. Note that the difference between all runs

after 100 years is less than 5%.
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Figure S3. Various partition configurations corresponding to the sampling experiments featured in Fig. 2, plotted over initial modeled surface ice velocities (m y−1).
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Figure S4. Comparison of SLE (m) PDFs for simulations performed with high (solid lines) and low (LowRes, dotted lines) mesh resolution. Ensemble runs of 800 simulations

run with GP partitioning include UB combined variable (black) experiments, IB combined variable (red) experiments, and the UB melt only (dark blue) experiments.
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Figure S5. Regional bed topography used in ISSM for simulations performed with the Bedmap2/MC (left panels) and Bedmap1 bedrock topographies (right panels). Regions

included are: (a,b) Amundsen Sea, particularly Pine Island and Thwaites Glaciers (blue inset in Fig. S1), (c,d) Ronne Ice Shelf and ice streams (red inset in Fig. S1) and (e,f) Wilkes

Land, including Moscow University Ice Shelf and Totten Glacier (green inset in Fig. S1). Yellow dashed lines are the initial grounding line positions. White solid lines and black

solid lines are respectively the grounding line positions for the single extreme forcing highlighted in Fig. S6 for the UB and IB combined variable runs.
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Figure S6. SLE contribution (m, with respect to a control run) from single AIS runs (200-year simulations) forced with extreme warming from the UB and IB experiments.

Top: extreme endmember from the UB experiment (combination of ice shelf basal melt multiplied by 10, basal friction decreased by 60%, ice viscosity decreased by 40%, and

accumulation decreased by 50%). Bottom: extreme endmember from the IB experiment (combination of parameter values set at informed extreme bounds, determined regionally).

These two runs represent the regional SLE contribution far right endmember (maximum possible contribution) of the UB 1-partition (UB_1) and IB geographic partition (IB_27GP)

sampling experiments. (See Table 1 and Table 2 respectively for details about simulation bounds.)
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