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Reply to Reviewers – Smith et al., 2017

Comments – Reviewer 2
General Comments:

In the revised paper, the authors included some comparisons between their results and other datasets
(MODIS fractional snow cover and HAR surface temperature), which is helpful. However, it appears
that the derived snowmelt onset dates in the paper are not associated with actual snow melting,
instead as stated in the response: “Figure 4 below shows a direct comparison between our melt onset
dates and the MODIS and HAR datasets. As can be seen in the middle panel, the onset of melt
correlates with the peak of MODIS fractional snow cover, and with the yearly minimum temperature
from HAR (this has been added to the Supplement as Figure S2). This implies that our melt algorithm is
capturing the turning point where snow ceases to increase and starts melting out. These figures have
been added to the Supplement.”

Figure 5 also shows that at the detected snowmelt onset dates, daytime mean temperature ranges
from -30 to 30ºC, thus many cases with temperatures below the freezing point.  Thus snowmelt onset
date from this study is not the same as in previous studies, which is usually the date associated with
the appearance of liquid water in snow and near freezing point surface temperatures.

In addition, I found the temporal variations of XPGR in Fig.3 of this paper over seasonal snow cover
are different from those for permanent snow on Greenland in previous studies. For example, in Fig.2 of
Abdalati and Steffen (1995), large XPGR values are concentrated during the summer melt period, with
much lower values during the frozen period. In Fig.3 of this paper, XPGR increases gradually from the
beginning of the year until reaching its annual peak around the date of maximum SWE, then
decreases to the annual minimum in the summer, with secondary peaks of ups and downs in between.
This warranties careful calibration/validation of using the XPGR method in HMA region.

For curiosity and to fulfill my responsibility as a reviewer, I plotted (shown below) the daily XPGR (red,
from SSM/I EASE-grid 25km data), daily mean surface air temperature (green), and daily snow depth
(blue) at Tarko-Sale weather station (64.917ºN, 77.817ºE), unfortunately not in HMA. The time series
of XPGR in my plot exhibits similar temporal variations as shown in Fig.3 of the current paper, which is
likely the case for season snow cover. The maximum XPGR (~0.06) occurred on DOY66, with air T of
-22.9ºC. The air T did rise to near the freezing point on DOY70 (-0.4 ºC), however, snow depth didn’t
show much decrease until after DOY127.
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The above plot suggests that dates with maximum XPGR do not correspond to snowmelt onset, at
least not the commonly defined snowmelt onset as in previous studies. To avoid misleading, I’d
suggest the authors use another term such as maximum SWE instead of snowmelt onset, and also
justify the applications of their results accordingly. They could also compare their results with those
from a recent publication on snowmelt detection over HMA:

Chuan Xiong, Jiancheng Shi, Yurong Cui, and Bin Peng, Snowmelt Pattern Over High-Mountain Asia
Detected From Active and Passive Microwave Remote Sensing.
http://ieeexplore.ieee.org/document/7930395/

Xiong et al (2017) indicates that previous melt detection algorithms developed for polar regions may
not work well in HMA due to its complex topography. They proposed a method using a combination of
median filters and first order derivative for snowmelt detection from active and passive microwave
data.

Thank you for this detailed and thoughtful reply.

The premise of the XPGR is that the peaks (or rapid changes) in XPGR are linked to the appearance of
liquid water in the snowpack, due to the differences between the passive microwave properties of dry
and wet snow. However, the reviewer raises a good point -- we don't have convincing control data in
HMA to say whether the XPGR in a seasonal snowmelt situation is really tracking snowmelt onset or is
more tied to peaks in SWE, snowpack metamorphosis, or some other factor. Methods developed for
tracking snowmelt in polar regions such as Greenland and the Arctic are not directly transferable to
HMA and we have attempted to adjust and account for that.

Looking again at the figures from Abdalati and Steffen (1995) where XPGR was first described (Figures.
2-4 of that manuscript) their PM data actually looks pretty similar to ours in that 'warm' regions of
Greenland show a similar seasonal oscillation pattern in XPGR – albeit with sharper peaks. Abdalati and
Steffen (1995) choose to identify days as either having some liquid water or not based on a simple
threshold, and split the year into 'melting' and 'non-melting' parts. As we have snow-free, snow-buildup,
and snow-melt parts of the year, we are certainly tracking something a bit different than the
snowmelt/freezing cycle over ice that they examine in that paper.

Despite this, our algorithm still tracks a consistent metric that is linked to snowpack character year-over-
year for each pixel/location – whether that metric is related to the short appearance of liquid water, the
beginning of strong snowpack metamorphism, or simply peak SWE. As such, the trend detection
segment of our paper still provides valuable insight into the long-term changes in snow timing in HMA.

To make this clearer in the MS and to avoid confusion, we have changed our terminology to refer to
maximum XPGR, which is driven by peak separation between the Tb18 and Tb37 channels. We refer to
this throughout as MXPGR, and have added an updated discussion of the reasoning behind using this
metric and its utility.

In developing our methodology, we had tried a similar approach to that of Xiong et al. (2017) involving
filtered time series and an analysis of slope and breakpoints. We found that the required level of
smoothing (Xiong et al. use a 31-day window) washed out the peaks significantly, and made it difficult to
determine where within a several day window the original peak actually lay. We also found that using a
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single smoothing window across many diverse areas was unreliable due to the drastic differences in the
shape of snow buildup and melt curves across HMA. In our tests, we weren’t able to find a smoothing
function that satisfied our requirements of both clearly maintaining the peak location and strongly
smoothing out high-frequency noise.

Despite the differences in our methodology, Xiong et al.’s (2017) pattern of melt onset trends is quite
similar to ours (cf. our Figure 9, their Figure 6). Both methods identify negative trends in much of HMA,
with positive trends mostly confined to the Karakoram and Kunlun Shan. We identify a slightly different
trend in eastern Tibet, and lack statistically significant results for some areas where they identify trends,
but maintain the same general spatial pattern. Unfortunately, they do not explain how they choose
points that have ‘effective snowmelt onset date detection’ or how they determined the statistical
significance of their results, which makes a direct comparison with their results difficult. We found
point-by-point linear regressions unworkable in HMA due to large inter-annual variations in the
snowmelt season, and thus relied on a hierarchical clustering approach to assess trends in the timing of
the snowmelt season.



4

Comments – Reviewer 3
This is a well-defined summary of statistical spatio-temporal behavior of snowmelt onset and end in
High Mountain Asia, using one of several melt onset algorithms using passive microwave brightness
temperatures. The authors clearly indicate the value of predictability of snowmelt runoff for
downstream water uses, and conclude that variability in derived regional runoff patterns warrant
both regional and small-scale studies for effective water management. They make use of robust and
carefully considered methods to generate and analyze the melt onset and end data sets.

The comments from the two current reviewers have covered all of my earlier concerns and the
response from the authors looks good to me. Glad they followed through with application of MODIS
data to compare with "snowmelt end" estimates.

Just a few comments from reading through the revised version.

Thank you for these comments. We address the individual comments below.

General comments:

(p. 2, lines 18-26) The authors enumerate a variety of passive microwave snowmelt algorithm
approaches, and then choose to work with the XPGR method of Abdalati and Steffen, changing the
original fixed threshold to a more dynamically-determined threshold. I think a short statement about
this reasoning would be useful to the reader, why did they choose this method over the others to
begin with?

We choose this method due to (1) simplicity, (2) speed of calculation, and (3) lack of reliance on pre-
calculated metrics or assumptions. For example, diurnal temperature algorithms rely on fixed
differences between day and night temperatures to detect melt; these differences are neither constant
in space nor in time (intra-and inter-seasonal) across our large and diverse study area. We found that
the XPGR algorithm was well-suited to the time series approach we use, and was fast enough to
compute for the entire dataset we used. It has the additional advantage of only relying on night-time
data, which somewhat limits the impact of sporadic daytime melt (due to solar radiation or otherwise)
on our results. We have added an additional statement about this in the updated MS.

(page 4, section 2.2) I believe I understand how the manual control dataset generation was
accomplished, but how do the authors know that these control answers are correct at identifying the
sought-after signals in reality?

The lack of spatially and temporally extensive in-situ snowmelt with which to calibrate our algorithm is a
significant drawback. Unfortunately, such data simply does not exist, so we base our results on certain
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assumptions drawn from the passive microwave time series, modeled air temperatures, and MODIS
snow cover data. Reviewer #2 raised a similar issue, and posited that the peak XPGR may not in fact
identify the onset of snowmelt as has been defined in previous studies (see more detailed comments
above in the response to Reviewer 2). In our updated manuscript, we have modified the language
around the onset of snowmelt to reflect the fact that we really are tracking the maximum XPGR, or
maximum separation between the Tb18 and Tb37 signals. While this metric tracks snowmelt well in
Greenland, as has been established in previous studies, it is unclear whether this remains the case in the
complex terrain of HMA.

Despite this, we track a consistent metric between years for each location, and thus trends in the
‘maximum XPGR’ remain useful for identifying changes in the snowmelt season – whether those
changes are the true onset of snowmelt as defined in other studies or simply a consistent metric of
maximum passive microwave signal separation.

(page 4, line 30) The authors state that the XPGR is "not sensitive to SWE calibration issues." I am not
sure this statement is justified for the original XPGR algorithm (with the fixed threshold). I believe it is
justified for the authors' modified method, which identifies XPGR peaks regardless of numeric values,
without referring to an empirical threshold. Perhaps coining a phrase for the modified XPGR technique
would clarify this point?

We have modified this text slightly, in regards to the comments of the reinterpretation of the XPGR
maximum.

(Supplemental material, Table S1) I am unfamiliar with the data citation requirements of this journal.
While it is useful to include the input data algorithm versions and processing levels in this table, it
would also be useful to include complete data set citations (with DOIs, if available), in the main
reference list, to assist in citation-tracking algorithms and to be completely explicit as to input data
versions and data sources used.

This has been added to Table S1.

(Supplemental material, figure S1, Flowchart of Melt Tracking Algorithm) I find this flowchart difficult
to understand, I don't see enough information here for a reader to really understand the logic or flow.
While it is called a flowchart, it is not using traditional flowchart symbols for logical direction and
conditional statements. Presumably the chart is read from top to bottom, but this is an assumption
(without arrows to indicate the direction). There is an extra condition described in the flowchart,
based on the 60-day difference of end-of-melt from "long term average" that is not explained or
justified in the narrative. Also, how would one know the long-term average before calculating the
values for all year? This looks circular to me, I'm sure I'm just missing something in the details. Perhaps
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it means that the top box is executed for all years, first, in order to take an average and proceed down
the logic? However, these are all assumptions on my part and it would be better for the authors to be
explicit than to require a reader to guess.

You are correct in your interpretation of the flowchart. We have updated this figure to be clearer, and
included the preliminary step of determining long-term average onset and end dates. The long-term
average step isn’t necessary, but it speeds up the processing by only re-calculating values that are
unlikely to be reasonable (i.e., snowmelt onset being detected in December, when the long-term
average is in May), and accepting values which are closer to the long-term mean. The full algorithm code
(Python) is available in a public repository as well: https://github.com/UP-RS-ESP/SnowmeltTracking.

(Figures 5 and 8) The polar plots in these figures are clearly rich in multiple dimensions. However, I
cannot puzzle out what determines the placement of a value along a given radial line. It could just be
my ignorance of this type of plot, but I cannot find an explanation of this part of the dimension space.
Do "bin heights" mean "distance from the center"? This confusion on my part makes it more difficult
to interpret the plots. This problem could be remedied by a short explanation of radial position in the
caption for readers unfamiliar with this plotting convention.

Bin heights indeed means distance from the center, in this case normalized to the largest bin. Thus, the
single largest bin will reach all the way to the edge of the circle, with bins (days) with smaller total
numbers of melt onset/end/periods will be shorter. We have updated this explanation in text and refer
to this as radial bin heights.

Grammatical/typographical comments:

(p. 1, line 30, p. 3 line 18) I believe "is comprised of" should simply be "comprises." I do admit this
objection is arguable and that the former usage is gaining acceptance over time.

This has been updated.






























































