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Abstract. This paper presents an investigation of the robustnessroéladons between characteristics of Arctic summer
cyclones and September Arctic sea ice extent. A cyclondifiition and tracking algorithm is run for output from 196ar
coupled climate model simulations at two resolutions, am@0 years of reanalysis data, using two different trackengables
(mean sea-level pressure and 850 hPa vorticity) for ideatitin of the cyclones. The influence of the tracking vadatie
spatial resolution of the model, and spatial and temporapsiag, on the correlations is then explored. We concluc tie
correlations obtained depend on all of these factors, aatdttre should be taken when interpreting the results ofanalyses.
Previous studies of this type have used around 30 years walyesas and observational data, analysed with a singl&itrgc
variable. Our results therefore cast some doubt on the gsiotls drawn in those studies.
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1 Introduction

Sea ice is an important part of the climate system due to thedle it plays in the energy balance of the polar regions.
In summer its high albedo reduces ocean warming, while irtewiits low thermal conductivity acts to insulate the cold
atmosphere from the warmer ocean below. In addition, icdimgeand growth impacts the ocean temperature through heat
exchange, and ocean stratification is affected throughigatihanges. Arctic sea ice has undergone substantiabelsasince
satellite-based passive microwave observations firstrhe@vailable nearly four decades ago. Between 1979 and 242,
annual mean ice extent decreased on average by 3.5 to 4.1déqmte, while ice extent at the minimum of the annual cycle
in September decreased by 9.4 to 13.6% per decade over tleepgind (Vaughan et al., 2013). The Arctic sea ice extent
reached record lows in 2007 and 2012. In both years, pretonitig through thinning over several decades had madecthe i
more susceptible to dramatic reductions (Zhang et al., 2Ba&inson and Comiso, 2013; Babb et al., 2016).

As well as the long-term negative trend in September Ar@tcise extent, there is also considerable interannualbibitya
due to the complex interactions between a variety of phypicaesses acting on the ice. The September minimum Areéc s
ice extent in any given year will be influenced by seasonalsmitter-term effects, including dynamical and thermodyica
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processes in both the atmosphere and the ocean, as welbas-tenm trends. Various effects are thought to have dmurted to
the summer 2007 record minimum, including: preconditigrnidhang et al., 2008); large-scale atmospheric transfdreat
into the Arctic (Graversen et al., 2011); anomalous ocelamid flux through the Bering Strait (Woodgate et al., 2010nges
in cloud cover leading to increased surface and basal rg€kiay et al., 2008); and anomalous atmospheric circulataiterns
leading to increased ice motion, transpolar drift and ice @lut of the Arctic through the Fram Strait (Zhang et al., 2008

A low ice extent also occurred in 2012, when the National Saod Ice Data Center reported that a new record low sea
ice extent was reached on 26th August. Prior to this, a stoyefpne had entered the Pacific sector of the Arctic in early
August (Simmonds and Rudeva, 2012), where it had an imneetiigiact on the sea ice. An area of ice in the region of the
Chuchki Sea and Bering Strait, measuring alto#it< 106 km?, broke away from the main pack ice. This exposed more of the
ocean surface, leading to increased absorption of sol@&tia and consequently more ice melt, and also made mottgeof t
ice vulnerable to breakup by waves, including those remyiftiom the storm (Parkinson and Comiso, 2013). Howevehawit
preconditioning making the ice more vulnerable to the effef storms it is unlikely that the 2012 storm would have Haal t
impact it did. Furthermore, the storm was not necessarilgial to the reaching of a new record minimum: the model stfdy
(Zhang et al., 2013) suggested that in the absence of tha sherice extent would still have reached a new minimum in that
year. Storms are therefore not thought to have played aatmade in the record Arctic sea ice minima of 2007 and 2012.

Nevertheless, cyclones are thought to have a directimpetisdce (Kriegsmann and Brimmer, 2014). Crawford and 3erre
(2016) analysed cyclones in the Modern-Era Retrospectnadysis for Research and Applications (MERRA; Rienecket et
2011), and found that the number of cyclones over the ceAtrdic peaked in summer, with many originating over Siberia
Cyclones will affect cloud cover, which will in turn have amnpact on sea ice through changes to radiation and predjpitat
(e.g., Eastman and Warren, 2010). Meanwhile, the surfacgsrssociated with the cyclone are likely to affect seayoauh-
ics (e.g., Ogi et al., 2010), which could cause ice to breariye advected, leading to exposure of open water, and iregurit
ocean warming and further melting in summer, or freeze-upaaiditional ice formation in winter. In addition, severatent
studies have found apparent connections between cyclorike iArctic during the summer and sea ice extent in September
Simmonds and Keay (2009) used the University of Melbourméorye identification and tracking algorithm (Simmonds et al
2003) with mean sea-level pressure (MSLP) fields from the-2ZRAatmospheric reanalysis (Onogi et al., 2007), and looked
for correlations between the characteristics (numbethdapd radius) of cyclones entering the Arctic in Septemberdt the
end of the Arctic sea ice melt season) and the Septemberesextient from the passive microwave data from the National
Snow and Ice Data Center over the period 1979-2008. Theyidenesl only cyclones passing over ocean or ice points, rathe
than land. While they found no significant correlations opt@enber ice extent with cyclone number, they did find sigaific
strong negative correlations with cyclone depth and radiuggesting that deeper, larger cyclones later in the reatan lead
to more removal of sea ice.

Screen et al. (2011) used the same algorithm and the MSLB frelah the same atmospheric reanalysis as Simmonds and Keay

(2009), with sea ice concentrations from the HadISST da{&sg/ner et al., 2003). For the period 1979-2009, they fahatl
in years in which the ice extent was at least one standaratieviless than that of the previous year (which they terniesl “
loss years”), there were fewer cyclones in the Arctic in thdyepart of the melt season (May-July). They suggestedwuari
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plausible mechanisms for this apparent relationshiputiolg cloud processes, and changes in atmospheric ciaulzving
an impact on ice drift, leading to less removal of ice durimg melt season. The result was less robust when the extemitwas
least one standard deviation greater than the previousy#&ae gain years”).

As noted above, Simmonds and Keay (2009) and Screen et dl1) 2®th used the same identification and tracking al-
gorithm and the same reanalysis. It is likely that the cyeltnack characteristics, such as track density and meaoroycl
intensity, found for a given atmospheric dataset will depen the specific details of the algorithm used (see, e.g.,d\lal,
2013; Rudeva et al., 2014), as well as on the variable usettdoking (for example, 850 hPa vorticity or mean sea-level
pressure - see Hodges et al., 2003). On the other hand, Hetlgeg2003) applied a single algorithm to several différen
atmospheric reanalyses, and found that in the Northern sfg@rere the results were comparable at the synoptic scdle, bu
different for smaller-scale features. They also suggestaidn some cases the results may depend on the spatialtieadadf
the reanalysis.

Here, we use a single cyclone identification and trackingritlygm with two different tracking variables to analyse #cc
cyclones for two model simulations and a reanalysis datagét the aim of investigating the dependence of cycloree-ic
correlations on spatial resolution, tracking variabled apatial and temporal sampling. In Sect. 2, we give detdithe
reanalysis, sea ice datasets and model simulations usee|lass the tracking algorithm. We then present our resoltsHe
cyclone characteristics and their correlations with seaeiktent in Sect. 3. In Sect. 4, we discuss the results in thexbof
the sensitivity of cyclone characteristics, and their efations with sea ice extent, to tracking variable, modsbhgtion, and
spatial and temporal sampling. We conclude in Sect. 5 byud&ng the implications for studies of cyclone-ice cottielzs,
and making some suggestions for future investigations.

2 Models, data and methods
2.1 Model output

We use output from the GC2 configuration (Williams et al., 20af the HadGEM3 coupled climate model (Hewitt et al.,
2011). This consists of: an atmosphere component, the MigieQInified Model (UM, Cullen and Davies, 1991; Davies et al.,
2005); a land-surface component, based on the Joint UK Law@tdhment Simulator (JULES, Best et al., 2011); an ocean
component based on a version of the Nucleus for European IMagef the Ocean (NEMO, Madec, 2008); and a sea ice
component based on a version of the Los Alamos CICE modelKéland Lipscomb, 2010). These communicate with each
other via the OASIS3 coupler (Valcke, 2006). The GC2 con#fitjan incorporates Global Atmosphere configuration GA6
(Walters et al., 2017), Global Land configuration GL6 (Watet al., 2017), Global Ocean configuration GO5 (Megann.gt al
2014) and Global Sea Ice configuration GSI6 (Rae et al., 2015)

We use output from simulations at two model resolutions ciwlive denote by GC2-N96 and GC2-N216. GC2-N96 has an
atmospheric horizontal resolution of 1.878 longitude and 1.25in latitude, while the atmospheric resolution of GC2-N216
is 0.833 in longitude and 0.556in latitude. Both have 85 vertical levels in the atmospharal use the ORCAO025 tripolar
grid (which avoids a singularity at the north pole, and is inaatty 0.25° resolution) in the sea-ice and ocean components, with
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75 vertical levels in the ocean. Both are equilibrium sintiolas with greenhouse gas and aerosol forcings approfoatbe
year 2000, as described by Williams et al. (2015), with thesa forcings varying seasonally. The CICE model confijara
is based on the zero-layer approximation of Semtner (1@r@) has five ice thickness categories, as described by Hzvaitt
(2011) in their Appendix D. For each of GC2-N96 and GC2-N246 analyse the last 100 years of a 150-year simulation to
avoid transient effects during spin-up.

We perform cyclone tracking with two variables using 6-Hgdields of mean sea-level pressure (MSLP) and 850 hPa
vorticity from the atmosphere component of the model, i torticities being calculated from the 850 hPa wind fielks.
the analysis of potential correlations between cycloneattaristics and sea ice, we also use the September mongialy sea
ice extents from the sea ice component.

2.2 Reanalysis and observations

With the aim of assessing the cyclones in the climate modelilsitions against an atmospheric reanalysis, we identifly a
track cyclones in 6-hourly fields of MSLP and 850 hPa vorgiéibm the ERA-Interim reanalysis (Dee et al., 2011). While
this is also model-dependent, it has been shown to compesartbly with observations (see, e.g., Screen and Simmonds
2011; Lindsay et al., 2014). Again, the vorticity fields aatctlated from the corresponding winds. We also use seaadce f
the HadISST1.2 dataset (Rayner et al., 2003), which is é@ifrom passive microwave satellite observations. For @ispn

with the sea ice fields calculated by the climate model, weé fagrid the HadISST1.2 data from its original desolution to

the climate model ORCAO025 grid. However, for the correlasiavith ERA-Interim cyclones we use September ice extents
calculated directly from the HadISST ice concentrationdieht T resolution. Because the model was run with forcings
appropriate for the year 2000, we use ERA-Interim and Hatll&8a for the period 1990-2009 (i.e. 20 years centred on2000
for comparison with the model. To calculate the correlagjome then use data for the 30-year period 1982-2011, which is
similar (though not identical) to those used by Simmondskedaly (2009) and Screen et al. (2011).

2.3 Cyclone identification and tracking algorithm

We use the TRACK objective cyclone identification and tragkalgorithm (Hodges, 1999). The climate model output and
reanalysis data are first preprocessed: they are convergpthérical harmonics, a “background field” (all wavenursiieiow
T5) is removed, and they are truncated via the removal of allemumbers above a certain threshold. The spherical haamon
fields are then all interpolated onto the same®2.2.5° grid; these interpolated fields are used for input into TRACKe
algorithm then identifies and tracks either positive maxonaegative minima in the interpolated, truncated fieldseath
6-hour time point, the algorithm identifies all the maximaranima above a certain threshold in the field. In the predeialys

we use thresholds df0—? s~ for vorticity and 1 hPa for MSLP. These thresholds are appatgwhere smaller spatial scales
have been removed by spectral filtering (as in this case)abod the full life-cycle of a cylone to be captured; they bdeen
used in previous studies (e.g., Hoskins and Hodges, 200@jtBson et al., 2006). The cyclones thus identified at diffetime
points are then linked together to form tracks. This stuay&®s on cyclones (as opposed to anticyclones), whichsponel

to positive maxima in the vorticity anomaly fields, or negatminima in the MSLP anomaly fields.
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TRACK outputs details of all cyclones with a lifetime of aakt two days in one hemisphere (in this case the northern
hemisphere). This work focuses on cyclones passing ovetar@hpoints in the Arctic (where the Arctic is defined heraths
points north of 68N). Thus, cyclone tracks satisfying this condition wereasted, and all others discarded. For cyclones that
originate outside the Arctic, then pass into the Arctic, mewersa, or for cyclones which pass over both land and and-|
points, only the points on the track over Arctic non-landy®iwere considered. In addition, tracks with a lifetimersérathan
two days over Arctic non-land points were discarded.

2.4 Statistical methods

To determine the geographical locations where multianmesn cyclone characteristics in the two model simulatiort a
in the reanalysis differ significantly from each other, we asWelch t-test, after interpolation to the 2:52.5° grid, to test
whether the differences in each gridcell are significanhatd5% level. We also use a Kolmogorov-Smirnov test to compar
frequency distributions of Arctic-wide monthly cycloneashcteristics, and to determine whether they are diffeattite 95%
confidence level. We then determine Pearson correlatiofficeats between the Arctic-wide monthly cyclone charastes
and the September mean ice extent, along with the assogiatalilies. Thep-value is obtained by permuting the pairs of
data used in the correlation calculation many times, redating the correlation coefficient in each case. Phalue is the
probability that the correlation coefficient calculatedhis way is greater than or equal to that calculated for thgiroal data.
The confidence in the value of the correlation coefficienhént — p.

3 Results
3.1 Cyclone characteristics

We assess cyclones by comparing cyclone characterigéek tount, track density and mean intensity) obtained fFRRACK
for modelled MSLP and 850 hPa vorticities in GC2-N96, GC2tBl2nd ERA-Interim. The track count in a particular month
is the total number of cyclone tracks in the domain of inte¢aks non-land points north of W) in that month. The intensity
of a cyclone at a given point on its track is taken to be the 888 Worticity or central MSLP (with the background field
removed as described in Sect. 2.3). The mean cyclone itydnsa gridbox for a given month is the mean intensity of all
cyclones in that gridbox; the mean intensity for the wholend is defined similarly. We consider the spatial distridos
of multiannual-mean (over the 100 years of GC2 output andez0s/of reanalysis data) track densities and mean intessiti
(Figs. 1 to 4), as well as the frequency distributions, olriersame period, of whole-domain track count and mean irtjensi
The frequency distributions for ERA-Interim often coverarmower range of values than those for GC2, possibly becafuse
the shorter time period of ERA-Interim (see Fig. 5 for an eghan

The track densities from the vorticity-based analysis (E)gare generally higher than those from the MSLP-based sisal
(Fig. 2), and the cyclones in the latter are mainly restddtethe peripheral seas in the eastern Arctic. The halo seemd
Greenland in Fig. 1 occurs because the surface pressuramawar of Greenland is lower than 850 hPa (due to the high
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orography), so there is no 850 hPa vorticity there; we tlueeefreat the results in this region with caution. Cycloraekr
densities obtained from both vorticity and MSLP are sigaifity lower in GC2-N96 than in ERA-Interim (Figs. 1 and 2;
hatching denotes areas where a Welch t-test showed thestliffe to be significant at the 95% level). In the case of vitytithis

is the case mainly over the East Siberian and Laptev Seaah(gato in June - results for individual months not shown jjere
we ignore the apparently-significant differences in theiB&trait and Baffin Bay because of the orography-relatessvith
the 850 hPa vorticity field over Greenland. Differences leetwGC2-N216 and ERA-Interim are mostly insignificant fothbo
tracking variables - GC2-N216 generally gives a similarespntation of cyclone track density to ERA-Interim (exaayer
the East Siberian and Laptev Seas in June in the case ofitygrti€onsistent with these results, the track density voasitl to
be significantly greater in GC2-N216 than in GC2-N96 in magations.

To explore similarities and differences between the cyelomaracteristics obtained for the two tracking variabbe &R A-
Interim, GC2-N96 and GC2-N216, we use a two-sample Kolmog@mirnov test to determine whether the frequency dis-
tributions of track counts and intensities from each candié ® be different with at least 95% confidence. The frequenc
distributions of whole-domain track count from the votifebased and MSLP-based analyses were found to be diffrainle
1); this result holds in all months, as well as for both mo@eld the reanalysis. For both tracking variables, the Kolnog
Smirnov test suggested that the track count distributicd@?2-N96 differs from that in GC2-N216. The same was true when
GC2-N96 and ERA-Interim were compared, except for vostibiased tracking in August where the possibility that thetrdi
butions may be the same could not be rejected. However, wetaay with 95% confidence that the track count distribion
from GC2-N216 and ERA-Interim are different; this is thee&s both tracking variables, and is consistent with theltesn
Figs. 1 and 2, where the differences between ERA-Interim@&@a-N216 were seen to be mainly insignificant.

While the vorticity associated with an individual cyclorserelated to the MSLP at its centre, there is no simple way to
relate Arctic-wide mean MSLP-based and vorticity-baseelisities. Additionally, the MSLP-based tracking meth®Hiased
towards large spatial scales, and the vorticity-based oddthwards smaller scales (Hoskins and Hodges, 2002); thetsth-
ods thus tend to identify different systems. It is therefdiféicult to compare directly mean intensities from one noethvith
those from the other, and we do not attempt to do so. We cargvenwcompare the intensities obtained from the three mod-
els. The mean cyclone intensities from both tracking védesbre significantly less in GC2-N96 than in ERA-Interim agh
everywhere (Figs. 3 and 4). In the case of vorticity this igtin all months between May and September, while in the case
of MSLP the differences are smaller towards the end of thé seelson (not shown). For both vorticity and MSLP, the mean
intensity in GC2-N216 is also less than in ERA-Interim, the differences are smaller, and are significant over a snaaka,
than in GC2-N96. The mean intensity was found to be signifiggmeater in GC2-N216 than in GC2-N96 across all non-land
points in the Arctic.

The results of the Kolmogorov-Smirnov test for the frequedistributions of mean intensity were similar to those atk
count. For both tracking variables, the test suggestediieadistributions of mean intensity from GC2-N96 and GC2LBI2
are different, as are those from GC2-N96 and ERA-Interire; ékception in both cases is for vorticity-based tracking in
August where we cannot reject the possibility that the ihistions may be the same. For MSLP-based tracking, we cannot
say with 95% confidence that the mean intensity distribgtivom GC2-N216 and ERA-Interim are different. For vorieit
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based tracking, the distributions of mean intensity from2&@@16 and ERA-Interim were found to be different in June and
August; however, in May, July and September we cannot réheqgbossibility that the distributions may be the same. Tthes
two climate model simulations (GC2-N96 and GC2-N216), toeh except for spatial resolution, generate differerdlage
characteristics, while two independent models (GC2-N21BBRA-Interim) with different resolutions can produce #am
cyclones.

3.2 Seaice

Before considering the impact of cyclones on Arctic seaitégjmportant that we assess the sea ice extentin the modais
section, we compare modelled sea ice extent against thattite HadISST1.2 observationally-based dataset (Raymér, et
2003). GC2-N96 reproduces the observed Arctic ice extelhinwmost months, although GC2-N216 performs better in Asigu
and September (Fig. 6). At both atmospheric resolutioresptbdel underestimates September mean sea-ice conaantrati
the Atlantic sector of the Arctic, while there are some regiof overestimation in the Pacific sector, which are moreresive
at lower atmospheric resolution (not shown here). Thereds Ice off the coast of Siberia at higher atmospheric résalu
than at lower resolution. These differences were found tidraficant at the 95% level. A more detailed evaluation efsba
ice in GC2-N96 and GC2-N216 was presented by Rae et al. (2015)

3.3 Cyclone-ice correlations

To explore possible links between cyclones and sea ice, lgalated Pearson correlation coefficients, and the assotia
values, between track count in each month between May anti@bpr, and September mean Arctic sea ice extent. In Fig.
7, we give the correlation coefficients for GC2-N96 and GC2t6| and for ERA-Interim cyclones and HadISST1.2 sea ice.
Results are shown only where the confidence level was at%€dst(i.e.p < 0.1). We found a positive correlation between
ERA-Interim vorticity-based track count in the early pafttioe melt season (May-June) and September mean HadISST1.2
ice extent (suggesting that more cyclones in May-June tr@s@ larger ice extent in September). However, the equitale
correlation for MSLP-based track count was not significemaddition, in GC2-N216, there was a negative correlatieteen
June MSLP-based track count and September mean ice extaandl more cyclones in June with a smaller ice extent in
September). Meanwhile, in August, towards the end of the selson, when cyclones may be expected to play a role in
breaking up the ice, and where we may expect to see a negatiadation of track count with September ice extent, we fbun
positive correlations in both ERA-Interim/HadISST1.2 &32-N216, for MSLP-based cyclones.

In the later part of the melt season, we found negative ciogls for mean cyclone intensities in September (GC2-N96
vorticity-based cyclones, and ERA-Interim MSLP-basedayes), in August (GC2-N216 MSLP-based cyclones), andliyn Ju
(GC2-N96 MSLP-based cyclones). However, we also foundomgtand significant positive correlation between Augustrmea
ERA-Interim vorticity-based intensity and September FE8IT1.2 ice extent. Earlier in the melt season, there is diyp®si
correlation found between ERA-Interim MSLP-based intgnisi May and September HadISST1.2 ice extent, and a similar
positive correlation for the ERA-Interim vorticity-basadensity in June. However, in GC2-N96 there is a corretatbthe
opposite sign (i.e. negative) between May vorticity-baseéehsity and September mean ice extent.
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4 Discussion
4.1 Consideration of cyclone-ice correlations in the conte of previous studies

While some of the correlations we found between cycloneattaristics and September ice extent are consistent vatlitse
published by other authors (Simmonds and Keay, 2009; Satan 2011), there are others that cannot be explainedan re
tion to those studies. In addition, in some cases where b@s@devious work one would expect to see correlations, nh suc
significant correlations were found, or the correlations thee opposite sign to that expected. For example, the lackroéla-

tion between ERA-Interim MSLP-based track count in theyepalrt of the melt season and September mean HadISST1.2 ice
extent contradicts the results of Screen et al. (2011),ite8® strong, positive correlation seen for the equivialenticity-
based track count. The negative correlations seen in soges tetween cyclone intensity later in the melt season (in Ju
August and September) and September ice extent are cansistie the results of Simmonds and Keay (2009), who found a
strong and significant correlation between mean cyclon¢ghdagSeptember and mean September ice extent, where they de-
fined cyclone depth as the pressure difference between thiee@nd edge of the cyclone. This is contradicted by thetigesi
correlation seen for August mean intensity in ERA-Intewdditionally, the negative correlation between May vatjicbased
intensity and September mean ice extent in GC2-N96 tendsrivadict the results of Screen et al. (2011). On the othed ha
the positive correlation found between ERA-Interim MSL&séd intensity in May, and September HadISST1.2 ice extent
could be consistent with the findings of Screen et al. (204lthpugh their focus was on track count rather than cyclane i
tensity. In the rest of this section, we attempt to explagsthfindings, and our results in general, by consideringntipact

of differences in the model simulation, choice of trackiragiable, and spatial and temporal sampling, on the coioelat
obtained.

4.2 Dependence on model and resolution

For a given tracking variable (vorticity or MSLP), we saw widariations in cyclone-ice correlations between the nsdel
The track densities and mean intensities in GC2-N216 arefsigntly higher than those in GC2-N96, suggesting thas¢he
are strongly resolution-dependent, as the model setupbdge simulations were identical apart from the resolutidrese
differences in cyclone characteristics may lead to diffees in the interactions between cyclones and sea ice, asddh
the different correlations that we saw in those simulatidfsanwhile, despite the cyclone characteristics in GC2:6N2eing
similar to those in ERA-Interim, the correlations with Sapber ice extent are different. This is likely to be becaugputs
are from different models: the ERA-Interim data are from &masphere-surface-wave model that assimilates obsengati
(Dee et al., 2011), whereas GC2-N216 is a fully-coupled atexmodel without data assimilation. In addition, ERA-fite
and HadlSST1.2 include the effects of climate change, vase@C2-N96 and GC2-N216 are equilibrium climate model runs.
It is thus likely that other factors are having an influenceddl resolution, and other model properties, can thergflag a
potentially-crucial role in determining the correlaticseen.

As mentioned in Sect. 2.3, the mean cyclone intensitieepted in Fig. 3 have had the background field (wavenumbers <5)
removed, and can thus be thought of as anomalies. To evéhesgfect of the removal of the background field, we alsotptbt
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maps of absolute intensity (not shown here). For the vayticased analysis, the intensity obtained from the ERA&+int data
was intermediate between those from GC2-N96 and GC2-N2ifyjesting that resolution may be more important when
absolute values are considered (thedsolution of ERA-Interim is intermediate between thoséhefother two simulations).

In the MSLP-based analysis, however, the absolute inteaditom ERA-Interim do not lie between those of the two GC2
simulations, implying that the situation is more compleghathan simple dependence on resolution. The differendesba
geographical distributions of absolute intensities andrigity anomalies, and their dependence on resolution racting
variable, is also reflected in differences in cyclone-iceaation depending on whether absolute values or anosaleeused.
We have presented correlations only for intensity anoraadie we believe the departure of the intensity from the backgl
field to be a more meaningful predictor of the possible impdthe cyclone on the sea ice.

4.3 Dependence on tracking algorithm and variable

A number of differences were seen between the cyclone-icelations for vorticity-based and MSLP-based track ceuiror
example, we found a positive correlation between HadlSTedeber ice extent and track count early in the melt seasay (M
and June) for vorticity-based cyclones in ERA-Interim, batsimilar correlation with the MSLP-based track count.sTisi

in contrast to Screen et al. (2011), who used MSLP from the-2RAeanalysis as their tracking variable and found apparen
links between early-melt-season track count and Septeimbezxtent. However, as well as a different reanalysis éatas
Screen et al. (2011) used the University of Melbourne cyeliimding and tracking algorithm (Simmonds et al., 2003heat
than the TRACK algorithm (Hodges, 1999) applied here. Neal.€2013) applied several different tracking algorithimstte
same atmospheric reanalysis and examined a variety ofrey@baracteristics, including track count and cyclonenisitg.
They found wide variations in track count between the athars, depending on such factors as: the threshold for detect
the minimum distance between two cyclones; and whethenfihé data were preprocessed by smoothing (which has the same
effect as reducing the resolution, leading to fewer cyctoneing detected). These variations have in some previadgest
been found to be substantial enough that two different élyos give opposite signs for the trends in cyclone charesties

in particular regions under climate change (Raible et 808}. Thus, the lack of consistency with the results of Stedel.
(2011) may not be surprising, and this provides a good ithistin of the potential for different algorithms to give feifent
results.

In the present study, tracking performed on the MSLP fielddgié fewer cyclone tracks than that on the vorticity field,
although the dependence on resolution was similar for batiables. Some of the algorithms in the study of Neu et alL820
used vorticity as the tracking variable, some used MSLPgsosed a combination of the two, while some used other vasabl
such as 850 hPa geopotential height. Neu et al. (2013) didirawt conclusions about the impact of tracking variable on
cyclone characteristics; they emphasised the difficultsittfbuting differences in cyclone characteristics tocsfie aspects
of the algorithms, due to multiple differences between tgerithms, which are likely to combine non-linearly. Rudest al.
(2014) did investigate sensitivity of cyclone charactarssto particular aspects of the algorithms, but not to teable used.
However, Hodges et al. (2003) used the identification antking algorithm of Hodges (1999) to analyse cyclone tracks i
several reanalysis datasets using both vorticity and M3 faaking variables. As in the present study, they detefetedr
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cyclones with MSLP than with vorticity, which they attrileat to the fact that MSLP-based analyses tend to pick up karger
scale features than vorticity-based analyses, leadingwerf detections in regions where smaller-scale featuresrdae. In
addition, we found that MSLP-based cyclones were conctettia the eastern Arctic to a greater extent than vortibaged
cyclones (compare Figs. 1 and 2), which is also consistethttvé results found by Hodges et al. (2003) for winter (seg th
Fig. 1). Given these differences in the number of cycloneksand their geographical distribution between the twokirey
variables, it is perhaps not surprising that we also see diffdrences in the correlations with September ice ext€hts
underlines the possibility for the same algorithm to giviéedent results depending on the variable used.

There are also differences in the intensity-ice corretetifor the two tracking variables. There is a negative cati@h
between MSLP-based mean intensity from ERA-Interim latthéxmelt season (September) and HadISST1.2 September ice
extent, consistent with Simmonds and Keay (2009), but nb socrelation for the vorticity-based intensity. We alsairfid
negative correlations between September ice extent andPMfBised cyclone intensity in August for GC2-N216 and in July
for GC2-N96, and vorticity-based intensity in GC2-N96 inyknd September. However, for the reasons given in Section 3.
we were unable to compare directly the mean intensities fhentwo methods.

4.4 Impact of domain choice

In the preceding analysis, we followed Simmonds and Kea@92b considering only cyclones passing over non-landtsoin
north of 65 N. However, other authors (e.g., Screen et al., 2011) hahedrd all points (land, ocean and ice) in that region.
We therefore examined the impact of this spatial samplingeoglculating the correlations, between September ioenéxt
and cyclone characteristics in preceding months, usingyalbnes north of 65N (not shown here). Some correlations are
significant in both domains. For example, for the ERA-Intedata, the correlations for the track count from the vdstici
based analysis in May, and the intensities from the MSLRtamalysis in May and the vorticity-based analysis in Jare,
strong and significant for both domains. Similarly, for GNI26, the correlations for vorticity-based intensities imyvand
September, and MSLP-based intensity in July, are signfifitaboth domains. Finally, for GC2-N216, the correlations f
track count and intensity in August are significant in botiméis. However, other correlations were found to be sigamifiin
only one of the domains, suggesting that the results arest fartly domain-dependent.

4.5 Impact of temporal sampling

In the preceding analysis, we used 30 years of data for ERétin/HadISST1.2 but 100 years for GC2-N96 and GC2-N216.
We now investigate the effect of shorter temporal samplingdiculating the correlations, over non-land points nofté5°N,

for different, discontinuous, 30-year periods (the firsigiaihe and last 30 years) within the 100 years of GC2-N96 an@-GC
N216 output. Fig. 8 shows these, and compares them with thelations over the whole 100 years. None of the correlation
are significant at the 90% level in all of the 30-year periddsst of the correlations that are significant at either 90% or
95% confidence over the full 100-year period are significardrily one of the 30-year subsets; meanwhile, some significan
correlations seen in one of the 30-year periods are foundonio¢ significant over the whole 100 years. The correlation fo
vorticity-based mean intensity in September in GC2-N9@nfbto be significant at the 90% level over the whole 100 years,
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is not significant in any of the 30-year subsets. For GC2-Ngfhificant positive correlations of August track counthwit
September ice extent were found for two of the 30-year per{e8% confidence in the second; 90% in the third), and for the
whole 100-year period (95% confidence).

The potential for identification of spurious correlatioadliustrated by the May intensity from the MSLP-based asiglpf
GC2-N216 model output. In this case, the correlation withtSmber sea ice extent was positive in the first 30-year g€8i6%
confidence), and negative in the third (90% confidence),endiker the whole 100 years there was no correlation signtfatan
90% confidence or above. Thus, different, discontinuousyed0 periods of a 100-year time series can produce a signific
positive correlation, a significant negative correlationno significant correlation at all, highlighting the dedence of the
results on temporal sampling.

Studies using reanalyses for cyclone tracking, and datdlised observations for sea ice concentration are reiess
limited by the availability of satellite data to the pericdee 1979. So, for example, Simmonds and Keay (2009) thexefo
considered the period 1979-2008, Screen et al. (2011) deresl 1979-2009, and we have considered 1982-2011 in olr ana
ysis of the ERA-Interim data in the present paper. Howeberrésults presented here suggest that the correlatioaimedin
such analyses may be dependent on the period selected.

5 Summary and conclusions

We have used a single cyclone identification and trackingratgm with two different tracking variables (850 hPa voitty and
MSLP), and three model simulations (ERA-Interim reanalyand two simulations with the same climate model at differe
atmospheric resolutions) to study the number of cyclonéiserArctic during the summer sea ice melt season, and theinme
intensity. We also studied the correlations between thgseme characteristics and the September mean Arctic sexient.
We found some correlations between September sea ice extdridyclone characteristics that are consistent with previ
studies, and others that are not.

Crucially, the correlations were found to be dependent agioua aspects of the model, such as resolution, as well as on
the variable used for tracking, and on spatial and temparajpding. One key result for the correlation between MSLBella
mean cyclone intensity in May, and sea ice extent in Septershewed significant positive and negative correlations fo
discontinuous 30-year subsets of the same 100 years oftdutpn a particular model simulation, while over the full 100
years the correlation was not significant. For this reas@swggest that caution should be exercised when performidges
such as this, especially where data are only available fonigeld period. Previous studies published in the literatuvhich
were limited to approximately 30 years for which satellitsservations of sea ice extent were available, and which oislsd
one tracking variable and one resolution, may therefore limswn unreliable conclusions from a limited set of resultse
interaction between cyclones and sea ice is clearly comeli; involving many competing physical processes, anthdur
investigations, focused on developing a better undersigrad these processes, would be beneficial.
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GC2-N96 - ERA-Int

GC2-N216 - GC2-N96

MJJAS

Figure 1. Vorticity-based tracking — multiannual MJJAS mean cycltagk density (10° km~—2 month™!): ERA-Interim, GC2-N96 minus
ERA-Interim, GC2-N216 minus ERA-Interim, and GC2-N216 m8nGC2-N96. ERA-Interim uses 1990-2009 MJJAS mean, whil@-GC
N96 and GC2-N216 use MJJAS mean over last 100 years of a &0« Hatching indicates that the difference is shown byetcit-test
to be statistically significant at the 95% level.
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Figure 2. MSLP-based tracking — multiannual MJJAS mean cyclone tdssisity (10°° km=2 month™'): ERA-Interim, GC2-N96 minus
ERA-Interim, GC2-N216 minus ERA-Interim, and GC2-N216 o8nGC2-N96. ERA-Interim uses 1990-2009 MJJAS mean, whil@-GC
N96 and GC2-N216 use MJJAS mean over last 100 years of a 04y Hatching indicates that the difference is shown byetcWt-test

to be statistically significant at the 95% level.
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Figure 3. \orticity-based tracking — multiannual MJJAS mean cyclartensity with background field removed (10s™!): ERA-Interim,
GC2-N96 minus ERA-Interim, GC2-N216 minus ERA-Interimda@C2-N216 minus GC2-N96. ERA-Interim uses 1990-2009 MJJAS
mean, while GC2-N96 and GC2-N216 use MJJAS mean over lasyd@i of a 150-year run. Hatching indicates that the diffegeis

shown by a Welch t-test to be statistically significant at96&6 level.
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Figure 4. MSLP-based tracking — multiannual MJJAS mean cyclone sitgwith background field removed (hPa): ERA-Interim, GN26
minus ERA-Interim, GC2-N216 minus ERA-Interim, and GC2482minus GC2-N96. ERA-Interim uses 1990-2009 MJJAS meailgewh
GC2-N96 and GC2-N216 use MJJAS mean over last 100 years @-gelds run. Hatching indicates that the difference is shbywa Welch

t-test to be statistically significant at the 95% level.
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Figure 5. Frequency distributions of August cyclone track count. Oséhe MSLP field in the tracking algorithm gives fewer cyatsn
than use of the vorticity field. The GC2-N216 climate model iziseen to give a similar number of cyclones to the ERA-Iimteeanalysis

(supported by a two-sample Kolmogorov-Smirnov test), eittile lower-resolution GC2-N96 model run gives fewer cyeton
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Figure 6. Sea ice extent multiannual-mean seasonal cycles from I3ddIR observational dataset, and GC2-N96 and GC2-N21&tdim
model runs. Error bars represent standard deviations amtitteannual means for each month, calculated over the saaes as the means

themselves. The ice extents in GC2-N216 and HadISST1.Z2aregenerally to be within one standard deviation of eackroth
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Figure 7. Pearson correlation coefficients between May-Septemlmory characteristics (over ocean and ice points only) apdenber
mean sea ice extent. Dark red squares denote positive atwred significant at 95% confidence level; light red squalessote positive
correlations significant at 90% confidence level; dark biugases denote negative correlations significant at 95%aemde level; and light
blue squares denote negative correlations significant%t @hfidence level. Correlation coefficients are not showeretthe confidence

level is less than 90%.
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Figure 8. Impact of temporal sampling, demonstrated by correlatimes 100-year period and different, discontinous, 30-geasets of out-
put from GC2-N96 and GC2-N216 runs. Colours denote signmaf canfidence in, Pearson correlation coefficients betwesyn $eptember
cyclone characteristics (over Arctic non-land points) &egtember mean sea ice extent. Dark red squares denoteegositelations sig-
nificant at 95% confidence level; light red squares denotéiyp®sorrelations significant at 90% confidence level; dalke squares denote
negative correlations significant at 95% confidence levad; lght blue squares denote negative correlations sigmifiat 90% confidence
level. White squares indicate correlation is not signifte@r®0% confidence or higher. Columns marked ‘1’: first 30 ged1 00-year period.

Columns marked ‘2’: middle 30 years of 100-year period. Gois marked ‘3" last 30 years of 100-year period.
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Table 1. Results of two-sample Kolmogorov-Smirnov test for comgami of frequency distributions of monthly whole-Arctic &yee track

count and mean cyclone intensity. Results are given for eoispn of frequency distributions for vorticity- and MSltfased tracking for
each of ERA-Interim, GC2-N96 and GC2-N216. For each of the tacking methods, results are also given for comparisadiftefrent

pairs of ERA-Interim, GC2-N96 and GC2-N216. Circle$ denote pairs of distributions which can be said to be dffexvith at least 95%
confidence, while dashes (-) mean the distributions canmetiul to be different at this confidence level. As discusseld text, it was not

possible to compare directly the frequency distributiohsiean cyclone intensity from the two tracking methods; leeticese are marked

“N/A’ here.
Month \orticity versus MSLP ERA-Int versus GC2-N9§ ERA-Int versus GC2-N21§ GC2-N96 versus GC2-N216
ERA-Int GC2-N96 GC2-N216| \orticity MSLP \orticity MSLP \orticity MSLP
Track count
May ° ° ° ° ° - - ° °
June ° ° ° ° ° - - ° °
July ° ° ° ° ° - - ° °
August ° ° ° - ° - - ° °
September ° ° ° ° ° - - ° °
Mean cyclone intensity
May N/A N/A N/A ° ° - - ° °
June N/A N/A N/A ° ° ° - ° °
July N/A N/A N/A . . - - . .
August N/A N/A N/A ° - ° - ° -
September|  N/A N/A N/A ° ° - - ° °
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