page 7, line 43 to page 8, line 39 (Sect. 3.1) This section of the text was
partly re-written to correct some erroneous notations and few sentences were
added to better explain how the method was applied. We emphasize that our
aim has been a more precise description of the used algorithm, not any change
to it. Please replace the old text with the corrected text below (the correspond-
ing latex version of the text to be replaced in the manuscript can be found in a
separate attached latex file).

” We denote the set of all sites in I by S, a single site (i.e. pixel location
determined by its row and column indices) by s = s(4,j), with ¢ = {1,..., M}
and j = {1,..., N} and the set of labels by L = {L1,...,Lk}. The config-
uration of the labels is denoted by A. After the initial segmentation we have
K classes (labels) with the class-wise means u = {u1,..., ux  and variances
0% = {o?,...,0%}. These means and variances remain fixed after the initial
segmentation. We adopt a first-order neighbourhood system 0s where each site
has four neighbouring sites, two in the horizontal direction and two in the ver-
tical direction. We use a pairwise clique system. If s and r belong to the same
clique of the site s, i.e. ¢(s) = {s,r} then s must belong to the neighbourhood
Or and r must belong to the neighbourhood Js. Hence r and s are neighboring
pixels. In the first order neighbourhood each site has four cliques. The poten-
tial function associated with the clique c(s) is denoted by V() or generically
V.. The pixel value in s is denoted by fs and f = {fs|]s € S}. Without a
subscript A refers to a label configuration in S. We denote by Ag the set of all
the configurations.

Assume that we at some iteration have the label configuration A* in S. In
the next iteration, selecting the best new label L, for the site s, given f and
Ag\s, is equivalent to maximizing the probability distribution of labels in s,
conditioned by f, and the current label configuration in the neigbourhood Aj..
This is possible by utilizing the Markov property in MRF (Besag 1974). The
selection of the best new label for the site s can be written as:

LMAP = argmaxy o P(Lg|fs, Aj,), (1)
The right hand side of Eq. 1 can be written as the product:
9(fs| Ls) exp ~ Zreos Ve (2)

where the first term ¢ is the likelihood function and the second term is the
potential function.
For pairwise cliques the potential function V.(s,r) is reduced to two states:

‘/c(s,r)(L) = 57(1&95 Lr): (3)

where
+5 Zf L,=1L,;
ch(s,r) (L) = .
B if Ly # L.

The homogeneity of the region is controlled by the parameter 5(> 0).
We assume that g has a Gaussian distribution with the class-wise mean pr,
and variance o7 , i.e. in the Gibbs form it is

(4)

9(fs|Ls) ZS_1 X exp_U(fs|Ls)
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where Z; is a normalizing constant and U(f,|Ls) is the likelihood energy.
At site s we compute the local energy U, (L), i.e. the logarithm of the product
in Eq. (2), as:

%ng)z + Z 57(Ls; LT‘)? (6)
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UL(L) = log(vZToy,) + U2



Maximizing the product in Eq. (2) over L yields the new label L. This maxi-
mization is equivalent to minimizing Us(L).

In a similar manner we obtain the best new labelling A for the whole image
by solving the local minimization of Us(L) for every s € S. So the global
minimum U(A) is achieved by local computations. This procedure results in
the MAP estimate for A:

AMAP — argmax, ¢ P(A|f) = argmin,c, JU(A). (7)

These kind of functions can be optimized by various methods, one being the
simulated annealing method (Kirkpatrick et al., 1983) (Cerny, 1985), where a
slow decrease in the probability of accepting worse solutions occurs as the algo-
rithm searches the solution space. The method used here is an adaptation of the
Metropolis-Hastings algorithm introduced in (Metropolis et al. 1953). In the
algorithm the labelling is also dependent on the control variable called temper-
ature, T, the value of which decreases as the iteration proceeds. We denote the
proposed new label by L*. If the value of the energy function U(L*) decreases,
L* is accepted always. If the value of U(L*) increases, the label is accepted with
probability exp (—AU/T), where AU is the energy difference between the new
and old configuration. ”





