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Abstract. The Rupelian clay in the Netherlandsugantly the subject of a feasibility study wittspect to the storage of
radioactive waste in the Netherlands (OPERA-pryjeédainy features need to be considered in the sssad of the long-
term evolution of the natural environment surromgda geological waste disposal facility. One ofsthés permafrost
development as it may have an impact on variouspoments of the disposal system, including the mhtenvironment
(hydrogeology), the natural barrier (clay) and ¢ingineered barrier. It thus is important to detaesrb determine how deep
permafrost will develop, in order to properly aderdhe possible impact on the various componenis. éxpected that
periglacial conditions will reappear at some paloting the next several hundred thousands of yeatgpical timeframe
considered in geological waste disposal feasibditydies. In this study, the Weichselian glaciaimmsed as an analogue
for future permafrost development. Permafrost deptidelling using a best estimate temperature cafitbe Weichselian
indicates that permafrost would reach depths batwie®® m and 180 m. Without imposing a climatic ggatl over the
country, deepest permafrost is expected in thehsaie to the lower geothermal heat flux and higherage sand content
of the post-Rupelian overburden. Accounting forimas sources of uncertainty, such as type and itrgfaeegetation, snow
cover, surface temperature gradients across thetrgoyossible errors in palaeoclimate reconstonsj porosity, lithology
and geothermal heat flux, stochastic calculatiamgtput that permafrost depth during the coldémsgess of a glacial cycle
such as the Weichselian, for any location in théhBidands, would b&30-210 mat the 2 level. In any case, permafrost
would not reach depths greatean 280 mThe most sensitive parameters in permafrost dewetnt are the mean annual
air temperatures and porosity, while the geotherhedt flux is the crucial parameter in permafrosgrddation once

temperatures start rising again.
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1 Introduction

Northern hemisphere permafrost is presently rdetfito areas in close proximity to the Arctic, gatlg north of 60° North
Latitude, and even further to the south in moumagareas (e.g., Himalaya, northern Rocky Mountafiasidenberghe et
al., 2014). Today, the lowlands of northwesterndperare free of permafrost. However, palaeoclimagonstructions have
pointed out that much of northwestern Europe egpesd permafrost conditions during the last glagiakimum (LGM;
Huijzer and Vandenberghe, 1998), recently also ¢erithe last permafrost maximum (LPM; Vandenberghal.e 2014).
Nothwithstanding the fact that recent studies saggébal warming to continue or accelerate dutimg next 100 years
(Stocker et al., 2013), or that we might be facngexceptionally long interglacial (Berger and Lteu2002), it is expected
that periglacial conditions will reappear in nordstern Europe (e.g., Belgium and the Netherlands)rae point during the
next several hunderd thousands of years, a tyfiiteframe considered in geological waste disposalies (BIOCLIM,
2001). Whereas the distribution, type and timindgrotzen ground in the past is, generally speakielgtively well known in
northwestern Europe from the distribution of shallsubsoil periglacial deformation phenomena (Huijznd
Vandenberghe, 1998), the maximum depth of past @feost development is difficult to observe in theolpgical record.
Therefore, numerical simulation seems to be thet moisable tool to estimate past and future perosafdepths, and has
been applied already in several case studies etsewh Europe (Deslisle, 1998; Grassmann et allp2&itover et al.,
2013; Busby et al., 2015).

Many of the countries that experienced permafroghé past, such as the Netherlands, Belgium, didiagdom, France
and Germany, are currently running feasibility sgdor the disposal of radioactive waste in deeplagical repositories
(Grupa, 2014). The concept of geological dispaséldsed on a multi-barrier system. Engineereddyarrconsisting of steel
components, concrete and/or bentonite are desigmedntain the nuclear waste. Subsequently, théneaged barrier is
placed in a natural barrier consisting of a lowrpeability host rock that is situated at sufficidepth and located in a stable
geological environment. Permafrost development aye an impact on various components of the disposstem,
including the natural environment, the natural iearand the engineered barrier. The hydrologicalewill completely
change under permafrost conditions, up to the pw@ihere surface and subsurface hydrology become ledehp
independent, and groundwater flow is drasticallgraded (Weert et al., 1997). Furthermore, landscaggetation and thus
the biosphere will be completely different underrpafrost conditions (Beerten et al., 2014). Hyd@aptoperties of aquifer
sands and aquitard clays might be affected dur@rghpfrost conditions, especially if accompanieddpeated freeze-thaw
cycles (Othman and Benson, 1993; McCauley et @022 Migration of radionuclides through the hastk may be altered
and the mechanical properties of the engineeredebamay be affected due to freeze-thaw cyclesiiBiet al., 2015).
Pore-water chemistry might change due to outfrepeinsalts, and gas-hydrates may develop (Stotlat. €2009). Finally,
microbial activity in the host rock will likely baffected. It is thus important to determine howppermafrost will develop,

in order to properly address the possible impacttten various components. Thick and deep low-peritigaltlay
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formations are often good candidates for host-rodke Rupelian clay, which is subcropping in mokth® northwest
European countries mentioned above (VandenbergteMamtens, 2013), is considered in the Dutch gaocdglisposal
project (Onderzoeksprogramma eindberging radidaefieal; 'OPERA") as a candidate host-rock (Grup@l4). In the
present northwest European context it providesnéerésting case study because it is distributed aveide range of

settings with respect to overburden thicknesspliity, porosity and geothermal heat flux.

Usually, uncertainties in permafrost modelling gtgdin the context of radioactive waste disposel rast addressed in a
systematic way (e.g., Busby et al., 2015, Holmeal.eR011, Hartikainen et al., 2010 ). The sevisytiof permafrost models
is often assessed in terms of variations to sipglameters like porosity or surface temperatureh eae at a time (Kitover
et al., 2013). These kind of local Sensitivity Aysds (SA) assess the response of the model ootpusrall perturbation of
single parameters, one at a time, around a nomataé. The main disadvantage of this method isittfatmation about the
sensitivity is only valid for this very specific dation in the parameter space, which is usuallyraptesentative of the
physically possible parameter space, and beconaddepnatic especially in the case of non-linear nedBo overcome this
problem, a global stochastic sensitivity analysisised in this work, where multiple locations ie gphysically possible
parameter space are evaluated at the same time.

In this paper, we will present permafrost deptltaaltions for a number of areas in the Netherlahds are representative
for a specific geological setting using a bestneate temperature curve for a glacial cycle thanalogues to the last glacial
(Weichselian). In addition, results from stochasiimulations will be presented that give an indaabf the probability of
permafrost depths under a future glacial climasdjng into account various combinations of tempemgt overburden
lithology, porosity and geothermal heat flux. Fertimore, a sensitivity analysis is performed to ierthe key model
parameters that cause the uncertainty on the esdtlpermafrost depths. As such, the work perforing@ovaerts et al.
(2011), which was done for one potential site ia ftamework of the Belgian research programme atogéal disposal ,
is taken a few steps further.

The results of the simulations can be used to asédhe foreseen depth of a future geological assp facility in the
Netherlands is sufficient to exclude possible aseeaffects from the presence of developing perreaftdp to the present,
these kind of simulations were not performed natide, and a more thorough uncertainty and sentitanalysis adds to

the robustness of the findings.
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2 Mathematical and numerical model for permafrost grovth and degradation

To describe heat transport in the sub-surface efNletherlands, the following one-dimensional emthatonservation

equation is used with heat transport only occurbipgonduction.

— (1)

whereCg is the effective volumetric heat capacity (J/K-n)s temperature (K),eq is the effective thermal conductivity
(W/(m-K)), andQ is a heat source (W/m3).
When modelling the thermal effects of freezing #malving, equation (1) has to include three phasek matrix, fluid and

ice. To achieve this, the following volume fractioare defined:

(2)

The subscript$, i andm account for the mixture between solid rock matmy, (fluid-filled pore spacef() and ice filled pore
spacei). This mixture is characterized by porositand denotes the fraction of pore space occupied hg.fls a result
of the complicated processes in the porous medioawing cannot be considered as a simple discdtyinu is generally
assumed to be a continuous function of temperatuaespecified interval.

When a material changes phase, for instance frdich teoliquid, energy is added to the solid. Thireryy is the latent heat
of phase change. Instead of creating a temperdat@gethe energy alters the material’s molecularcstire. This latent heat
of freezing/melting of watel,, is 333.6 kJ/kg (Mottaghy & Rath, 2006, is a volume average, which also accounts for
the latent heat of fusion:

— — (3)

where is the volumetric content, equals density (kg/m?), andis the specific heat capacity (J/(K-kg)). It indés
additional energy sources and sinks due to freézieling using the latent heat of fusitrfor only the normalized pulse

around a temperature transitien (K'). The integral of— must equal unity to satisfy the condition thatsp width

denotes the range between the liquidus (thawing)satidus (freezing) temperatures of the porouk sburing cooling,
solidus is that temperature at which most of theepwater of the soil is frozen. Between the solidumsl liquidus
temperatures, there will be a mixture of solid diogiid water phases within the soil matrix. Justole the liquidus

temperature, there will be mostly liquid water pFgsThis approach is similar to the one used bytddbty & Rath (2006),
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Bense et al. (2009), Noetzli & Gruber (2009), Hamat al. (2011) and Kitover et al. (2013). Valuesthe porosity, density

and specific heat of the different components arergin Table 1.

The values of the specific heat of the Boom Clayrinare obtained from Cheng et al. (2010). Theiesjant, mass-based,
heat capacity then adds up to 1443 J/(kg K) andJ3& K) for the fully unfrozen and frozen staéspectively, obtained by
using Equation (3) and dividing by the bulk densifyBoom Clay.. This is in the same range as #diaes used in Marivoet
& Bonne (1988)and Kdmle (2007) for clay sediments. The valuthefsand matrix is set to a value inside the ramgesh
are found for quartz minerals and sands (see Mall@006) and references therein). For sandy,shiésequivalent heat
capacity adds up to 1319 J/(kg K) and 937 J/(kdgdK)the fully unfrozen and frozen state respectiwehen a porosity of
30% is assumed.

In case of phase change at a single temperatueemdh conductivity is not continuous with respeattémperature.
However, considering the freezing range in rocks use equation (2) and (4) for taking into accdheatcontributions of the
fluid and the ice phase. Since the materials asamsd to be randomly distributed, the weightingMeein them is realized

by the square-root mean, which is believed to lzageeater physical basis than the geometric meay ¢Ral., 1981).

o (4)

-
-

Values for the thermal conductivity of the diffet@@mponents are given in Table 1.

The values of the thermal conductivity of the rasatrix of Boom clay and sand are chosen in the samge of the values
used by Bense et al. (2009) and Mottaghy & Ratl®§20who used respectively 4.0 W/(m K) and 2.9 Wifor a generic
sediment rock species.

For Boom clay, the equivalent thermal conductititgn adds up to 1.31 W/(m K) and 2.03 W/(m K) ffdly unfrozen and
frozen state respectively. The conductivity valfieiafrozen Boom Clay is thus equal to the vertimahductivity obtained
from the ATLAS 3 study (Cheng et al., 2010).

In sandy soils, the equivalent thermal conductiist?.05 W/(m K) and 2.80 W/(m K) for the fully unfen and frozen state
respectively. The values are in the same rangeeagaiues found in Mallants (2006) and referenbeeein.

The heat transport equation is implemented in COM&@iltiphysics, Earth Science Module (2008), togetvith all the
correlations for the thermal properties. Because tttermal properties differ between the frozen anétozen state, a
variable is created, which goes from unity to zero foryulinfrozen to frozen. Therefore, the effective mnies switch
with the phase through multiplication with The switch in  from 0 to 1 occurs over the liquid-to-solid intah¢0.0°C to -
0.5°C) using a fifth orde®-shaped polynomial form (available in COMSOL as bldt-in functionflc2hg. The polynomial

form is a smoothed Heaviside function with a cambims second derivative without overshoot and takea value between
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0 and 1. As such, in this model representatioa fitbezing process is determined only by the chamgemperature. The
dependency of the freezing point of water on pnesssalinity and the adsorptive and capillary prtips of the soil is not
taken into account in the present calculations.

As such, the freezing process is modelled usingadugl and not a sudden uptake/release of thet latergy, starting at
0°C to ensure numerical stability. Ideally, thisdzing interval should be kept as small as posditdevever, decreasing the
size of the interval will increase the computatidmarden and compromise the numerical stabilitye Effect of the size of
the freezing interval on the permafrost depth wavipusly investigated by Govaerts et al. (2011péqdix A). It was
shown that there is little influence on the resgttemperature profiles as the 50% frozen isolimeich corresponds to the
center temperature value of the liquid-solid ingyvs nearly identical for all the values that baheen tested in that study.
The size of the liquid-to-solid temperature intérd@aes not seem to have a significant impact orreterdation of the cold
wave, a phenomenon also known as the zero curfgiate In this study, the 0°C isotherm, which @sponds to the 0%

frozen state, is used a the metric for permafreptld

2.1 Parameters, initial and boundary conditions used irthe reference calculation

Permafrost development is dependent on atmosplarit surface boundary conditions, mostly air tenpeeaand
vegetation, and subsurface properties such asldghip porosity and geothermal heat flux. As suchisithe result of
interactions between global changes (temperaturd)l@cal conditions (geology). The strategy adopftmdthis specific
study consists of the following elements. First, tyeto simulate a future glacial climate using tMeichselian glaciation
(115-11 ka) as an analogue. Various temperatumna&tsts are available for this glacial period, mahyhem being derived
from palaeoclimatological archives in Belgium artte tNetherlands. The forcing temperature is allowedchange
temporally at the upper boundary, but held unif@patially for a given time step. Subsequently it & used to force the
permafrost model, which is fragmented into différe@presentative polygons. The initial conditiontbh&é model is the
steady state temperature profile based on the mirdag temperature gradient.

The thickness of subsurface units and their litbiefa distribution are considered relevant for pdrosa modelling as this
affects porosity and the effective thermal progsitiThe selection of the different areas for perosafmodelling is based
on the presence of 17 structural elements, inctudirhighs, 5 basins and 6 platforms (Fig. 1). Tat#onale is that these
structural elements delineate differences in théslsn and depths of both Mesozoic and Cenozoic galosu units.
Subsequently, a geological (property) model wasstanted based on the surfaces of the deep gealagiadel (DGM)
shallow subsurface model. For each unit, verticaoglls of 250 m x 250 m surface with a height&do the thickness of
the unit were constructed. These gridcells weraufaied with the parameters described before. Sulesely, all parameters

were averaged over the vertical interval overlythg Rupel Fm. (the overburden). The research areabdivided into
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several polygons whith dimensions ranging rougldinween 9 km x 15 km and 110km x 140 km. The midpoedasitions of
the various polygons are plotted in Fig. 1.

The reference calculation consists of 17 simulatiohpermafrost pro- and degradation during theitgerglacial-glacial-
interglacial cycle. Each calculation is performed dne of the seventeen polygons. These are disdus more detail in the
following section. It should be noted that this huet does not allow for local variations to be imtgd, but rather serves to

highlight regional trends over the Netherlands.

2.2 Porosity, lithology and overburden thickness

An important parameter for permafrost modellingdsosity. Porosity is directly linked with waterrtent as full saturation
is assumed. Consequently, thermal conductivitytaedequivalent heat capacity of the soil correspwitd these conditions
(see Table 1 and Equation (3)). A porosity valuadsigned to each of the lithostratigraphic unéfingd in the Digital
Geological Model (DGM; Gunnink et al.,, 2013) of tkballow Dutch subsurface. The hydrogeological rdIEEGIS
provides a further subdivision and includes bothifggs (sand) and non-aquifer layers (clay). Ushmg REGIS information
a percentage of clay vs. sand for each of the D@t can be calculated. Based on a relatively sarabbunt of porosity
measurements of the sand and clay layers in thégstaphic interval above the Rupel Fm., a besigfinerally applicable,
porosity-depth relationship was established forsatidy and clayey depositional facies of the varionits. This allows to
make porosity predictions in non-studied domains.

Several trends can be observed from Fig.2. Theekigliveraged mid-depth porosities for the post-Rampeverburden are
observed in the east and the southwest, reachitig $0e lowest values are found in the southeaseR@alley Graben,
polygon RVG) and the northwest. The porosity idueficed by two other parameters: lithology and dudiepth. The
thicker the post-Rupelian overburden, the deepemnid-depth for which the porosity is determineat shus the lower the
porosity. Lithology also has an influence on pagobiecause on average, clay has a higher pordsity $and. As such, the
porosity map is a mirror image of a combinatiorithiology and overburden thickness. Note that taptld to the top Rupel
Fm. is representative for the total overburden ldephich is strongly coupled to the tectonic seftiine., thick in basins and
grabens and relatively thin on structural highg(Ai and Fig. 2). Lithofacies (given as % of sase@ms to be linked to
certain structural elements. Notably in the southeé the Netherlands, the sand content is veri, higaching more than

80% in the RVG and adjacent areas. These areat asteaps for a thick series of Neogene contihesatads.
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2.3 Upper boundary condition: temperature evolution ofa future glacial cycle

The temperature curves and data used in this sitelghown in Fig. 3. Best estimates for the meananair temperature
(MAAT) during MIS5 (marine isotope stage 5) are dmh®n pollen data from van Gijssel (1995), butatpt against a
more recent chronostratigraphical framework for Weichselian glaciation (see e.g., Busschers e2807). The main
features of the MIS5 climate are the relativelydrstadials 5b and 5d, with an MAAT of -2°C, and tledatively cold
interstadials 5c and 5a, with an MAAT of +4°C. Thiet period with continuous permafrost developmiarthe Netherlands
would have been MIS4, with MAAT values droppingat® low as -4°C (threshold for discontinuous permstf@and even -
8°C (threshold for continuous permafrost) for thed eof MIS4. These values are based on periglacibrochation
phenomena (e.g., ice-wedge casts and large-soaduiions) in the shallow subsoil and their presgay distribution in
areas of stable continuous permafrost (VandenbeagtePissart, 1993; Huijzer and Vandenberghe, 1988denberghe et
al., 2014). The following MIS3 is characteriseddgomewhat milder climate, showing less periglagéfbrmation of the
subsoil. Analysis of flora and fauna preserved nithllS3 sediments, and the type and nature of fzerigl deformation
shows that some interstadials might have reacheMA&AT between 0°C and +6°C (e.g., Upton Warren, ¢do and
Denekamp interstadials; Huijzer and Vandenberg8@81Busschers et al., 2007 and van Gijssel, 128%) several stadials
would have reached an MAAT as low as -4°C (e.g.sddb stadial; Busschers et al., 2007). Subsegueht climate
evolves towards the Late Glacial Maximum (LGM), ehiis situated in MIS2. Data for this stage is raterived from
Renssen and Vandenberghe (2003) and Buylaert €2@08), and is based on the presence and typeeiidlgcial
deformation phenomena. The MAAT for the period estw 28 ka and 15 ka would not have exceeded 0°de wbme
periods show MAAT values as low as -8°C. The entMi2 is characterised by a stepwise trend towgtalsal warming,
showing significant variations between interstaglighllerdd) and stadials (Younger Dryas). Finallyesent-day MAAT
values of around +10°C are attributed to MIS1.

Upper and lower bounds for these temperature datagi@en in Fig. 3. They serve as input for thenpesrost depth
uncertainty analysis. Instead of using one besmast temperature evolution for the Weichseliarcigiégon used as an
analogue, a minimum and maximum temperature digtab for each timeframe is determined, which vedl randomly
sampled to produce various combinations of uppdrlawer bound MAAT values in the stochastic undettaanalyses.
Different sources of uncertainty are thus takemw iatcount, such as the reliability of the palaeptemature proxy, the
transferability towards a future glacial climatiycte, temperature gradients across the country anabsphere-soil
temperature coupling. Lower bound estimates arecaet3-4°C lower than the best estimate. This raalmvs for
uncertainty with respect to the palaeotemperatuogypin the case of discontinuous permafrost, whighght exist up to
MAAT values as low as -8°C before it turns into tionous permafrost (Huijzer and Vandenberghe, 1988) the coldest
periods, such as the LGM, the lower bound MAAT wasto -11°, or 21°C below the present day MAATIsTdllows the

possibility of a future glacial colder than the \&keselian analogue (e.g., the Saalian, when thedseandinavian ice-sheet
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margin was reaching the Netherlands; Svendsen,e2Q04). Furthermore, a 21°C temperature drogHerLGM is in line
with the coldest estimate reconstructions for lgimd areas in Great Britain (Busby et al., 20153. dresult, the MAAT
remains below 0°C throughout much of the glacialeyexcept for several short interstadials, sictha Allerdd.

The upper bound is based on a warm reconstrucfistheoWeichselian climate, which is based on agrokequence in
sediments from the crater lake at La Grande Hiigated ca. 500 km south of Amsterdam at an akitofica. 350 m (Guiot
et al.,, 1989). The mean MAAT estimate obtainedhat tstudy is used here as an absolute maximum rscefioa the
Weichselian glaciation in northwestern Europe giusnlocation. The upper bound for the time peraadund 20 ka, for
which the pollen record gives no solution, is get4°C (or 14°C below the present-day MAAT), be@au® assume that at
least discontinuous permafrost would have developetbrthwestern Europe around that time periods Vhlue is slightly
lower than globally reconstructed temperaturesttierLGM in northwestern Europe changes at the L@Mnbrthwestern
Europe, as proposed by Annan and Hargreaves (2@ir8) climate modelling and proxy data.

The temperature data presented here are directly as soil surface temperature data. However, &ggef snow or ice
would act as a shield against penetration of caddaad hamper the evolution of permafrost with thepthe effect of
vegetation and snow can be addressed using thegbotcfreezing and thawing n-factors, which areado one in the case
of no vegetation or snow and gradually decreasé wétgetation type and snow thickness (Lunardinif89 During a
Weichselian glacial cycle as the one presented kiegeshielding effect of snow would increase theamannual soil surface
temperature (MAST) with 2°C to 5°C with respectlie MAAT (northern Belgium; Govaerts et al., 201Dgparting from
the best estimate temperature curve, this ranglenigst entirely covered by the uncertainty rangg. (8).

It has to be mentioned that the model neglectswstdre hydrology such as the vadose zone and gveated flow. During
very cold stadials, infiltration would probably s low that the groundwater table would be sigaifity lower.
Unsaturated soil slows down permafrost developnbectiuse of the difference in thermal conductiviggween air and
water. Full saturation of the pore space is adoptéle present calculations, aiming at keepingntioelel conservative with
respect to neglected processes. Next, groundwateris neglected but it is evident that this woaldw down the speed of
permafrost development as well because of thetrdaditon of heat (Kurylyk et al., 2014). Finallputfreezing of pore
water salt would lower the speed of permafrost igraent because more heat needs to be extracteeee water with
elevated salt concentrations (Stotler et al., 2009)

2.4 Lower boundary condition: geothermal heat flux

For each of the 17 polygons, the mid-depth tempesadnd the surface temperature were used to atdctile temperature
gradient. These data are then used to calculatgethiermal heat flux using the averaged the thiecorauctivity values of
the sandy overburden (Fig. 2D). Generally speakimg country is split up between a southeasternvatir lower values of
the geothermal heat flux (0.06-0.07 W/m2) and athwveestern part with higher flux values (up to 0.98m2). It is

9
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interesting to note that this pattern follows tlat@rn of recent differential tectonic land movenas calculated by Kooi et
al. (1998). The higher flux values in the northwessh also be linked to higher mid-depth temperatimghat area. These in
turn are the result of the presence of Zechstdinagers that have a relatively high thermal cootddty (ca. 4 W/(m.K);
Bonté et al., 2012).

2.5 Model domain, boundary conditions and computationakettings

The upper part of the one-dimensional domain iseterh of the seventeen polygons modelled as sanildys deep as the
overburden reaches. The total vertical length efdhe-dimensional lithological domain is then egthto at least 500 m
with clay material, in case the overburden does neach this depth. This implies assuming that thgdRan layers

underlying the overburden are sufficiently thickbiddge the distance from the bottom of the oveitbarto a depth of 500
m. The lower boundary condition needs to be impadeddistance sufficiently far from the top to @vartificial, numerical

interaction with the surface temperature boundamddion. This is illustrated, together with theupolary conditions in
Figure 4. Material parameters are held contstamgathe domain length for each soil type.

Due to the 1D nature of the model, mesh size pneestrong obstacle. The results are checked fdrigdependency by
systematically refining the mesh. As a result, @&mef 500 equidistant elements is chosen as amapsetting for the final
simulations. Absolute and relative tolerancescfamvergence within each timestep are set to 1. JOMSOL software

adapts the size of the time step in order to fltHis requirement.

2.6 Stochastic uncertainty and sensitivity analysis
2.6.1 Uncertainty analysis

As an integral part of a safety case file, suppgrtialculations for radioactive waste disposalroftesolves the analysis of
complex systems. Various types of uncertainty aftbe results of the evaluations. An overview oé tineatment of
uncertainties in the disposal programmes of seVewmbpean countries has been compiled within théMP project
(Marivoet et al., 2008).

The nature of the uncertainty can be stochastial@atory) or subjective (or epistemic). Epistemmicertainty derives from
a lack of knowledge about the adequate value frarameter/input/quantity that is assumed to betaahshroughout model
analysis. In contrast, a stochastic model will paiduce the same output when repeated with the #gpués because of

inherent randomness in the behavior of the sysidms. type of uncertainty is termed aleatory or kastic.

10
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In general a distinction is made between threecgsupf uncertainty: uncertainty in scenario desioms, including the
evolution of the main components of the repositsygtem; uncertainty in conceptual models; uncetaim parameter
values.

Although both types and even sources of uncer&srdannot be entirely separated, the work inrdpsrt deals mostly with
subjective (or epistemic) uncertainties which @fected in the uncertainties in parameter values.

Parameters, initial and boundary conditions forhaatatical models are seldom known with a high degfecertainty. The
study of parameter uncertainty is usually subdigigeo two closely related activities referred &rénas uncertainty analysis
and sensitivity analysis, where (i) uncertaintylgsia (UA) involves the determination of the uneémty in analysis results
that derives from uncertainty in input parameterd @i) sensitivity analysis (SA) involves the deténation of relationships
between the uncertainty in analysis results andutieertainty in individual analysis input paramsteBA identifies the
parameters for which the greatest reduction in iac#y or variation in model output can be obtdlitifethe correct value of
this parameter could be determined more precisely.

To this end, a Monte Carlo simulation is based eriqgming multiple model evaluations using randonpseudo-random
numbers to sample from probability distributionsmbdel inputs. The results of these evaluations lmamsed to both
determine the uncertainty in model output and perfiA. The popular and robust Monte Carlo (MC) roethin
combination with the efficient Latin Hypercube Sdimg (LHS) is used here, and is described in sdveraew papers and
textbooks (e.g. Marino et. al, 2008; Helton, 1993)S requires fewer samples than simple random Baggand achieves

the same level of accuracy.

2.6.2 Implementation

The calculations are done in three steps, usindald&2012a (The Mathworks) linked to the finite etarh PDE solver
Comsol 3.5a (2008). First, values of all selectedigstic input variables are sampled for all tnesrusing in-built Matlab
functions. All variables are assumed to be indepahdo no in-between correlations were implemengecwumber of
simulations are then performed using the samplednpeter combinations. Matlab was used to autonfeesimulations
performed by the FE code COMSOL for all Monte Catlas. Tables of collected results produced by aatdan then be
directly analysed to calculate and plot the peit@Enand mean value of the permafrost depth asetifin of time. Matlab
was then used again to compute Standardized daP@drrelation Coefficients to investigate the graeter sensitivity. For
the regression based analyses, 1000 realizatienpeaformed to obtain the results for each scenériorder to guaranty
stability of the output, enough number of reali@aati should be provided. The minimum number of za#itbns required to
assure stable output depends on the system itsélthte number of uncertain variables associatell iwvitHelton (2005)
showed that 100-300 model runs were sufficientstable results using a far more complex two-phbse model with 37

uncertain variables.
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2.6.3 Parameter Ranges

The stochastic simulations will give an indicatiointhe probability of nation-wide permafrost depthsder a future glacial

climate, taking into account various combinatiohgemperature, overburden lithology, porosity ardtpermal heat flux.

A proper quantification of uncertainties in the rforof probability density functions (pdfs) is an essal part of the
uncertainty management and a pre-requisite forahilibtic uncertainty and sensitivity analysis. #he actual knowledge
about the statistical distribution of the parametar question is limited, it is only possible totiemte a minimum, a
maximum and a most probable value. In this casédrtfamgular distribution is the most appropriaipression of the state
of the knowledge (Bolado et al., 2009).

The parameters that are investigated in the sttichasalysis are shown in Table 2. Their minimungximum and mode
values are used to build a tri-angular probabdigpsity function, which is sampled in the stocltaatialysis. T1 to T26 are
variables which are used to control the magnitudéhe various temperature plateaus during the Weiidin temperature
cycle. This allows to account for the actual par@mencertainty on the temperature as well as tteomwide spatial

parameter variability.

2.6.4 Sensitivity analysis

A wide range of SA methods exists but can genetad\classified into Local and Global techniquesocadl SA will be
assessing the response of the model output to k penturbation of single parameters (the so catiad at a time method)
around a nominal value. The main disadvantageisfitiethod is that information about the sensitiigtonly valid for this
very specific location in the parameter space owlyich is usually not representative of the phylbicpossible parameter
space, which becomes problematic especially ircése of non-linear models.

To deal with this problem global SA methods haverbeeveloped, where multiple locations in the ptalr possible
parameter space are evaluated at the same timendsiefrequently used global techniques are impigattusing Monte
Carlo simulations and are therefore called samgtiaged methods. Global SA with regression-basetiadstrests on the
estimation of linear models between parametersnamdiel output. For linear trends, linear relatiopsimeasures that work
well are the Pearson correlation coefficient (C@tial correlation coefficients (PCCs), and stadd#d regression
coefficients (SRC) (Helton, 2005). In this studye SRC will be used.
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3 Results

3.1 Permafrost development during a Weichselian tempature cycle — reference case

The definition of permafrost applied here gsound which remains at or below 0 °C far least 2 consecutive
years (French, 2007). The -0.25°C isotherm is eh@s a conservative estimate of the permafrost &® explained earlier.
Due to the choice of a gradual phase change bet@éé€hand -0.5 °C, a soil at -0.25°C corresponda toixture of 50%
water and 50% ice.

The progradation fronts (= location where the terapge reaches 0°C,-0.25 °C and -0.5°C the sait$p. 0%, 50% and
100% frozen) for the FRP and LBH polygons are shawa function of time (Fig. 4). The permafrosnhfrpenetrates about
150m to 180m into the subsoil depending on thetioca as a result of extremely low mean annuateainperatures during
the final phase of MIS4 (early Pleniglacial) and thiddle part of MIS2 (late Pleniglacial).

The spatial distribution of maximum permafrost dept any time during a Weichselian climatic anakgugiven in Fig. 5.
The maps are interpolated (inverse distance weiyffitem individual polygon results, and are theutesf model forcing by
the best estimate climate evolution given in FigTBe maximum permafrost depth generally correspamith the coldest
peak in MIS2 (around 20 ka BP)he depth of the location where 0°C is reachiadges from 150m to 190rithe spatial
variability in permafrost depth is further illusted along a N-S transect, from polygon centre RRR#é north to LBH in the
south (Fig. 6).

Somewhat surprisingly, the calculated permafrogtidgould be about 40 m less in the north. Inteitfy one would expect
permafrost to reach greater depths in the nortbalme of the inferred temperature gradient overcthentry. As stated
above, the forcing temperature was assumed to digakp homogeneous for a given time step acrosssthdy area, such
that the results can be interpreted solely in tesfreubsurface properties. The spatial pattern afimum permafrost depth
is in fair agreement with the pattern of geothertradt flux, as shown in Fig. 2, and a relationshiifh the weight fraction
of sand can be observed as well. This seems logical higher geothermal heat flux imposes a stromgistance against
the intrusion of subzero temperatures into the goligher sand fraction facilitates permafrostwtio, as a sand matrix has
a higher thermal conductivity which allows a moepid extraction of thermal energy towards the serfduring cold
periods.Thus, assuming a constant temperature temolover the Netherlands, geothermal heat fluges, to a lesser extent
sand percentage, seem to be the determining faotexplain the N-S variability of the maximum pefroat depth.

Parameter sensitivity will be addressed in moraitligt the section on the sensitivity analysis.
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3.2 Results of the uncertainty analysis

The uncertainty analysis translates the uncertantyhe input parameters into an uncertainty onpdsenafrost depth (=
50% frozen isoline). The results are shown in Figrhe median values of the maximum permafrosttdapa time of 20 ka
are about 150 m, while the most conservative patemm®mbinations result in permafrost fronts goasgdeep as 270 m.
Note that maximum permafrost depth for the 95-1&@entiles occurs after the thermal minimum forabk phase around
60 ka BP, and not during the LGM (20 ka BP). Thisaused by a number of simulations in which tinelean combination

of cold temperatures in the period of 80 to 60 IR Bsult in a very long and continuously cold pendth temperatures
ranging from -4°C to -11°C. The difference betwelea 5% and 95%-percentiles {2is about 80 m, which is quite high
given the relatively low number of parameters.

3.3 Results of the sensitivity analysis

The goal of this sensitivity analysis (SA) is totetenine the relationships between the uncertaintyutput and the
uncertainty in individual input parameters. SA itiées the parameters for which the greatest rédndn uncertainty or
variation in model output can be obtained if therect value of this parameter could be determinedenprecisely. The
results are analysed by looking at the evolutionhef SRC and PCC coefficients. PCC and SRC pronétided, but not
identical, measures of the variable importancenglt factors are independent, PCC and SRC giveséimee ranking of
variable importance. This is the case in the presterdly, and we will focus on the SRC to discussdbnsitivity analysis. A
positive correlation coefficient (SRC/PCC) mearst th higher value of the parameter will cause gelapermafrost depth
and vice versa.

It can be seen in Fig. 8 that tR@-values are close to 1, which indicates that dggassion model is accounting for most of
the uncertainty in the permafrost depth, and thdehis behaving in a linear way.

The SRC indicates that the geothermal heat fluthes most important parameter, besides temperatn@ng. It is
interesting to note that during permafrost growdtg( around 90 ka), the geothermal heat flux isathgimportant as the
porosity. However, when the surface temperaturénagses and the permafrost starts to degradegdiothermal heat flux
acts as the main driving force of the thawing psscat the base of the permafrost, resulting incaedse of the permafrost
depth.

During the course of simulation time, correlatiaefficients can change their sign. During permafgyewth, at the initial
phase of a subzero temperature period, a highesgpwill hamper permafrost growth. A larger pevater content means
that a larger amount of energy needs to be remfyeed the subsoil in order to cool it down, becaakéhe larger effective

heat capacity, and to induce a phase change tbtileamount of pore water. A larger water contdab decreases the total
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effective thermal conductivity which slows down #raction of thermal energy towards the surfatereafter, during the
subsequent warmer period, a higher ice contentragllire a larger amount of heat to be supplietidav the permafrost.
The sand fraction shows a relatively strong, pesitinfluence on permafrost depth, this confirms fimelings of the
nationwide simulation. Compared to clay, sand hagyher thermal conductivity which will cause a maapid cooling of
the subsurface during cold periods.

The overburden thickness only seems to play adwtang moderately cold periods (e.g. MIS 5b and Sdithe overburden
thickness is lower than 500m, the remaining parthef domain is repleted with Boom Clay type matenighich has a
slightly lower thermal conductivity than the ofteandy overburden, which slows down permafrost féiona This only
seems to be of any importance in periods whenuhace temperature is only slightly below the fiegzoint. Later, when
the cold periods become more extreme (e.g. MI$h@)difference in thermal conductivity at the ckaid interface plays a
less prominent role, and the other parameters becoare significant.

Finally, it is no surprise that, being the drivifaggce for the formation of a permafrost, the suefédemperature is crucial at
the time it is imposed at the top of the computatladomain (Fig. 8: in order not to overcrowd tigufe, only 8 of the 26
temperature variables are shown). It is importanhdte that a specific correlation coefficient bmes larger when that
temperature is maintained for a longer period (€I@. and T4). Closer to the present, the dynamfcth® temperature
evolution during the Weichselian are better captunethe proxy data, which translates itself to @rendetailed temperature
evolution during the last 50 ka (T12-T26). Subsedlye this makes the individual temperature paramgetseem less
important compared to the earlier temperaturesghivban be seen as an artefact induced by the dgaafithe temperature
curve.

Another interesting point to note is the fact tadow temperature during an early timeframe cdhratinifest its influence
thousands of years later. For instance, the SR@swf T6 and T7 show a long tailing which stilldacts the formation of
the permafrost around 60 ka. This can be explamedhe thermal inertia of the frozen soil, whichsh@ot been fully

reverted to the initial temperatures at the stha subsequent cold period (see also ter Voordé,2014).

4 Discussion

The best estimate permafrost depth values of 140m850% ice and 50% water) calculated here forWhechselian
glaciation in the Netherlands are somewhat lowan tihe 200 m that was obtained by Govaerts e@l1) using the same
model and the same temperature curve. In the lsttely, a lower porosity was used (down to 30%)ictvHavours the
development of permafrost and thus explains thpetegermafrost. We now compare the results to gibemafrost depth
modelling results for NW Europe during the Weickeelor a future analogue from Delisle (1998), Gmzsn et al. (2010),
Hartikainen et al. (2010), Holmén et al. (2011)taker et al. (2013) and Busby et al. (2015). Thdilerent modelling
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exercises revealed quite contrasting permafrosthddpr the LGM, which is not surprising given éifént approaches and
parameter values were used with respect to palapetatures, duration of cold phases, subsoil thepnaperties, porosity,
heat flux, ice advance, etc. The values derivedhfthe different studies range between ca. 100 mcandB00 m for a
western European context, being site or non-sigzifip. Kitover et al. (2013) used an extended quédiod of unknown
duration and a MAAT of -8°C to produce steady-staiatinuous permafrost, reaching 300 m depth. Holetéal. (2011)
calculated a median permafrost depth for northwedteance of ca. 120 m using a MAAT of -6°C for tt@dest peak
during a future Weichselian analogue. The valug0ff m from Delisle et al. (1998) is based on atiredly high MAAT of -
7°C for the LGM during a very small time periodaabund 18 ka. Furthermore, that study used a fhigh geothermal heat
flux, 60 mW/mz, as is the case for the study by &uts et al. (2011). The latter however used ald&AT (-9°C) for the
LGM, persisting for 2000 years and preceded byadlyevery cold temperatures in the millennia bef&@imilar permafrost
depths were obtained in the study by Grassman €2@10) for northern Germany covering the last 4. Mlhe maximum
depth of 300 m for the permafrost base was realikethg a cold peak around 400-450 ka with a meawual ground
surface temperature of -10°C and a heat flux ofr80/nv. Busby et al. (2015) calculated that for an extrauld climate,
based on the last glacial-interglacial cycle in &@r8ritain, maximum permafrost would vary betwee80Im (South
Midlands) and 305 m (Southern Uplands). The largakie of 305 m was obtained using an MAAT of &0°C for the
coldest peak, which is about 8°C lower than the esed in the present study. Note that in the col8esithern Uplands
scenario ice-sheet advance was considered duriaggtdicial cycle, which has a shielding effect omaphere-soil
coupling. However, as only ground temperature hesnbmodelled by Busby et al. (2015), they could matke any
statements about ice formation or the depth theigligt or completely frozen ground might penetrattartikainen et al.
(2010) also defined several permafrost cases witkimum modelled permafrost depths (0 °C isotherfrd6® m and 390
m respectively for the Forsmark site in Sweden.

The stochastic approach applied in this study coswia large range of parameter values and bourctargitions.
Interestingly, this results in a permafrost depigtribution ranging between 100 m and 270 m (erdistribution for any
time during the Weichselian glaciation). This wimdeeems to cover any of the calculated permafregthd as mentioned
by previous studies. Some extreme values for tlitisBisles and Sweden that go beyond the thigkesnafrost calculated
in the present study are basically caused by moated MAAT values for the coldest glacial peaks.dad, one of the
remaining uncertainties are the duration and minmWMAAT values adopted for these cold peaks. Tenipeza
reconstructions, based on periglacial deformatibanpmena, show that the MAAT during the LGM in thetherlands
would have been equal to or lower than -8°C. Inanldest scenario, we adopted a value of -11°Cwloaid last for about
2000 years. To some extent these minimum scenalies remain somewhat arbitrarely, and the que&ibow much they
should be lowered in order to cover any possibtaréuglacial scenario. Notwithstanding these remgimincertainties, so
far the 300 m depth may be regarded as a maximilue vaecause the model is conservative with respegtgetation and
snow cover, groundwater flow and the depth of theaturated zone. These contributing factors wollltuiae permafrost
towards shallower depths. Note that in the OPERdjgut the long term safety of a generic repositorthe Boom Clay at a
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generic depth of 500 m will be assessed (VerhoeéfSshroder, 2011). Future research should focugefining an absolute
minimum value for the MAAT used in permafrost cadétions. It is also noted that the geothermal gratjias used here for
geothermal heat flux calculation, might not be gquigbrium yet with present-day climatic conditiofter Voorde et al.,

2014). This should be taken into account in fupeemafrost modelling work.

5 5 Conclusions

Permafrost depth modelling using a best estimatgpéeature curve of the Weichselian as an analoguehe future
indicates that the permafrost front (50% ice an#o58ater) would indicate permafrost depths betwe4®+180 m in the
Netherlands. Using the same climatic data for thifres country, deepest permafrost is expected énsibuth, due to the

10 lower geothermal heat flux and higher average samdent of the post-Rupelian overburden. Taking #tcount various
sources of uncertainty, such as type and impaategktation, snow, air surface temperate gradietitssa the country,
possible discrepancies in palaeoclimate reconsnsstporosity, lithology and geothermal heat flatgchastic calculations
point out that permafrost depth during the coldtages of a glacial cycle such as the Weichséi@rany location in the
Netherlands, would be between 120-200 m at thé&egel. In any case, permafrost would not reachtdegreater than 270

15 m. The most sensitive parameters in permafrostldgrent are the mean annual air temperatures arabipg while the
geothermal heat flux is the crucial parameter imadrost degradation once temperatures start ragagn. The permafrost
depth distribution presented here encompasses ofahg previously calculated values for other catseFurthermore, the
uncertainty analysis in which a wide range of patemvalues are considered makes the results peelséerre directly
relevant for any western European lowland locatifth a sedimentary overburden.

20 The calculations presented here are robust ancepaats/e.
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"/ PMC_zuid

Figure 1 — Structural elements in the Dutch sulaserf LBH = Limburg High, RVG = Ruhr Valley GrabefempH =
Kempisch High, ZH = Zeeland High, OHP = Oosterh®latform, PMC = Peel-Maasbommel, PMC_zuid = Peel-
Maasbommel High, WNB = West Netherlands Basin, CBentral Netherlands Basin, DRH = Drenthe High, NHRoord
Holland Platform, TIJH = Texel-1Jsselmeer High, f&st) = Friesland Platform, VLB = Vlieland Bas®RP = Groningen

Platform, LSB = Lower Saxony Basin. Dashed linergto the profile shown in Figure 6.
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Figure 2 — A: Averaged mid-depth porosity varidlilbf the post-Rupelian overburden, B: Distributimithe average sand
content in the post-Rupelian overburden, C: Deftthe top of the Rupel Formation, also representirggthickness of the
5 overburden (m), D. Spatial distribution of geothalrheat flux values(W/m2). The flux is significanthigher in the

(north)west than the (south)east of the country
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Figure 3 — Top: Best estimate temperature evaiutio the Weichselian glaciation, which is takeraasanalogue for a
5 future glacial climate in permafrost calculatiom&e curve is based on data from van Gijssel (1996jzer and
Vandenberghe (1998), Renssen and Vandenberghe)(B)3&chers et al. (2007) and Buylaert et al. §208larine isotope
stages (numbering 1 to 5e) are taken from Busse&heis (2007) and references therein. The oxygetope curve is
reproduced from NGRIP (2004) data. Bottom: Uppet lawer bound values for stochastic permafrostutatons on a
logarithmic timescale. MIS 5e is equivalent to Bemian interglacial, while MIS 1 corresponds to focene (present
10 interglacial). Y. Dryas = Younger Dryas.
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Figure 4: Model domain and boundary conditions
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Figure 5: Top: Permafrost progradation during audation of the Weichselian glaciation cycle for fRRP polygon Bottom:
5 Idem, for the LBH polygon. These two polygons (F&®R LBH) are at resp. the low and the high endhef resulting
permafrost depths.
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Figure 6 — Interpolated best estimate maximum pfostadepth map for the -0°C isotherm. The poreewaong this

contour map is assumed to be completely in thedighase.
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Figure 7 — Permafrost depth for different freezétgtes along a N-S transect from polygon centre iARRe north to LBH

in the south. See Figure 1 for location of the jeof
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Figure 8: All percentiles of permafrost front peagibn depth during a stochastic nation-wide simoaof the Weichselian

glaciation.
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Figure 9: SRCs as a function of time for a globahsitivity sensitivity study of permafrost progasidn during a
Weichselian glaciation (top: physical parameteddtdm: selected set of temperature parameters T28o variables which

5 are used to control the magnitude of the varioogptrature plateaus during the Weichselian temperatcle.).
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Table 1: Properties of the different componentthefsubsoil.

Parameter Water Ice Clay Matrix Sand Matrix
Density [kg/m3] 997 918 2803 2358
Porosity - - 0.39 Variable
Specific Heat 4185 1835 820 800

[J/(kg K)]

Thermal 0.54 2.37 1.98* 3.00
conductivity

[Wi(m K)]

*This value has been chosen so the effective thlezoraductivity equals 1.31 J/(kg K), which is thertical thermal conductivity of Boom

Clay obtained during the ATLAS study (Cheng et 201®.

30



Table 2 — Parameters and associated ranges usieel ghobal UA and SA., T1 to T26 are used to cdritre magnitude of
the various temperature plateaus during the Wéliemstemperature cycle (Fig. 3), ranging from -Cifor the lowest, and
+11°C for the highest.

Parameter Minimum  Maximum Mode Timeframe (ka BP)

Fraction of sand [-] 0.1 1 0.75 All

Overburden thickness [m] 20 1500 500 All

T1 [K] 281.15 284.15 283.15 0-115

T3 [K] 273.15 281.15 277.15 14 -145

T5 [K] 273.15 283.15 277.15 16 -16.5

T7 [K] 269.15 275.15 273.15 18.5-19

T9 [K] 271.15 275.15 273.15 21.5-22

T11 [K] 277.15 281.15 279.15 26 - 28

T13 [K] 273.15 277.15 275.15 32-36

T15 [K] 271.15 277.15 273.15 38-41

T17 [K] 263.15 269.15 265.15 44 — 49

T19 [K] 262.15 269.15  264.15 60 — 65

T21 [K] 265.15 271.15 270.15 72-75

T23 [K] 265.15 271.15 269.15 89 -92
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T25 [K] 265.15 271.15 269.15 105 -108



