
Review of:  

In-situ GPS records of surface mass balance and ocean-induced basal melt for Pine Island 
Glacier, Antarctica  

By David E. Shean et al.  

This paper discusses time series measurements of surface elevation change made using an array 
of GPS receivers set out on the floating tongue of Pine Island Glacier. These and other data are 
used to quantify the processes contributing to changes in ice thickness, especially the surface and 
basal mass balance. The analyses are described in some detail and the results are interesting. The 
work is therefore certainly publishable, but my feeling is that more work should be devoted to 
the presentation to make the results more accessible.  

We thank the reviewer for detailed comments and suggestions. 

At present there is no clear logical flow from definition of the problem, through observation and 
analysis of observation and ancillary data, to conclusions. The discussion jumps between 
observations, processes, models, supporting data, and it is difficult to keep track of what has 
actually been observed and what the ultimate goal of the analyses is.  

The original organization attempted to isolate data/methods, observations, interpretations, and 
speculation.  

The last two paragraphs of the introduction define the problem (lack of long-term BMB records 
and validation for SMB/firn models), the approach, and the overall goals of the paper.  

We modified the text to clarify the motivation and reorganized to address many of the issues 
raised by the reviewer. 

A bewildering range of surface height variables are introduced, many of which are not 
independent but simply derivatives of the others, and this really adds to the (unnecessary) 
complexity of the presentation.  

We made major revisions to simplify the coordinate system and number of variables. 

The problems are immediately apparent in that abstract. We are told that time series of “antenna 
height, surface elevation and Lagrangian elevation change (Dh/Dt)” are to be presented. But 
without any definitions the reader is left to guess what these variables actually are and how they 



are distinct. 

We modified the abstract to improve clarity.  

 Reading the paper, it seems that “height” refers to measurements relative to the instantaneous 
snow surface, while “elevation” refers to measurements relative to the fixed geoid. However, 
“elevations” are confusingly denoted by the symbol “h”, and the terminology is not used entirely 
consistently.  

We spent considerable time debating the convention to use for this paper before submission.  In 
the end, we elected to use the traditional glaciology convention for the submission, where h is 
surface elevation (for both snow and ice) above some datum (WGS84 ellipsoid or geoid). 

We agree that surface elevation (z), height (h) and thickness (H) would be easier to understand, 
and modified the notation accordingly. 

The next sentence in the abstract says that “The antenna height time series show a surface 
elevation increase”. If the increase is relative to the geoid, the ice must the thickening, right? 
Apparently not. Later on we are told that “observed Dh/Dt” is negative, implying thinning. This 
is probably the worst example of inconsistent terminology, but the discussion could be simplified 
throughout by reducing the number of variables to just the independent ones and a couple of 
critical derived ones.  

The increase was relative to the initial surface, not the geoid.  Previous work with GPS 
interferometric reflectometry (Larson et al., 2015) introduced the “reflector height” term.  We 
agree that this is confusing, so we redefine "antenna height" as "antenna-surface distance" and 
simplify as mentioned above. 

To add to the current confusion, the schematic defining all the variables (figure 4) actually shows 
Dh/Dt as positive.  

This figure has been simplified, and we changed to show Dh/Dt as negative.  The original 
intention was to show that antenna and surface elevation change are evolving independently, but 
we agree that the presentation was confusing.      

The most fundamental variable measured by the GPS is the antenna elevation. A subsidiary 
measurement, and a really nice addition, is the height of the antenna above the snow surface. To 
avoid potential confusion between elevation and height (especially if the authors are not going to 
be entirely rigorous about their usage), I would recommend using an entirely different name for 



antenna height, perhaps “ground clearance” or “exposed pole length”.  

We appreciate what the reviewer is suggesting here, but do not feel either of the terms suggested 
are appropriate.  The offset is not just exposed pole length, as it is measured to the phase center 
of the GPS antenna.  We define as "antenna-surface distance" 

Apart from these two variables, nothing is directly measured by the GPS. Everything else is a 
derived quantity, so why not just stick to these, unless it is absolutely essential to introduce 
something new. One derived variable that is worthwhile having is the snow surface elevation, 
since that is what the satellite stereo imagery (introduced later as an ancillary dataset) measures, 
but that is just the antenna elevation minus the exposed pole length. The “pole base elevation” is 
a useful reference level, but is just the antenna elevation, minus the fixed pole length, unless the 
pole angle relative to the vertical changed with time (a possibility that does not seem to have 
been considered). I don’t see the point of introducing the “reflector height” variable which is just 
the initial “antenna height” (or ground clearance/exposed pole length) minus its initial value. So 
trends in “antenna height” and “reflector height” are identical, apart from the sign. Arguably the 
“pole base depth” below the surface (or “buried pole length”) is useful in that compaction rates 
above this level and below it ultimately need to be considered separately.  

We agree, and focus our formulation using the two observables.  We chose to preserve a few 
other quantities (surface elevation) and attempted to better define the "surface elevation relative 
to tracer for initial surface elevation" which is not a simple inversion of antenna-surface distance. 

By the way, given that one pole fell over completely, can you be sure that your measurements 
are free of contamination from changes in the pole angle? Were there repeat measurements of 
pole angle?  

None of the original authors responsible for data analysis and manuscript preparation were 
present during installation and servicing of these GPS stations, and there is very limited 
documentation available due to the rushed nature of these field campaigns. We made several 
requests to original field team members for additional information about the installation and 
servicing, but did not receive definitive responses on several items.  Limited photographs show 
that the poles appear vertical during what may be servicing visits. Personal communication with 
M. Truffer and communication with newly added co-authors D. Holland and M. Bushuk lead us 
to believe that the poles did not tilt. 

If there was significant tilting of the pole, we should see much larger spreads in the reflectometry 
measurements from GPS signals in different quadrants. We added some text to address the issue 



of pole tilting in Section 5.2 (now, Pole-base settling/tilting), considering errors introduced by 10 
and 20° tilts, which are negligible for vertical elevation change. 

You also make the assumption that the pole base is the point that is fixed in the firn. That seems 
reasonable to me, but did you put an insulating stopper in the end of the pole? That would make 
your assumption more justifiable.  

This information was not available in archived documentation, but D. Holland suggested that 
there were indeed insulating stoppers at the pole base. 

So for the GPS time series there are two measured quantities (antenna elevation and exposed 
pole length) and two derived quantities (surface elevation and buried pole length). I don’t really 
see why you need any more. These can then be used to derive the surface and basal mass 
balance. The most consistent way of doing this would be to define a local vertical coordinate that 
is zero at the base of the pole and positive upwards.  

We disagree with the reviewer about the choice of the pole base as the origin.  The antenna phase 
center is the most accurate position we have, and we choose to use this as our origin. 

Then taking your equation (3) and substituting:  

where ia is the ice-atmosphere interface, io the ice-ocean interface and da+/- is the thickness of 
air above and below the origin, you get two separate equations for the surface and basal mass 
balance:  

because the reference surface is assumed to be a material surface. Now, some of these terms you 
have implicitly ignored (probably perfectly valid, but it would have been helpful to see the 
process and justification of the simplifications), and of the others, some come from your GPS 
measurements and some from ancillary data and assumptions.  

We appreciate the reviewer's formulation.  We reworked our original derivation for basal mass 
balance and further explained our assumptions. 

The divergence term comes from your measurements of the rate of change of the distances 
between GPS stations. Or does it? The methods section describes how you derive absolute 
positions and motion relative to fixed reference stations. But the absolute motion is unimportant 
here as your calculations are in a Lagrangian framework. Couldn’t the inter-stake distances be 
derived more simply and accurately by differential positioning of one station relative to the 



other? No fixed base station is needed then.  

The reviewer misunderstood our methods here.  Following standard differential GPS processing 
methodology, we used a fixed base station to correct all GPS records with the goal of obtaining 
highest possible absolute accuracy at all sites. The differential correction applied at all 5 sites 
was effectively the same.  The relative accuracy for inter-site distances should be ~1 cm, so it is 
unnecessary to perform differential corrections within the network. 

We then calculated inter-site distances within the 5-site network. Figure 6 shows inter-site 
distances calculated relative to SOW1, not the fixed base station.  We performed similar 
calculations using each station as a reference, but only included the figure with SOW1 as 
reference in the paper.   

And given that you have all the inter-station distances as a function of time, why don’t you make 
a direct estimate of the divergence from those data?  

We did – that is how we estimated longitudinal/transverse strain rates within the array (included 
in original submission text), which we multiply by thickness estimate to obtain flux divergence 
and expected elevation change due to flux divergence (which is negligible). 

Our preliminary analysis produced the following figure, which shows the direct inter-station 
distances as a function of time for the full array. Figure 6 from the initial submission included the 
first column (refer to original caption), as we felt the figure was too busy. 

 



Actually, since you have five stakes, and you only need three to do the calculation, you can do it 
with multiple stake combinations and get some idea about the spatial variability. Why haven’t 
you done that? I found your ad hoc calculations based on the assumption that some stakes were 
oriented along flow, and that along-flow extension should dominate, to be rather unsatisfactory.  

We did make a direct estimate of divergence, as shown in Figure 6 and described in Section 3.2 
of the original submission. 

Our assumption about the orientation of the sites was not ad hoc.  The sites were installed in this 
along-flow and cross-flow orientation based on known velocity vectors for PIG.  Our initial 
calculations between each pair of stations shows that magnitude of the strain rates is negligible, 
so we did not pursue a more rigorous analysis.  

Regardless, we reworked our strain rate estimates for 8 different triangular sections within array.  
The figure and text were updated accordingly. While this analysis may be more rigorous, we 
actually lose some of the temporal resolution from the direct site to site displacement time series 
in Figure 6 of the original submission, which provides useful information about the timing of 
changes in velocity and strain rates. 

The air thickness terms come from the firn modelling, which needs a much clearer discussion of 
the inputs and outputs. I think it is driven by the “SMB and Temperature data” discussed in 
section 2.4. In which case, why is that section not a part of a larger section that discusses the firn 
model?  

This is not the case.  Our estimate for air thickness comes from an analysis of all available 
airborne radar two-way travel time and contemporaneous surface elevation from airborne 
LiDAR (see Shean, 2016).  For this paper, we considered the temporal evolution of firn air 
content from FDM to show that it does not vary much during the ~2-year time periods, but did 
not use the absolute firn air content estimates from the model. 

As it stands, it is presented to the reader as a standalone estimate of SMB, but that is one of the 
quantities promised in the title from the GPS records. The point being, I assume, that you want 
regional estimates to drive the firn model, distinct from the point estimates that are the result 
promised in the title? How sensitive are your firn model results to these inputs?  

We include references to several existing publications that describe the firn model and 
input/output data in detail.  These details are beyond the scope of this paper.   We did not use our 
GPS-derived results to drive the firn model.  



Basing your temperature on a measurement at Evans Knoll and an assumed lapse rate will 
introduce a warm bias. It is well known that a stable inversion layer can form over the flat 
topography of the ice shelves, so surface temperatures can be lower than those on surrounding 
higher ground. I doubt that ERA-Interim captures this. Could you not use remote sensing data?  

We included the Evans Knoll temperatures and the ERA-Interim temperatures in the paper for 
reference, as they provided the best available T information at the time.  The NYU AWS data 
from the PIG drilling camp were not publicly available. 

We have since added David Holland and Mitch Bushuk to the author list, as they provided access 
to the NYU AWS data.  Unfortunately, the NYU AWS moved locations from 2008-2010, 2011-
2012, and 2013-2015.  It was co-located with the GPS network from Jan 2013 to Jan 2014.  We 
use the 2013-2015 period to compute a more appropriate scaling of the longer 2011-2015 Evans 
Knoll AWS data and the ERA-Interim data.  We are most interested in relative T records to 
provide context for the warm periods where we document large elevation change. 

We acknowledge that there are a number of issues with the AWS records, but it is a minor 
component of the paper.  A separate, more detailed study of the AWS data is warranted. 

What remote sensing data does the reviewer have in mind? It is unlikely that any remote sensing 
data with sufficient resolution would provide the necessary temporal resolution for this 
comparison.  

The outputs from the firn model are never clearly presented. A vertical velocity associated with 
compaction is quoted in a number of places, but the separation of compaction into the 
components that occur above and below the pole base (as in the above equations is never made 
clear). These are key components of the results, and I would have expected to see some graphical 
presentation of them. The surface height from the firn model is shown, but this doesn’t tell the 
reader what was actually used in the calculations of surface and basal mass balance.  

We elected not to include the firn model details in the original submission, as these are described 
in existing literature.  We include some figures here for clarification, and can consider including 
as supplemental figures with the manuscript if necessary. 

The simulated IMAU-FDM surface elevation profiles do include the compaction above and 
below the pole base. 



 
Figure	1:	PIG	shelf	grid	cell	IMAU-FDM	surface	velocity	components	(for	detailed	description,	see	Ligtenberg	
et	al.,	2011).	vice	is	downward	velocity	across	the	firn-ice	transition,	which	is	set	to	the	long-term	ice-
equivalent	SMB.		Also	note	that	vbouy	term	counters	positive	velocity	due	to	accumulation	(vacc),	as	this	grid	
cell	is	floating.		Expected	IMAU-FDM	surface	elevation	is	computed	by	integrating	vtotal.	

 



 
Figure	2:	Expected	elevation	of	tracers	for	the	original	surface	(𝒛𝒔𝒖𝒓𝒇𝟎))	and	pole	base	(assuming	initial	depth	
pole	base	depth	of	1.0	m),	relative	to	initial	surface	elevation,	from	2012-2014.	

 

 
Figure	3:	Expected	surface	(𝒛𝒔𝒖𝒓𝒇, 𝐝𝐚𝐬𝐡𝐞𝐝	𝐥𝐢𝐧𝐞𝐬)	and	pole	base		(𝒛𝒑𝒐𝒍𝒆𝒃𝒂𝒔𝒆, 𝐬𝐨𝐥𝐢𝐝	𝐥𝐢𝐧𝐞𝐬)	elevation.	Note	that	
pole	base	motion	appears	similar	for	the	observed	range	of	pole	base	depth	below	the	surface	(~0.5–1.0	m).	



 

The zia term is simply the (assumed fixed) pole length minus the (measured) exposed pole 
length. The zio term is a bit more complex, since it must come from the measurements of 
antenna elevation and an assumption of isostatic equilibrium:  

 

where h0 is the elevation of the reference surface above the geoid, that is the measured antenna 
elevation minus the fixed pole length. This leads to:  

 

which is now clearly in terms of the two directly measured quantities and two outputs from the 
firn model. Now the melt rate can be derived from the following equation:  

.  

In the above notation h0 is the same as the authors’ “pole base elevation”, so I think a couple of 
the terms in this equation are the same as those in their equation (7), but I am not sure about the 
rest. I did not really follow all the assumptions made in the derivation of (7) and I would argue 
that the above is clearer in its relationship to the directly measured antenna elevation, the firn 
model output and the surface accumulation rate (itself derived above from a directly measured 
quantity and firn model output).  

We appreciate the reviewer's take on the problem.  We modified our derivation to accommodate 
several of these issues, but elected not to use a pole base origin. 

Of course, this equation and the authors’ version relies on the assumption of isostatic 
equilibrium. Curiously the validity of this assumption is never discussed.  

We added a new section on hydrostatic equilibrium to the discussion section.  More discussion 
on the validity of this assumption is included in a forthcoming companion paper on the DEM 
analysis for the PIG shelf. 

However, the quoted thicknesses measured from radar differ from those calculated from surface 
elevation, so it is clear that the assumption does not hold.  

We strongly disagree with the reviewer's opinion that this difference means the assumption does 
not hold.   



The Stanton et al. (2013) radar processing did not include corrections for variable radar velocity 
in snow, firn, and ice.  This likely leads to an overestimate of the radar thickness in the Stanton et 
al (2013) results.  We also do not know definitive information about the position and acquisition 
dates of the radar profile relative to the GPS array, as this is not archived/documented. Repeated 
inquiries about relative locations of the PIG field data collection did not provide detailed 
answers.   

We also do not have well-constrained estimate of local firn air content, so we use our shelf-wide 
estimate as described earlier.  On some level, this firn air content uncertainty is less important, as 
it falls out of the elevation change term, and we know that the velocity divergence term is small, 
due to limited strain rates.  

Herein lies the major weakness of the paper. It is well-known that over length-scales comparable 
with the ice thickness, vertical shear stresses can partially support the ice.  

We also disagree that the assumption of hydrostatic equilibrium is a "major weakness."  This is 
addressed in the new discussion section on floatation. 

The GPS network is ~2 km across, which is >4-5x the local ice thickness (~350-500 m).  The 
nearby channel/keel widths are ~1-2 km across, so still >2-3x the local ice thickness.  We argue 
that for the observed length scales and thicknesses, the hydrostatic assumption is perfectly 
reasonable.   

This has been shown to be the case on similar channel-like features on a number of ice shelves 
(McGrath et al., 2012, Ann. Glaciol., 53, 10-18; Jenkins et al., 2006, J. Glaciol., 52, 325-346), 
including on Pine Island (Vaughan et al., 2012, J. Geophys. Res., 117, F03012).  

Experiments with a high-resolution ice-flow model show that wider channels tend to be near 
equilibrium, with bridging stresses becoming more important for narrow channels (Drews, 
2015).  

It is also unclear whether the studies cited by the reviewer used appropriate sub-km-scale 
snow/firn thickness variations when processing radar data or removing firn air content when 
calculating deviation from hydrostatic. 

The key point is that while the ice is not freely floating (as it is not on the scale of the stake 
network discussed here) the regions of thinner ice will be sinking as the ice deforms under the 
vertical shear stress.  



Many of the papers suggested by the reviewer involve processes that are much more important 
closer to the grounding line.  The section of the PIG shelf with the GPS receivers is relatively 
thin (~450 m) and based on its distance from the grounding line (~40-50 km in 2012) and known 
ice shelf velocities (~3.8-4.0 km/yr), this section had at least 10-12 years to equilibrate after 
crossing the grounding line before our study period starts.  We argue that the magnitude of any 
vertical “sinking” of thinner ice should be significantly dampened by 2012. 

So if you set up a GPS station in a channel you will see a surface lowering even if the ice 
thickness remains constant. Such a process could introduce a significant bias to the estimates of 
basal mass balance that does not appear to have been considered by the authors.  

Again, this lowering rate will be highest near the grounding line, and should decrease over time.    

The magnitude of this lowering is also highly dependent on the actual thickness difference 
between the channel and the adjacent keels.  Near the GPS receivers, the observed surface 
elevation difference between a trough floor and an adjacent ridge crest is typically less than 10 m 
or <15%.  It is unlikely that this process would result in 3-5 m/yr of surface lowering, especially 
for the timescales involved. 

We disagree with the reviewer that this effect introduces a significant bias in our basal mass 
balance estimates.   

It might, for example, explain why the surface elevation changes are rather steady despite the 
change in ocean conditions that have been inferred to have changed the melt rates.  

We strongly disagree with the suggestion that the relaxation would be large enough to dominate 
the observed surface elevation change.  We arrive at the same conclusion regarding ocean 
sensitivity when using Dh/Dt from high-resolution DEMs over the entire shelf, for multiple time 
periods and spatial scales.       

Overall, my recommendation would be to restructure the paper along the following lines:  

Introduction: A general introduction to the region and the problem to be addressed. Don’t discuss 
your GPS sites in detail yet.  

Method: Describe the principle of how measurements of the elevation and exposed pole length 
can be used to calculate the surface and basal mass balance. Introduce the reference frame and 
variables and show what additional information you need.  



GPS data: Describe the set-up of the GPS sites, the data collected and the processing to get to the 
key results of antenna elevation and exposed pole length and inter-pole distances, and the 
uncertainties in all these numbers.  

Divergence: Describe the calculations and show the horizontal variability. Discuss the 
uncertainties.  

The horizontal variability is a result. It seems the reviewer is suggesting that this be mixed with 
description of the methodology? 

Firn compaction: Describe the model and the necessary input data. Show the outputs that you 
actually use in your calculations.  

Results: Calculate surface and basal mass balance and uncertainties. Compare with other studies.  

Discussion: Discuss all the other potential sources of error. Don’t forget the impact of adjustment 
towards isostatic equilibrium. Not only is it a source of elevation change that is not related to 
thickness change, but it gives rise to a flow divergence that changes with depth, so your 
measurements of surface divergence are not representative of the depth-mean.  

Conclusions: Can you say for sure that the melt rates were steady, given the uncertainties and 
potential biases? If it was, how do you explain that observation?  

Finally, some more minor points:  

I would recommend making it clearer in the title that the measurements are on the floating part 
of Pine Island Glacier and that the surface and basal mass balance estimates are derived from 
GPS measurements. The wording at present suggests that the results are directly measured by 
GPS.  

The PIG1 site is not on the floating portion of the PIG shelf.  Regardless, we changed the title, as 
most of the paper focuses on the shelf. 

Some of the figures could be improved. In particular, it would be much easier if the sites were 
labelled in Figure 2. The colour code is really hard to use. Again, label them on Figure 10.  

The color code is consistent throughout the text, and we feel it is useful for connecting the maps 
with the time series plots.  We chose not add labels to Figure 2 as we did not want to obscure 
local surface topography near the GPS sites.  We added labels to Figure 10. 



Why did you use a tide model to remove the tides from your records? Why not do a harmonic 
analysis of the elevation data themselves? Your records are long enough to make reliable 
estimates of more tidal components than are given in the CATS output, aren’t they?  

The tide model (which is excellent) was used to remove the expected tidal fluctuations.  A 
subsequent frequency filter was used to remove residual components and tide model errors with 
period <1.5 day.  The CATS2008A tide model showed excellent agreement with the observed 
GPS records.  Using a harmonic analysis would not change the results in a significant way.   

In summary, while this is a long review, there are some really nice results contained in this 
paper. I also think the detailed discussion of the data and analyses could be a real strength, if it 
were presented in a more readily accessible way. The current presentation left me a little 
confused as to what the bottom line really is. The title promises estimates of both surface and 
basal mass balance, but the calculations are dependent on the results of a firn model that needs 
surface mass balance as an input. It is never made clear to what extent the author’s regard their 
calculations of surface accumulation as independent results, or if the discussion is merely a 
demonstration that measured changes in exposed pole length are consistent with, rather than an 
addition to, prior knowledge.  

The reviewer is correct, that we are using modeled SMB to drive a firn model, and then 
comparing with observations.  We improved the text to clarify, and then emphasize the main 
results involving basal melt rates.  The RACMO SMB is used to provide necessary first-order 
corrections, and the GPS results provide an improved record of ~daily accumulation.  We 
demonstrate that there is more to be done with the GPS-derived accumulation records, but this is 
better suited for a follow-on study.  

Likewise, with the basal mass balance. Do those results represent an addition to our knowledge 
of melting at the base of Pine Island, or are they more a demonstration of the limitations of using 
surface elevation data to infer melt rates at these spatial scales?  

Our results present new information about basal melting, and demonstrate that this information 
can be derived from GPS records.   

The 2-year GPS records provide important constraints for a period when ocean temperatures 
were variable.  These records also provide important cal/val for melt rates derived from the high-
res DEMs. 

Existing knowledge about PIG melt rates come from a single site described in the Stanton et al 



(2013) paper for a ~30 day period, with limited information about actual location.   

L. Padman (Referee)  

padman@esr.org Received and published: 2 May 2017  

SUMMARY  

This paper describes a GPS-based technique to make estimates of basal mass balance (BMB) and 
surface mass balance estimates for Pine Island Glacier ice shelf (PIGIS). The inclusion of GPS-
derived snow surface height relative to the GPS antenna is a particularly interesting addition to 
standard ice-shelf GPS analyses, and the results are tied in well to other utilized datasets 
including the stereo-imagery of the DEM and the surface snow/firn state from a RACMO-based 
firn density model (FDM).  

I have the advantage of being late in my review, so I don’t need to make the detailed review 
comments in RC1. However, I agree with all of these. In particular:  

(a) It took me a long time to get the actual vertical coordinate system sorted out in my head. The 
“surface relative to the receiver” is a great addition, but it means finding clearer symbols, and 
explaining the coordinate system more carefully, early. (e.g., Already by line 15 in the Abstract, 
I was confused by the statement that “The antenna height time series shows a surface elevation 
*increase*” on an ice shelf that is thinning rapidly.) RC1 suggested fewer symbols. I agree with 
this, and suggest using relative height values as close to fundamental measurements as possible 
(the ‘h’ variables in Fig. 4), rather than derived difference quantities (‘z’ variables) even if it 
means adding text volume. Then also use longer but more descriptive subscripts. So, e.g., instead 
of z_a, use (h_antenna – h_snow_sfc).  

We modified the variables and coordinate system as described earlier and included more 
descriptive subscripts. 

(b) The issue of whether the hydrostatic assumption is really appropriate in the presence of 
small-scale ice thickness variability needs to be better addressed. Maybe this has something to do 
with the obscure (to me) “diffusion of local topography”? But somehow convince us that 
hydrostatic is okay.  

Addressed in earlier responses to RC1 and in Discussion section.  Reworded the "diffusion of 
local topography" 

(c) I agree with RC1 on the general layout of the revised paper. Revisions responding to RC1 
cautionary comments about data analyses (e.g., maybe other poles also lean?) run the risk of 
weakening your conclusions specifically about BMB. However, I don’t think that matters too 
much, as your paper will still describe an interesting approach to GPS analysis that will likely 
lead to much improved GPS installation practices and data value from future GPS sites.  

We disagree with the suggestion that our revisions weaken conclusions about BMB, and back 
this up with additional discussion in the revised paper.  We appreciate the reviewer's comment 



about applicability to other GPS sites. 

Specific comments are divided into “Major”, where I’d like to know what you did in response, 
and “Minor”, which don’t require documentation in revision. Numbers refer to original page.line.  

MAJOR COMMENTS  

Title is not right. First, what “*not* in-situ” method is available for GPS? Second, there are other 
important data sets and model output sets used here.  

Removed “in-situ” from title and modified as “GPS-derived estimates”.   

1.15: This is when it first became clear I didn’t understand the vertical coordinate system; see 
SUMMARY comments and RC1.  

Modified as described earlier. 

3.7-8: The Jacobs et al. (2011) paper compares just one cruise in 1994 with another in 2009. This 
doesn’t seem like robust evidence for a causal link between the “increased ocean heat content” 
and accelerated mass loss. It probably is, although glacier dy- namics must figure into this, so 
maybe put an “attributed to” in there.  

Good point.  Modified text accordingly. 

3.9-10: The 40-50 GT/a is *net* mass loss *from the grounded glacier*, right? Other- wise these 
numbers don’t make sense given 130 Gt/yr discharge. Need to be specific.  

Added “net” for clarification. 

6.13-25: What does a bias in the atmospheric model do to the results from a firn density model? 
And is the bias even taken into account when the FDM is run? Since RACMO2.3 is run from 
ERA-Interim (I think), then presumably RACMO2.3 has similar biases that need to be corrected 
for before running the FDM.  

A bias or unknown long-term trend in the modelled atmospheric conditions can indeed have an 
effect on the IMAU-FDM results. For the IMAU-FDM initialisation, it is assumed that the 
climate prior to the simulation period (i.e. pre-1979) has been similar to the 1979-2015 average 
climate and to accommodate any unknown trends before 1979 a sensitivity analysis was 
performed (see SOM of (Pritchard et al., 2012)). It is found that for high accumulation and/or 
high surface melt regions the uncertainty in modelled surface elevation can be as high as 20% (2-
sigma confidence interval). Since the PIG shelf is not an extreme accumulation region (< 1000 
mm w.e.) and experiences moderate surface melt, the modelled surface elevation uncertainty is 
~10%. Unfortunately, the uncertainty analysis has not been performed on the individual vertical 
velocity components (e.g. v_fc). As it is unlikely that the uncertainty/bias in an individual 
components is much larger than the total uncertainty, we take a conservative estimate for the 
uncertainty in v_fc of 10% (or ~0.1 m yr-1). 

We are aware that a possible bias in ERA-Interim is transferred into RACMO2 and therefore in 



the IMAU-FDM results. However, RACMO2 results are extensively evaluated by numerous 
independent methods and the expected biases are within the above-described uncertainty 
estimates. 

Finally, the absolute bias is less important for the relative evolution during the 2-year periods 
under consideration in this paper. 

9.8: What is “diffusion of local topography”?  

Changed to “local deformation” and added more discussion of bridging stresses and relaxation. 

9.34: “reflector height” is a confusing term. See extended discussion of coordinate and naming 
issues in RC1.  

This was the term used in previous literature, and we agree it is confusing.  Changed to "antenna-
surface distance" 

10.35: Identify, on Fig. 10, the “flow” and “transverse” directions. 

We added a flow direction arrow to Figure 2, which should be sufficient. 

MINOR COMMENTS 	

3.9: either “with annual discharge of ∼130 Gt” or “with discharge of ∼130 Gt/year”.  

Changed. 

5.2-3: I agree with RC1 that it doesn’t make sense to detide with a tide model when you have 
tide-resolving GPS. It’s nice to see that CATS works well, so keep the comparison, but detiding 
with a tide model only makes sense for short or gappy GPS records. A better approach would be 
using T-Tide (in matlab) or the equivalent Foreman (1977) FORTRAN code.  

We appreciate the suggestion, and will consider for future analyses, but feel that our approach is 
sufficient given the goals of the study and our focus long-term change.  We removed the tidal 
signals using CATS, and then applied a 1.5-day low-pass filter, which removed residual high-
frequency errors and provided smoothed time series for further analysis.  Rerunning with the 
suggested approaches will not significantly change our results.   

5.25: Does “firn” include “snow”? Fig. 4 suggests that snow and firn are regarded distinctly. If 
so, the interface you are getting the relative surface elevation from is not necessarily “firn-air”  

This page and line number do not include any mention of firn or snow. 

Fig 4 was meant to be illustrative, with “snow” representing new snow accumulation since the 
installation at time t0.  As soon as the “snow” is emplaced, it is included in the dynamic firn 
model, so, yes, "firn" includes "snow" 

6.21: 917 kg/mˆ3 is solid ice, right? So it’s a bad criterion for the firn-ice transition.  



Yes, solid ice is assumed to have a density of 917 kg m-3. Therefore, in the IMAU-FDM we take 
the depth at which this density is reached as the boundary between the firn layer (all densities < 
917 kg m-3) and ice column (density equals 917 kg m-3). With the IMAU-FDM, we try simulate 
all processes in the firn layer in order to be able to divide elevation changes between changes 
occurring in the firn or ice column. Our opinion is that the firn-ice transition is best defined as 
the depth at which the density reaches 917 kg m-3. 

page 7 and elsewhere: Once the vertical coordinate symbol set is finalized, make sure all 
occurrences are formatted the same, e.g., \it{H}, not H. 	

Checked all formatting for consistency. 

7.25: 5 kg/mˆ3 seems like a high error for water density, and probably also high for solid ice, 
although there is might be used as a fudge factor for firn density profile.  

This was a conservative estimate, but we agree it is probably too high.  Changed to 1 kg/m3, 
which slightly reduces basal melt rate uncertainty estimates. 

8.14: “30-40 m/yr” doesn’t seem “subtle” to me.  

Good point. Removed “subtle” 

8.17: velocity units on Fig. 5 are m/y, so don’t use cm/day in text.  

This is describing velocity change over timescales of days, so units of m/yr are not appropriate.  
Changed to “m/day” and reference to Fig 6, which does include units of m/day. 

9.22: (a) first call to Figure 9 is to Fig. 9C. Organize panels in the order that they come up. (b) 
Figure 9 called out before Figure 8?  

We reorganized panels and references in text should be consistent. 

10.5: either “from May to August” or “for the period MayâA ̆TˇAugust”  

Replaced “–“ with “to” 

10.18 and 16.12: What is “NMAD” ?  

This is defined as normalized median absolute deviation on Page 6 when describing AWS data. 

10.25-27: Not sure what you mean by “aggregated” here.  

Changed to “Composite products with time interval between 0.5–2.5 years were generated” 

This process is described in greater detail in forthcoming paper focused on the DEMs, rather than 
GPS. 

10.34: delete “(Figure 10)”; sentence already starts “Figure 10 shows”  



Deleted. 

11.5: In text you quote mwe/month but in the figure you send us to (9F), SMB is given as 
mwe/day, so I can’t directly compare them.  

We chose to scale the monthly SMB to mwe/day rather than scaling the daily SMB to 
mwe/month, which would lead to a confusing range of large values.   

12.2: delete “the” in “The results in the Section 3” 

Done  

14.33: repeat “bottom” in “bottom altimeter” here. I lost the thread of what altimetry you were 
talking about. Alternatively, reorganize this to tell us all about the altimeter then compare its 
results with your estimates.  

Repeated “bottom” which we feel is sufficient, as we are not directly showing other altimetry 
data for this paper. 

15.11-14: This text could be tightened up.  

Modified the text to improve clarity. 

FIGURES 	

See RC1 for some other figure comments.  

F.1: Add a bold “North” (N) arrow since occasionally you refer to directions and it is hard to get 
oriented with this map.  

Added. 

F.2A: again, north arrow would be good, and a flow-direction arrow would help. (Better than just 
having it in the caption.)  

Added a flow direction arrow, but did not add N arrow, as this figure is already cluttered and the 
location is clearly shown in figure 1. 

F.4: As in RC1, recommend that you minimize the number of different vertical vari- ables, even 
if you end up writing (h_i-h_j) in text rather than derived ‘z’ quantities. The fundamental 
measured values are antenna height above ellipsoid/geoid, and antenna height above snow/firn 
surface, right? This figure would also be a good place to define distinctions between snow and 
firn, and between firn and ice.  

Simplified (see response to RC1).  It is unclear about what “define distinctions” means.  We have 
labels and lines for the air/snow and snow/firn transitions.  We do not feel it is necessary to 
include the firn/ice transition, as this is much deeper in the column.  



F.5: Minor point, but commit to all caps everywhere, including figure legends, for site names etc. 
(e.g., “pig1”=>”PIG1” etc)  

Done. 

F.8 and F.9: switched order?  

Reviewed and ensured that text and figures are in order. 

F.9: stack panels according to order of introduction in text. (Or modify text, if you think the 
figure panel order is more logical.)  

Done. 

F.10: mark “along-flow” and “transverse” directions on at least one panel.  

We added a flow direction label to Figure 2 as suggested, which eliminates the need to add labels 
to figure 10.  Also, we are confident that the reader can infer relative motion of the GPS sites 
between A and C in Figure 10. 
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