Authors’ Response to Anonymous Referee #1

We are grateful to the referee for reading our manuscript and we thank for her/his comments.

In the following we reply to each of the referee’s comments. We highlight individual parts of the comments that
we are going to address in italics. Our response is put below each comment together with our proposed changes
to the manuscript; where these changes will appear in the revised manuscript is put in parentheses.

* page 3, line 19: rho of w (density of water) should be defined here.

— Yes, we need to define p,, here and will do so in the revision.(page 3, line 19)

* p.3, 1.26 “For faster computation...” - faster than what? Please clarify.

— We meant faster computation because of the daily time step. Of course this is relative, so we will
delete that phrase and instead simply state: We use a time step of one day. (p.3, 1.26)

e p.5, 1.15: please add comma after “A set to zero”.

— We will add a comma to clarify that sentence. (p.5, 1.15)

* p.6, 1.3 water density is defined here but should be defined earlier on p.3 (see above).

— In the revised manuscript, p,, should be already defined before as mentioned in the first bullet point.

e p.6, L18 “We neglect refreezing of melted ice and treat ice melt as runoff.” - what is the basis of this
assumption? Is it reasonable and realistic for the GrlS? Adding a sentence or two of justification here
would be helpful.

— Ice itself does not retain any meltwater at the surface and we assume that it has a water holding
capacity of effectively zero. If a snow pack is present we assume that it can retain melt water.
However, it turns out that we have missed adding a refreezing fraction fg to the rhs of Eq. (16c),
which reduces the potential refreezing according to this parameter. In the revised manuscript f is
one of the free model parameter and included in the parameter calibration (varying between 0 and 1).

— In the revised manuscript Eq. (16¢) should read: R = Ryyin + Rmelt = fR(Rpot,rain + Rpm,me]t) with fr
being the refreezing fraction and a free model parameter.

— To explain the neglect of refreezing of melted ice, we suggest the two sentence from above: Ice itself
does not retain any meltwater at the surface and we assume that it has a water holding capacity of
effectively zero. If a snow pack is present we assume that it can retain melt water. (to be added to p.6,
1.18)

e p.7, L.8: “Tmin is set to 263.15K as originally proposed” - How reasonable is this assumption and is it
supported by in situ and/or satellite data? What is the sensitivity of model results to varying it by several
degC plus and minus?

— After revising the albedo parameterisation we decide not to use the proposed approach by Slater et al.
(1998). We find that 0 max and o min are only a couple of per cent apart of each other, (0.77 and
0.80, respectively in the submitted manuscript, see Table 1). This means that the overall effect of this
parameterisation will be at max 3 per cent, which is not much added value in our opinion. Instead,
we decided to reduce the complexity of the albedo parameterisation and the number of free model
parameters. Hence, 0t min and Tp,;, are no longer needed. However, for other (future) application
we keep the albedo in the model to be chosen by the user optionally but will not mention it in the
manuscript to avoid confusion.

— We propose to simplify Sect 2.4 (Snow albedo parametrisation) in the manuscript. The albedo
parameterisation simplifies to &t = ot; — fo (0 — Qg ), i.€., Eq. (19). Eq. (18a,b) are no longer needed.
Changes in Sect. 2.4 and throughout the revised manuscript will be made accordingly. (Sect. 2.4,
p7-8)

* p.8, L1 reword to “we refrain FROM USING...”

— We will revise this part of the manuscript because of justified comments by the second referee, who
suggests to use more than three years for the calibration to make a more robust parameter estimation.
(p.8 11.1-4)

* p.§ 1.15 -> “are close TO their expected trajectories.”

— We will change the sentence as proposed.

* p.8, 1.24: -> “while also allowing THE ASSESSMENT OF variables with different units.”



— We will change the sentence as proposed.

e p.10, 1L.4/5: “While melting over the northern part of the ice sheet is overestimated by SEMIC, it is
underestimated over the southern part of the ice sheet” - this seems opposite to what I interpret from
studying Figure 3 - please check.

— No, the difference between SEMIC and MAR is positive in the northern part and negative in the
southern part of the ice sheet. Here, melt is defined as positive quantity, althought the loss of mass by
melt is negative in a physical sentence. But apparently this is be confusing so we suggest to add a
sentence here. For example this might be helpful:
— Note that melt is defined as a positive quantity but is subtracted from the surface mas balance (p.10
L5)
e p.11, 1.8: -> “However, the surface mass balance itself is less sensitive TO A than melting.”
— We will change the sentence as proposed.
* p.19, Figure 3 caption -> “The outlined contourS SHOW the boundaries. .. "
— We will change the sentence as proposed.

Mario Krapp (on behalf of the authors)



Authors’ Response to Xavier Fettweis

We thank Xavier Fettweis for his helpful comments and for the pointing out the clear distinction between
MAR and its snowpack model. Xavier raised some valid points which we would like to address in our revised
manuscript.

In the following we reply to each of the referee’s comments. We highlighted individual parts of the comments
that we are going to address in italics. Changes in the manuscript have been described and highlighted in italics;
where these changes appear in the updated manuscript is put in parentheses.

1. Reference to MAR in the text

e [...] SEMIC is comparable in fact to the snow model used in MAR [...] and [...] all the inter-
comparisons of Surf Temp. and SMB components with MAR must refer to SISVAT (used in the MAR model)
and not to MAR!

— We acknowledge that MAR is more than just the surface energy and mass balance model but we
think that we already differentiate between SEMIC and MAR right in the beginning. For example,
in the abstract we write that SEMIC is able to reproduce surface characteristics and day-to-day
variations similar to the regional climate model MAR and that SEMIC is in good agreement with
the more sophisticated multi-layer snowpack model included in MAR. For the sake of clarity and
understanding we simply use the model name MAR whenever we refer to the surface snowpack
model (i.e., SISVAT). However, to give reasonable credit to the MAR community should add a brief
description what we exactly compare our model to.

— We propose to add a brief description of SISVAT and its part in the MAR framework in Sect 2.5
(page 7). However, throughout the paper we are still simply refering to MAR output whenever a
comparison to SEMIC is made.

e Secondly, SEMIC does not allow to take into account the atmosphere-snowpack interactions. But, as it
is forced by MAR, theses feedbacks (and notably the albedo feedback) are taken into account here. This
should be mentioned in the manuscript.

— That is true in the sense that atmospheric characteristics are prescribed and are not affected by surface
properties simulated by SEMIC. This is because in this work we used MAR output for testing of
SEMIC. However, since SEMIC calculates surface-atmosphere heat fluxes such latent heat, sensible
heat, and upward longwave radiation, in the future it is planned to coupled SEMIC bi-directionally
with an appropriate atmosphere model. Then atmosphere-snowpack interaction will be properly
accounted for.

— However, we will add a brief explaination that the current setup only serves the purpuse of mimicking
the response of SEMIC to an atmosphere forcings but that the surface response cannot be not taken
into account by the atmosphere.

e Thirdly, it is true that MAR is very slow in respect to SEMIC [...] due to the physical atmospheric
downscaling. [... ] This should be mentioned in the manuscript.

— We do not want to blame MAR in terms of runtime. But explaing why a regional climate model
needs more computational time is not within the scope of our paper. However, we can make clear that
SEMIC and MAR are two different classes of models and we will add sentence about the distinction
in the part above (Sect. 2.5).

e Finally, the SISVAT snow model as well as the raw CROCUS snow model can be run in stand alone mode
like SEMIC. Therefore, this shows well that this paper is well SEMIC vs CROCUS and not SEMIC vs MAR.

— We use the term MAR for simplicity but will stick to it, also because SISVAT is a component of the
MAR model (see our first bullet point).



2. Calibration with MAR outputs only

» [ am a bit surprised that the calibration was only made over three years [... ]. But 3 yrs is very short and
a validation [. .. ] over both 10 yrs periods (2090-2100 and 1990-2000) will be more robust.

— We agree that a longer calibration period over both, present-day and future-warming conditions is
more robust and would lead to more robust optimal paramter estimate. We changed the forcing data
for the proposed periods, 1990-2000 and 2090-2100, but because of the computational overhead we
used just a subset of the MAR data, i.e., a random sub-sample accounting for 20% of land and ice
points.

— The calibration procedure will be thouroughly revised and extended in Sect. 3, Model parameter
calibration (page 8).

e [...] the sensitivity of the bare ice albedo value is not tested. In MAR, this one is the more sensible
parameters (as explained in Fettweis et al., 2016). As SEMIC underestimates melt in respect to MAR,
lower values of bare ice albedo can reduce this bias.

— Yes, the bare ice albedo has not been tested. We will add the sensitivity of bare ice albedo o, as well
as of bare land albedo ¢, and the missed fz to Sect. 3.4, Parameter Sensitivity (p. 10-11). Figure 6
will be also updated accordingly (page 22).

— Note, that we will no longer use the Slater et al. (1998) albedo parameterisation (for reasons, see our
response to referee #1). Therefore, 0 min Will no longer be part of the sensitivity in Figure 6 (page
22) and the text (p. 10-11).

* MARvV2 [... ] overestimates the melt in respect to MARv3.5.2. A calibration/validation over current climate
using the SMB PROMICE data set will be more robust. [... ] I don’t ask to recalibrate SEMIC over current
climate using the SMB PROMICE data set but this issue should be at least mentioned in the manuscript.

— We know that with each model update several aspects of that model are being improved. However,
with this paper we show that SEMIC can be a surrogate of a sophisticated snow-pack model and we
prove it. The parameters will likely change if forced with different data and calibrated for different
data.

— We will add a brief discussion of this issue in Sect. 5, Discussion (p. 13-14).

3. Cumulated SMB change

* SEMIC seems to diverge from MAR after 2050. What are the total cumulated differences in 2100? For me,
the calibration should be made to have the same cumulated SMB changes over 2000-2100 than MAR and
not to have good results over 2098-2100 only. Due to error compensations, having a too high/too low SMB
several years in respect to MAR is not a problem for an ice sheet model which will give the same results at
the end than if it will be forced by MAR. The best will be to calibrate SEMIC over current climate when we
have other estimations of cumulated SMB changes than MAR (van den broeke et al., TC, 2016).

— Yes, SEMIC diverges from MAR in the RCP8.5 scenario. We aim to be as close to MAR results as
possible. But we cannot use the whole period of MAR data (i.e, 1970-2100) to calibrate our model.
First, we need to strictly differentiate between training data and test data. We do so be defining the
periods 1990-2000 and 2090-2100 as our training data. Second, it is computationally not feasible
to use all MAR model years for the parameter calibration, which needs to be run several tens of
thousands of times.

— There is a valid point in this comment. That is to quantify the differences between SEMIC and MAR
over time, i.e., the cumulative difference. For that reason we can add a figure, similar to Fig. 4,
but showing the cumulative differences of mass balance terms over time, e.g., for the whole period
1970-2100 or for the historical and RCP8.5 period separately.



Minor Remarks

» Fig 2: the SMB zones shown in Fig 2 were only valid over the 1990’s [. .. ]. These boundaries are already
no more relevant for current climate of the 2000’s. This issue should be mentioned in the manuscript.

— We use the zones only to differentiate the major climatic regimes across the Greenland Ice Sheet. For
example, on page 9, 11.3 we point out that the regions crudely represent the main ablation zones at
the ice-sheet margins (region 1), the main accumulation zone at ice-sheet interior. However, we will
remark here that the regions only represent different SMB zones for today’s climate and may not be
valid for any future warming scenario such as RCP8.5. (Sect 3.1, p. 9)

— The only distinction SEMIC makes is between ice-covered and ice-free zones, i.e., land/ice mask.
We will also add a remark to Fig. 2 to explain that the differentation is only valid for present day.
(page 18)

e Fig 3: MAR/ERA-40 must be SISVAT/CanESM?2. It should be interesting to show the differences over
current climate (in supplementary material) when MAR is forced by reanalysis. This error in the legends
means that such a comparison has already been done.

— Indeed, MAR/ERA-40 output has been used at an earlier stage of our research. However, to minimize
the number of different datasets used for that study, we decided to solely focus on MAR/CanESM?2
output for our calibration and validation process. The error in the legend has been changed accord-
ingly.

» Fig. 5: not useful => supplementary material.

— We disagree, while the maps in Fig. 3 provides a visual for the spatial (but ime-averaged) differences
between MAR and SEMIC, Fig. 5 provides a visual for the temporal differences between the two
models. Having both figures in the main text will provide a more cokplete picture of SEMIC and
MAR, both in space and time.

e Fig. 8: showing an equivalent of Fig 4 with cumulated values will be more useful.

— This will be shown in a new figure that depicts the cumulative differences between SEMIC and MAR
(see our last bullet point in the comment section 3, cumulated SMB changes).

Mario Krapp (on behalf of the authors)



Response to the Editor

* 1) I would like to ask you to consider, if possible, to add something to the title that suggests that the
model here proposed is calibrated using MAR outputs. This should also be stressed (with this aspect more
important than the title) in the text, especially in the discussion and conslusions sections. The outptus of
the regional climate model used to calibrate the model are heavily dependent on the version used (here
3.2) and the forcing. The authors need to highlight this and, particularly, that the model can reproduce
MAR outputs but care should be taken to claim the validitity of SEMIC as presented in this study. Also, it
would be important for the authors to suggest how the model can be used in a more general way and what
would be the impact of using different MAR (or RACMO ?) versions on the results.

— We agree that the contribution of Xavier Fettweis and the MAR team should be acknowledged
thoroughly. We explain in the beginning of the discussion how valuable the publicly available
MARV2 data are and, as you suggested, that MARV2 is somehow outdated and any results from
SEMIC should be taken with a grain of salt

— We also add to the conclusion that SEMIC has been forced with atmospheric fields from MARv2
and our comparison is mainly done with its surface model SISVAT (also suggested by Xavier in his
review)

The other point is that the authors offer no validaiton of the results using in-situ measurements. Is this
something that can be at least discussed ?

— Actually, we did a preliminary analysis (before submitting the paper) for which SEMIC has been
forced by meteorological data (Morin et al., 2012) but we didn’t want to include this analysis in the
first place because i) we think it would make the paper even more complicated and bloated, and
ii) that the reader might miss the point of describing SEMIC in detail. We think a comprehensive
comparison using SEMIC with different types of climate datasets, e.g., other regional climate models
(or MAR versions), re-analysis data, or other in-situ observations (e.g., PROMICE or GC-NET)
would be a nice follow-up study.

— We now mention in the discussion that we did a preliminary analysis (with the Morin et al. (2012)
dataset) but provide no further details.

2) the second important point is that the paper lacks of appropriate references. I would strongly encourage
the authors to update them and increase their number. This should be done throughout the paper. As
an example (though , again, the authors should check through the whole paper), in Section 3 there is no
Justification or reference for choosing the snow height to 1 m. Also, references to previous work concerning
snow energy balance should be added together with those referencing to the origin of equations used
and the choices made (as , for example, the case mentioned above). again, this should be properly done
throughout the paper.

— We agree and add appropriate references where needed, namely in the discussion, the model setup
section, and in the discussion

— Additional references:

* Franco et al.: Future projections of the Greenland ice sheet energy balance driving the surface
melt, The Cryosphere, 7, 1-18, 2013.

+ Fettweis et al.: Reconstructions of the 1900-2015 Greenland ice sheet surface mass balance
using the regional climate MAR model, The Cryosphere Discussions, 2016, 1-32, 2016.

% van As et al.: Placing Greenland ice sheet ablation measurements in a multi-decadal context,
Geological Survey of Denmark and Greenland Bulletin, 35, 71-74, 2016.

+ Noel et al.: Evaluation of the updated regional climate model RACMO2.3: summer snowfall
impact on the Greenland Ice Sheet, The Cryosphere, 9, 1831-1844, 2015.

# Dee et al.; The ERA-Interim reanalysis: configuration and performance of the data assimilation
system, Quarterly Journal of the Royal Meteorological Society, 137, 553-597, 2011.

% Morin et al.: An 18-yr long (1993-2011) snow and meteorological dataset from a mid-altitude
mountain site (Col de Porte, France, 1325 m alt.) for driving and evaluating snowpack models,
Earth System Science Data, 4, 13-21, 2012.

% Oerlemans, J.: The mass balance of the Greenland ice sheet: sensitivity to climate change as



revealed by energy-balance modelling, The Holocene, 1, 4048, 1991.

% Oerlemans, J. and Knap, W.: A 1 year record of global radiation and albedo in the ablation zone
of Morteratschgletscher, Switzerland, Journal of Glaciology, 44, 231-238, 1998

+ Bougamont et al.: Impact of model physics on estimating the surface mass balance of the
Greenland ice sheet, Geophysical Research Letters, 34, L17 501, 2007.

% Greuell et al.: Modelling land-ice surface mass balance, p. 117-168, Cambridge University
Press, 2004.

* 3) Figures dont have labeling for each panel. These should be added and captions should be changed
accordingly. figures 5 and 6 are not clearly legible. It is impossible to separate between the MAR- and
SEMIC-modeled quantities. Authors should improve these figures. Figure 7 is missing units on the left
panels. Also, units are usually reported in square parentheses. Figure 10: ‘lighter colours’ is not a
good reference for readers. Authors should include a label or similar to indicate the different quantities
associated with the colors.

— We add labels to Figures 1, 3,4, 7, 8,9, and 10.

— We hope that Figures 5 and 6 are better legible as we increased font size and use slightly transparent
and thinner lines.

— Units now appear in squared brackets.

— Figure 10 has distinguishes SEMIC and MAR using different line styles, with appropriate labels
added.

Mario Krapp (on behalf of the authors)



List of all relevant changes

Changes as requested by the reviewers:

We mention the snowpack model SISVAT in the abstract and in the Model Setup (Sect. 2.5)
We add a sentence to specify that air density is not computed by MAR but derived from the
ideal gas law

We add the model parameter f into the model equations (Sect. 2.3) and throughout the
manuscript

The snow albedo parameterisation has been simplified (Sect 2.4)

The model setup was rewritten to account for the different (historical and RCP8.5) and
longer calibration period (Sect 2.5) and a slightly different calibration setup

Accordingly, the new calibration periods have been added to the Model calibration (Sect 3)
An error in the centred root mean square definition has been corrected (Eq. 19)

The model calibration setup led to a new optimal parameter set, which has been updated in
Sect 3.1 and Table 3

Characteristic ice-sheet variables and differences to MAR have changed because of the new
optimal parameter set and numbers have been updated in Sect 3.3 and Table 4

The parameter sensitivity has been simplified and only accounts for the overall cost function
J; Sect 3.4 has been rewritten therefore

The discussion has been updated to reflect the major changes in model setup and its calibra-
tion

Maps and plots which showed the single previous calibration period do now show both
periods, 1990-1999 and 2090-2999: Figs 3 & 4, Figs. 5 & 6, Fig. 7, Fig. 9

Changes as requested by the editor:

We explain in the discussion that MARvV2 is outdated and any results from SEMIC should
be taken with a grain of salt

We add to the conclusion that SEMIC has been forced with MARv2 atmospheric fields and
that the comparison has been done with MAR’s surface module SISVAT

We add a sentence about SEMIC and its potential application to different types of climatic
data, e.g., re-analysis or in-situ observations and that we did some preliminary analysis with
meteorological forcing data from Col de Porte (Morin et al., 2012)

We add 10 additional reference in the introduction, the model setup, and the discussion to
increase the actual number of references and to support some claims we made throughout
the respective parts of the manuscript

We add appropriate labels to the figures

Units are displayed in square brackets

We improved figure 5 and 6 to increase their readability

We changed the line style for MAR in Fig. 10 and add an appropriate label to the figure
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SEMIC: An efficient surface energy and mass balance model applied
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Abstract. We present SEMIC, a Surface Energy and Mass balance model of Intermediate Complexity for snow and ice covered
surfaces such as the Greenland ice sheet. SEMIC is fast enough for glacial cycle applications, making it a suitable replacement
for simpler methods such as the positive degree day method often used in ice sheet modelling. Our model explicitly calculates
the main processes involved in the surface energy and mass balance, while maintaining a simple interface and minimal data
input to drive it. In this novel approach, we parameterise diurnal temperature variations in order to more realistically capture
the daily thaw-freeze cycles that characterise the ice sheet mass balance. We show how to derive optimal model parameters
for SEMIC to reproduce surface characteristics and day-to-day variations similar to the regional climate model MAR (Modele
Atmosphérique Régional, version 2) and its incorporated multi-layer snowpack model SISVAT (Soil Ice Snow Vegetation
Atmosphere Transfer). A validation test shows that SEMIC simulates future changes in surface temperature and surface mass
balance in good agreement with the more sophisticated multi-layer snowpack model SISVAT included in MAR. With this
paper, we present a physically-based surface model to the ice sheet-modelling community that is computationally fast enough

for long-term integrations, such as glacial cycles or future climate change scenarios.

1 Introduction
1 Introduction

Currently, surface melt accounts on average for about half of the observed Greenland ice sheet loss; the other half is lost
through basal melt and ice discharge across the grounding line, i.e., calving (van den Broeke et al., 2009). Recent observations
show that Greenland’s surface mass balance is further declining (Hanna et al., 2013). The positive surface mass balance can no
longer compensate losses via ice discharge and is therefore regarded as a dominant source of Greenland’s total mass loss. The
extreme melt season in 2012 exposed the Greenland ice sheet’s vulnerability to long-lasting temperatures anomalies (Nghiem
et al., 2012). As more marine terminating glaciers further retreat (Thomas et al., 2011), the partitioning of ice loss is likely to
shift further towards the declining surface mass balance.

Numerical simulations of large land ice masses, such as the Greenland and the Antarctic ice sheets, require numerical models

to be fast because the response time of ice sheets to changes in the surface mass balance is slow, on the order of years to tens of
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millennia (Cuffey and Paterson, 2010). Hence, many thousands of years of model integration are required to spin-up the model
or to simulate one or several glacial cycles.

The simplest, fastest, and still most widely used method to estimate the surface mass balance of glaciers and ice sheets is
the so-called positive-degree-day (PDD) approach (e.g. Reeh, 1991; Ohmura, 2001). It is based on the empirical relationship
between surface melt rate and daily mean surface air temperature. Although PDD parameters are tuned to correctly represent
present-day melting rates, past climates may require different parameter values. For instance, the PDD approach with its
present-day parameter values is not applicable to orbitally-forced climate change (van de Berg et al., 2011; Robinson and
Goelzer, 2014).

The importance of climatic changes in the past to the sensitivity of the Greenland ice sheet has already been acknowledged in
one of the first attempts to utilise an energy-balance model for a sensitivity study (Oerlemans, 1991). Under a warming climate
an energy-balance approach is superior to the relatively simple PDD method and "snowpack properties evolve on a multidecadal
timescale to changing climate, with a potentially large impact on the mass balance of the ice sheet” (Bougamont et al., 2007).

Here, we propose a physically-based model utilising an energy balance approach that is inherently consistent with a variety
of climate states different from today, e.g., future warming, last glacial maximum, or the Eemian interglacial. Our proposed
model not only accounts for temperature changes but also for changes in other climate factors, such as insolation, turbulent
heat fluxes, and surface albedo.

The Surface Energy and Mass balance model of Intermediate Complexity (SEMIC) is based on a surface scheme that has
already been used to study glacial cycles (Calov et al., 2005). SEMIC provides a process-based relationship between surface
energy and surface mass balance changes. The approach described here guarantees a consistent treatment of melting and
meltwater-melt water refreezing; both are important processes for the mass budget of ice sheets (Reijmer et al., 2012).

Compared to more sophisticated multi-layer snowpack models, which include snow metamorphism or vertical temperature
profile calculations (e.g., Vionnet et al., 2012), SEMIC has a reduced complexity, one-layer snowpack. This saves computation
time and allows for integrations on multi-millennial time scales. SEMIC calculates the daily surface energy and mass balance
throughout the year but is also fast enough to focus on longer time scales when climatological changes determine the trend of
the surface energy and mass balance.

Numerical ice sheet models need the annual mean surface temperatures and annual mean surface mass balance of ice as
boundary conditions at the surface. Both are calculated by SEMIC, which can thus be directly coupled to the ice sheet model.
There is a multitude of possible applications for SEMIC, for example, under projections of future warming for the next centuries
or glacial cycle simulations. In this paper, we will discuss the future warming projections of the RCP8.5 scenario (Moss et al.,
2010) to demonstrate the capabilities of our model.

The paper is organised as follows. In the next section, we present the model equations and their parameters. In Sect. 3, we
describe the calibration procedure used to constrain the free model parameters and we estimate the sensitivity of the calculated
surface mass balance with respect to the model parameters. In Sect. 4, we validate our model against regional climate model

data for a future warming scenario. We discuss our findings in Sect. 5 and conclude in Sect. 6.
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With this paper we acknowledge, support, and encourage research that follows standards with respect to scientific repro-
ducibility, transparency, and data availability. The model source code and the authors’ manuscript source is freely available and

accessible online.

2 Model Description

SEMIC is based on the calculation of the mass and energy balance of the snow and/or ice surface (see, for example Greuell et al., 2004).

We assume that the surface temperature 7 responds to changes in the surface energy balance according to

dTs
Ceffﬁ:(1—0&)SW¢+LWi—LWT—H5—HL—QM/R (1)

where « is the surface albedo, SW* is the downwelling shortwave radiations— (1 — a)SW* is the net shortwave radiation
SWae. LW is the downwelling longwave radiation, LW is the upwelling longwave radiation, Hg and Hy, are the sensible
and latent heat flux to the atmosphere, and Qg is-the-residual-heatflux-available-the energy flux related to phase transitions,
i.e., for melting or refreezing of snow and ice. The parameter c.sr denotes the effective heat capacity of the snowpack. In a strict
sense of the term “energy balance” the left-hand-side of Eq. (1) should be zero. Here, we assume that surface temperature and
the energy are not in equilibrium because the snowpack or surface exerts some thermal inertia.

Temperatures of snow- and ice-covered surfaces cannot exceed 0° C. However, for computational purposes, we initially
assume that T represents the potential temperature, which would be observed in the absence of phase transitions, i.e., melting
or refreezing. Once, melting and refreezing has been computed (see Sect. 2.3), the residual heat flux Qmr in Eq. (1) keeps
track of any heat flux surplus or deficit and is added back to the energy balance. This way, T never exceeds 0° C over snow

For coupling to an ice sheet model, the surface mass balance for ice (SM B;) is computed by SEMIC. It separates the total

surface mass balance into the surface mass balance for snow and for ice:

SMB=SMB, +SMB; =P, ~SU ~ M +R, )
SMBs:Ps_SU_MsnOW_Csil (3)
SMBi = Csi — Miee + R; “

Here, P; is the snowfall rate and SU is the sublimation rate which is related to the latent heat flux via Hy,/p,, Ls, with p,, and
L, being water density and latent heat of sublimation, respectively (see Table 1). The model variable M is the total melting
rate, i.e., the sum of snow and ice melt (denoted by the subscripts), R is the refreezing rate of liquid water (rain or melt water),
and CJ; is the compaction rate of snow which is turned into ice.

Changes in snowpack height A (in #+-meter water equivalent) are determined by the surface mass balance of snow:

dhs
dt

=SMB;s, with hs; € max(0,hs max)- 5)
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If the snow height h, exceeds a certain threshold hs max (here set to 5mm) snow is transformed into ice—in a simple way

resembling snow compaction:

At

/ i dt = max(0, by — his o). ©)
0

The described equations are solved using an explicit time-step scheme —For-faster-computation-we-use-with a time step of

one day. In principle, the use of monthly input data is also supported but would require interpolation to daily time steps.

2.1 Surface heat fluxes

We describe the outgoing longwave radiation as a function of surface temperature according to the Stefan—-Boltzmann law:
LWt =0oT?. (7
For the turbulent heat exchange (sensible and latent) we use a standard bulk formulation (e.g., Gill, 1982):

Hg = Cspacpaus(Ts —T,) (3a)
Hp = CLpaLsus(QS - Q(z) (8b)

with sensible and latent heat exchange coefficients C's and C7,, air density p,, specific heat capacity of air ¢, 4, surface wind
speed u,, air temperature 7, latent heat of sublimation/deposition L, and air specific humidity g,. Air density p, is not
available from MAR and thus approximated by the ideal gas law p, = 7%, with specific gas constant R, = 258 Jkg "K',
and surface pressure p, which is available from MAR. Specific humidity over the snow or ice surface (gs) is assumed to be
saturated and depends on surface pressure ps and saturation water vapour pressure e*

e*e

—— where 9

e*(e—1)+ps ©)
T.—T,

T +Ts—Tp

qs =
e =611.2exp (a

with € = 0.62197, the ratio of the molar weights of water vapour and dry air, and coefficients a, T}, which are prescribed for
vapour pressure over water (a = 17.62, T, = 243.12 KK) or ice/snow (a = 22.46, T, = 272.62KK). Ty denotes the freezing
point of water, 273.15 KK. See, Gill (1982) for more details.

2.2 The diurnal cycle of thawing and freezing

Because we use daily time steps, processes on time scales shorter than one day cannot be resolved explicitly. Hence, we cannot
explicitly account for the thawing during daytime and the freezing during nighttime which is quite usual for the melting season
on Greenland. The absorbed shortwave radiation, for example, can exhibit large diurnal variations, especially when the surface

albedo is low (Cuffey and Paterson, 2010). During the day, near surface temperatures may rise above freezing temperature and
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snow or ice starts to melt. During the night, temperatures drop below freezing and any liquid water such as previously melted
water can refreeze within the snowpack.

To account for this process we introduce a parametrisation-parameterisation for the diurnal cycle of thawing and freezing.
We simply assume a sinusoidal temperature curve 7'(¢) throughout the day (here, units of time ¢ are hours #h) around a given

mean surface temperature T (here, we refer to T; with units in °C) with amplitude A, i.e., a cosine function (Fig. la):

2

T(t) =Ts — Acos( 51 t) (10)

For the sake of simplicity we use a single constant A, although in reality it is spatially and temporally dependent as shown in
Fig. 1b.

Melting and refreezing may then occur on the same day if (potential, not actual) Ts exceeds 0°C. The amount of melting and
refreezing then depends on the amplitude A and the mean daily temperature 7 (Fig. 1a). Fortunately, an analytical solution
to this problem exists. We calculate the roots of the cosine function and then integrate between the roots to solve for average

above- and below-freezing mean surface temperatures T;" and 7. The roots are

; 24 (TS
= —— arccos(—
Y on A

), ta=24—t.
Thus, the time span for temperatures above and below freezing is

At+ = t2 — tl =24 Qtl, and At_ = 2t1.

This leads us to an expression for averages of above- and below-freezing temperatures 7" and T, . These are the integrals of

the cosine function

1
Tr = E/T(t)dt (11a)
t
_ A Tgarccos(—s)+A\/17T—‘zJr7rT.g
TALy A A? ’
t1 24
T = i / T(t)dt + / T(t)dt (11b)
0 ta
24

T. T2
Ts arccos(zs) —Ay/1- A—S

This parameterisation depends on on the prescribed diurnal cycle amplitude, A, which affects the amount of melting and

refreezing and, thus, the surface mass balance. Note, melt energy @Q,,, and “cold content” (). in the following Eq. (12) are
calculated by using T;;" and T}, respectively. Without this parametrisation-parameterisation or with A set to zero, melting and

refreezing cannot occur at the same time step and instead, the actual surface temperature T, must be used.
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2.3 Melting and refreezing

Additional processes that affect the snowpack temperature are melting and refreezing. During 24-h-the-the course of one day
the energy available for melt (),,, and refreezing (the so-called “cold content”) (). are defined as
(T —-Ty)s&E T} > T,

A

Qm = (12a)
0 if T,F < Ty,

and

0 if T > Ty,
Q.= (12b)
(To—T;)5E if T, < Ty.

S
Thus, the potential melt is

Qm
pr’H'L

with water-densitypy-latent heat of melting (or fusion) L,,,, and time step At. Actual melt depends on how much selid-water;

Mpot = (13)

e5-snow or ice ;-is available for melt. If potential melt is larger than the current snow height all snow melts down and the
excess melt energy is used to melt the underlying ice. Ice-free land is treated differently and the excess melt energy is used to

warm the surface. The actual melt M is then the sum of melted snow and melted ice:

Mnow = min(Mpota hs/At) (14a)
Miee = Mpol — Mnow (14b)
M = Msnow + Mice (140)

The refreezing rate depends on the potential liquid water to be refrozen, i.e., the actual melt rate M and rainfall P,.. Analo-

gous to the melt rates, the potential refreezing is given by

Qe
Rpot == prm (15)

Suppose some liquid—water,+-e—rain or melt water —exists within the snow pack. The “cold content” (). is then used to

(virtually) turn this liquid water into frozen water, i.e., snow or ice. We distinguish between refrozen rain and refrozen melt

water

Rpot,rain = min(Rpota Pr) (16a)

Rpot,melt = min(maX(Rpot - Rpot,raim O)vMsnow) (16b)
R = Rpin + Rielt = fR(Rpot,rain + Rpot,melt;) (160)

A~

We-Because of its porous structure the snowpack retains a limited amount of melt water and this melt water retention is reflected
by the refreezing correction parameter fr which acts on the potential refreezing of rain and melt water. In contrast, ice itself
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does not retain any melt water at the surface, so we assume that it has a water holding capacity of zero. We can therefore
neglect refreezing of melted ice and treat ice melt as runoff.

As noted in the beginning of this section, melting consumes internal energy of the snowpack, while refreezing releases
internal energy. SEMIC accounts for both melting and refreezing, and therefore the associated temperature change in Eq. (1)

via ) )7/ r—the residual energy for refreezing or melting—: _

Here, we see how tightly the mass balance and the energy balance are coupled and that great care must be taken when the

underlying surface processes are incorporated into one model.

2.4 Snow albedo parametrisationparameterisation

dependentand-startsto-decline-to-the-the snow albe

Qg = Qs max — (as,max - O‘.s,min)tﬂm
0 if Ty < T,
frfn - H if Thin < T < T,

1 if Ts > Tp.

Fhe-aetaal, the background albedo, and the snow height (Oerlemans and Knap, 1998). The surface albedo « is-thea-defined
as is the average of fresh snow albedo «, and the prescribed background albedo «; for ice-covered or o for ice-free land and
depends on the critical snow height A

—h «; forice-covered or
(s —aupg) where apg = and f, = exp(—hs/heiit)- (18)

« for ice-free land

> o

g

conditions-overice—and-snow-coveredregions-We also compared our approach to a more sophisticated albedo parameterisation
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that includes a temperature-dependent snow albedo (Slater et al., 1998) but concluded that the added value is too little given
the reduction in model performance.

To drive the model we need as input: incoming short- and longwave radiation, near-surface air temperature, surface wind
speed, near-surface specific humidity, surface pressure, snowfall, and rainfall, either computed by an-a coupled atmosphere

model or prescribed as atmospheric forcing.

Forcing fields are listed in Table 2.

tn-this-paper,—we-We use daily mean data from the regional climate model MAR, version 2 (Fettweis et al., 2013), which
includes the multi-layer snowpack model SISVAT (Soil Ice Snow Vegetation Atmosphere Transfer), to tune and optimise
our model parameters. At its lateral boundaries MAR is forced by the general circulation model CanESM2 under historical

conditions and under the global warming scenario RCP 8.5 (for details, see Fettweis et al., 2013). As input to SEMIC, we use

the eutput-of-the-last-three-model-years-of- MAR output from the historical period, i.e., 10 years from 1990-1999, and from
the 21st century scenario RCP8.5, i.e., 2098-2100;-because-they-are-representative-of-more-extreme-elimatie-10 years from
2090-2099, as these periods represent present-day climate and future extreme warming conditions for the Greenland ice sheet

To reduce the large amount of forcing data for the whole 20 years, we simply use a random sub-sample accounting for,
23% of land and ice points. The overall memory demand for the calibration procedure is thus reduced by a factor of about 10,
For each new initialisation, the model requires several years of spinup—espeetally-spin-up—especially the snow pack height
hs and hence the associated surface albedo o (see Eq. 18) responds rather slowly. We-refrain-to-use-more-than-three-years
] - 1 onal head! —which tikely- ] n . ) ] |
thousands-of calibration-iterations-are-to-be-expected-Therefore, we loop 20-times-over-these-three-years-10 times over each of
the 10-year periods to advance the variables from their initial conditions. The lastiteration-over-the-three-yearsoutput from the
last iteration, i.e., the final 10 years, is then used for the comparison with MAR output.

Qur current setup is designed to allow testing and tuning of the snowpack model driven by prescribed atmospheric forcing.
Thus feedbacks with the atmosphere via near-surface heat fluxes are currently not active, reducing the degrees of freedom of
the model. It is important to remember that while SEMIC is driven by atmospheric forcing from MAR, the main comparison
is with MAR’s snowpack model SISVAT although SEMIC calculates several surface-atmosphere heat fluxes such latent heat,
sensible heat, and upward longwave radiation as done by MAR. But for the sake of clarity, from now on we refer to MAR

whenever a comparison between SEMIC and MAR/SISVAT output is being made.
On a modern laptop (e.g., MacBook Pro with an Intel Core i7, 2.8 GHz), 100 years of integration with daily time steps on a

grid with 6,720 points (i.e., the MAR grid with 25 km horizontal resolution) take about 40 seconds for SEMIC. Of course, in
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coupled and stand-alone applications there is overhead for exchanging the variables and writing the output, thus, adding to the
overall computation time. However, SEMIC is a fast model and therefore well suited for multi-millennial integration such as

glacial cycles.

3 Model parameter calibration

To calibrate our free model parameters we minimise errors with respect to MAR output. Afterwards the optimised parameters
are used to compare SEMIC with results for the whole historical period from 1970-2005 and for the warming scenario RCP
8.5 from 2006-2100. The periods 19901999 and 2090-2099 represent a subset, i.¢., a training data st of the historical period

At the model initialisation, T and s are prescribed with values from MAR output of the first daydays, i.e., Jan 1 2098
set h, = 1m. After a few time steps the fast responding variables T and o are close to their expected trajectories. However,
response time for h, is much longer and difficult to quantify because it depends on the slowly varying and highly sensitive
mass balance terms. Therefore, several years of integration can be necessary for the model spinupspin-up. To account for the
longer response time of i, we loop 26-10 times over the three-years; 2098—210010 years, 1990-1999 and 2090-2099, creating
an effective integration period of 66-100 years. From those 26-10 loops, the lastiterationsi-es as ~final loop over the
10 years is used to estimate the error between SEMIC and MAR. The model initialisation and spinup-spin-up is done every
time SEMIC uses a new model parameter set, in order to treat each of those parameter settings in a comparable way.

The quality of our parameters is measured with the normalised centred root mean square error F. It is a good way to
estimate how closely a test field (SEMIC output in our case) resembles a reference field (MAR output) in terms of correlation

and variance (Taylor, 2001) while also allowing te-assess-the assessment of variables with different units:

b 12{(Xn—x)rf;(Yn—Y) ZHUX/W_HQ lei[(x"_m_(y"_y)]:[XU_YYF 9)

n=1

Here, X is some SEMIC time series with [N time steps. This could be any model variable, for example, averaged surface
temperature T, net shortwave radiation SW,,.; = (1 — «)S W+, or surface mass balance SMB = P, — SU — M + R. The
symbol Y represents the corresponding MAR time series and the o’s are the standard deviations of the time series. Overbars

denote temporal averages of the time series.
3.1 Minimising the cost function

To include Greenland’s diverse climate zones, we choose the time series (i.e., the X,’s and Y;,’s) as being spatial averages over
ice-free land and over three different ice-covered regions, all shown in Fig. 2. The three ice-covered regions crudely represent
the main ablation zones at the ice-sheet margins (region 1), the main accumulation zone at ice-sheet interior (region 3), and a

mixed zone in between the main accumulation and ablation zones (region 2). We-therefere-Note, the outlined regions represent
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different mass balance zones for today’s climate and may change for any future warming scenario such as RCP8.3. Still, the
distinction is useful to derive a differentiated response in each of those regions to the atmospheric forcing. We calculate four
different E' values, one over ice-free land (1) and three over the different ice-covered regions (Fy1, Fy2, Fy3) for both periods,

For our cost function we regard the following variables as important for the surface energy and mass balance: surface
temperature T, net shortwave radiation SW,,;, eumulative-meltMzymand-eumulative-melt M, and surface mass balance
SMBewm:S M B. The magnitude of this vector then defines our cost function J

T
_ hist hist hist hist rcp85 rcp85
J= (EL,TS B, B SWaer s B3 sV B b B LT s Eysonr (20)

which we want to minimise. Note that we assign different area weights to each of the regionsbased-on-their-area.

The cost function J is minimised with a method called Particle Swarm Optimisation, described below. Using these cali-
bration steps, we derive these optimal parameters values: A =31 3.0 KesmmK, o = 0:7765max0.79, oy = 6:80;and-0.41,
a1 =0.07, herqe = 6:690.028 mr-m, and fr = 0.85 which are also listed in Table 3.

3.2 Particle Swarm Optimisation

Because of the high dimensionality of the parameter space, a random search for the optimal parameters would need a large
sample size in the order of O(10°~%). One optimisation technique that overcomes the problem of large sample sizes is the
so-called Particle Swarm Optimisation (PSO) (Poli et al., 2007). PSO is based on social interaction among particles of the
swarm’. Initially, each particle is placed randomly in the parameter space and has a random velocity. For all particles the
cost function J is calculated (Eq. (20)) . This determines the “fitness” of each individual and of the swarm as a whole. Now,
each particle updates its current position and velocity in the parameter space depending on its current and current-best fitness
position, and also on the global best-fitness position, with some random perturbations. The next iteration starts after all particles
have moved. Eventually, the swarm as a whole moves to the minimum of the cost function .J. For our parameter calibration we
let 30 particles freely swarm within the four-dimensional parameter space. The global best-fitness solution found within 100

iterations! is then regarded as optimal.
3.3 Calibration results

The ice-sheet surface temperature is very well constrained by the atmospheric forcing fields. Therefore, the surface temperature
in SEMIC is similar to the one calculated by MAR, as the annual mean differences and the ice-sheet averaged time series show
(Fig—??-and-2?Figs. 3, 4, 5, and 6). The annual mean difference between SEMIC and MAR is-abeut—6:2for years 1990-1999
(2090-2099) is about 0.4 KK (0.3 K) over the ice sheet and -6-20.5 KK (0.2 K) over ice-free land. While large parts of the ice
sheet are slightly-colder in SEMIC, temperatures at the ice divides are-slightty-and over ice-free land are generally warmer in
SEMIC (see Fig—2?Figs. 3i and 4i).

Note, 100 iterations are a pre-defined upper limit and usually solutions tend to converge earlier.

10
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The surface mass balance is alse-well captured by SEMIC. The largest differences occur in the ablation zones of region 1
and 2 around the margin of the ice sheet. While melting? over the northern part of the ice sheet is overestimated by SEMIC,
it is underestimated over the southern part of the ice sheet. Nonetheless, for years 1990-1999 (2090-2099) the overall surface
mass balance difference over the ice sheet between SEMIC and MAR is 6-43almost zero, -0.04 (-0.03) mm/daymm day —*,
with SEMIC having an average surface mass balance of —+:381.57 (-0.24) mm/day-(-+5+tmm day !, and 1.61 (-0.21) mm/day
i MAR)-The relative-difference between-mm day ~! in MAR. SEMIC and MAR is-abeut 9%-over-the-whele-iee-sheet—also
exhibit similar melt rates over the ice sheet with differences of -0.06 (-0.15) mm day ", A detailed overview of the differences.

from the model variables that we used to define the cost function is provided in Table 4.
In regions where surface mass balance is positive (see Fig. 3c and g and 4c and g), errors are small because accumulation

is mainly prescribed by snowfall and to a lesser extent by sublimation/evaporation. Therefore, differences in ablation are more

important because they arise dynamically from SEMIC. The introduced diurnal cycle parameterisation is critical here; it allows

melting and refreezing within one time step which would be prohibited otherwise.

SEMIC-is-is able to capture both +-the increase and decrease of surface mass balance as well as the seasonal melting as
shown for the different regions tnFig—7and periods in Figs. 5 and 6. As can be seen from F1g 7, errors in melt rates and the

surface mass balance accumulate over time.

2} The calibration procedure minimises discrepancies across the four regions and across the two different calibration periods.
This results in melt rates that are slightly too large in all regions and for both periods but the surface mass balance is-shightly
too-farge—This-will-have-an-effect-onitself is reasonably well modelled by SEMIC except for the inner ice sheet region 3 for
the years 2090-2099. Overall, using the resulting optimal parameters from the calibration improves SEMIC’s performance for

the-historteal-simulation-and-for REP-8-5(2005—2106):in modelling the whole historical and RCP8.5 period from 1970-2099
as shown in the next Sect. 4.

The Taylor diagram in Fig. 9 summarises the performance of SEMIC compared to MARand-its—’s multi-layer snowpack
model. Except the surface mass balance for the RCP8.5 years and the melt for the historical period in the interior of the
Greenland ice sheet (region 3), all variables are reasonably close to the reference value of each regions’ time series in terms of
their variability, measured via their standard deviation and their match to the corresponding MAR variables, measured via their
correlation. A detailed look into each time series (Fig.?? 5 and 6) further supports our results that SEMIC and MAR variables
are reasonably close to each other, especially during the whole melt season.

We-find-that-the-The overall differences between SEMIC and MAR temperature and surface mass balance are reasenably

smaHl-small given the challenge of i) matching both periods, 1990-1999 and 2090-2099, ii) calibrating different mass and
energy balance variables in parallel, and iii) using only a subset of grid points (25%) averaged over four regions across entire

Greenland. SEMIC’s annual mean values of surface temperature and surface mass balance are well suited for applications of

2Note that melt is defined here as a positive quantity but is subtracted from the surface mass balance.
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interactive ice sheet models. The optimisation guarantees that the regionally averaged MAR and SEMIC time series are as
close as possible (as defined by the cost function). Still, SEMIC is sensitive to the choice of parameters—Next-we-, SO we now

show how perturbed parameters around their optimal values affect the surface energy and mass balance of the ice sheet.
3.4 Parameter Sensitivity

We identified parameters that dominate model uncertainties and tested the parameter sensitivity on the model performance

(e.g., Fitzgerald et al., 2012). We addressed the sensitivity of each-SEMICparameter-the SEMIC model parameters listed in
Table 3 (Fig-8)-Therefore;we-varied-by varying each parameter freely while keeping the others fixed at their optimal value. In
this way, we estimated the contribution of each individual parameter on the cost function J. Fhe-effect-of parameter-variations

he 1nd 4 A A R A A _tarnana o a1 N nea N 2 A _an ha o
v [

As can be seen for all parameter sensitivity graphs in Fig. 8, the Particle Swarm Optimisation was able to find the-eptimal
value-for-each-parameter—+-e-an optimal parameter set for which the PSO minimises J. Therefore, we are confident that this
optimal parameters set provides us with a globally optimised model setup.

The sensitivity-te-cost function shows a large sensitivity to variations of the diurnal cycle amplitude A is-largestfor-melting

rSEMIC—compared o MAR—an —directly affect melt and the surface
mass balanceitself-is-lesssensitive-. The local minimum of the cost function for A than-melting—The-reason-is-that-evenif

meltwater—is also in line with the range of diurnal cycle amplitude values around the ablation zone of the Greenland ice sheet
as is modelled by MAR during summer (Fig. 1b).

Almest-all-costfunctions—show—a—sensitivityto—variations—oferitical snew-height-The parameter o, directly affects the
radiation budget, where a small percent change makes a large difference in terms of receiving short-wave radiation. The cost
function is less sensitive to the other albedo parameters. Values of A —As-before-the-surface-mass-balance-shows-thetargest

lead to non-optimal solutions because it dictates how much ice and how much snow can be "seen" by short-wave radiation and
in this way, influences the surface energy balance.

12
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individual-costfunctionsoptimal refreezing correction parameter fp is 0.85 (see Table 3). This large proportion of melt
water refreezing underlines the importance of the refreezing process in determining the surface mass balance of the Greenland
ice sheet. Any lower refreezing correction leads to a less optimal cost function.
Having determined the optimal parameter set we can now compare SEMIC with MAR for the whole historical and RCP8.5
period from 1970-2100.

4 Model validation

As a final step of the full model analysis, we use the optimised model parameters for the following two model validation
runs: a) A historical run from 19702005 and b) an RCP8.5 scenario run from 2006-21003. This time, we compare SEMIC
with MAR for a whole time series instead of just a few years as done for the calibration. We take a closer look into the
regional differences of surface temperature, surface melt, and surface mass balance over the four previously defined regions
and calculate the corresponding time series of their annual mean values, as shown in Fig. 10.

Annual mean surface temperatures correspond well with MAR results and both time series are hard to distinguish from
each other. To a lesser extent but still reasonably well, surface melt and surface mass balance are captured by SEMIC. The
decline of surface mass balance throughout the 21st century in the RCP8.5 scenario is evident over the three ice-sheet regions,
while the mass balance remains close to zero over ice-free land. Furthermore, SEMIC captures the year—to—year variations
throughout the historical and the RCP8.5 period. This tells us that the newly introduced diurnal cycle parameterisation makes
SEMIC more realistic and thus comparable to more comprehensive and complex multi-layer snowpack models. We believe
that a representation of the diurnal thawing and freezing cycle is essential for SEMIC and for physically correct mass balance
modelling in general, and thus represent an important advance.

The overall performance of SEMIC with respect to the more sophisticated regional climate model MAR is satisfactory, given
its intended use for long time-scale simulations. In the validation test we show that SEMIC is able to capture long-term trends

of the Greenland ice sheet under the RCP8.5 scenario, while also reproducing the interannual variability exhibited by MAR.

5 Discussion

In this paper we use output from MARvV2 forced by CanESM2 as described in Franco et al. (2013) for the simple reason that
Xavier Fettweis made the full daily MAR output data publicly available (see below in Sect. 7). Unfortunately, version 2 of
estimates of SEMIC are also not up to date and care should be taken to interpret these results in the light of future climate
change. The main point and purpose of this study is that SEMIC reasonably well represents the surface mass balance as
modelled by MARv2. In principle, SEMIC could be applied to any type of data, for example, to output from other regional

3Dt is-available-at
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climate models such as RACMO (Nogl et al,, 2015), to re-analysis data such as ERA-Interim (Dee et al., 2011). or even to
in-situ observational data sets such as PROMICE (van As et al., 2016). A preliminary analysis (which is beyond the scope of
this study) using meteorological data from Col de Porte (Morin et al., 2012) suggests that SEMIC is also capable to reproduce
reasonable results when forced by observational data.

The definition of a cost function for the model calibration is a non-trivial task. SEMIC computes several variables which, in
principle, could all be included in the cost function. We choose to take into account, first, the net shortwave radiation which is
determined by the albedo parametrisation-parameterisation and its parameters and which in turn determines surface tempera-
tures. Second and third, the surface mass balance and the surface temperature are considered, in anticipation of the interactive
coupling to an ice-sheet model. And fourth, melting to account for the newly introduced diurnal cycle parameterisation of
thawing and freezing. Still, it is clear that the choice of the cost function and the variables considered is subjective.

In the model calibration and validation we weighted each of the regions on the area. The area of the ice-free land and region
1, for example, is nearly as large as either region 2 or 3. Consequently, the influence of the smaller regions—here, land and
region 1—is much smaller than that of the larger ones, such as regions 2 or 3, despite region 1 being a major driver of surface
melting.

For the calibration of model parameters, we explieitly-chose-the-last-three-years52098-2100;-of thechose ten years at the end
20th century, i.e., years 19901999 from the historical period and ten years at the end of the 21st century. i.e, years 2090-2099

from the RCP8.5 scenariob

- Those years cover periods of moderate melt under present-day climate conditions and more extreme
melt under a strong warming scenario. Forcing SEMIC with both moderate and extreme climate conditions en-reeord;is-good
evidenee-shows that our model ean-also-representless-extreme-climate-conditions—-such-assfor-example-the-historical-period
orotherany other REP scenariols capable of representing the surface energy and mass balance of the Greenland ice sheet under
different climate conditions and is thus very well suited for future and past climate studies such as glacial cycles.

There are two main reasons why surface temperature is better represented in SEMIC than the surface mass balance: 1)

Surface temperature is determined by the driving atmospheric processes, which in our case are prescribed by MAR atmospheric
forcing. Therefore changes in the atmosphere are directly reflected at the surface in terms of energy balance. 2) Surface
mass balance is harder to constrain because the processes within the snowpack are more complex. Mass can be added by the
atmosphere via rain and snowfall, and mass can be removed via melting. Within the snowpack melted water can refreeze if
the temperature allows that. Refreezing depends on the available liquid water, i.e., rain or melted ice/snow, and on the energy
budget, i.e., the “cold content”. The multitude of feedbacks involved in the surface mass balance makes it far less constrained
by external forcing variables than surface temperature.

We only describe the large-scale effects of changes in the snowpack and we omit a microscopic description of snow physics
(e.g., Vionnet et al., 2012). SEMIC can therefore be thought of as a surrogate of a more complex multi-layer snowpack
model. We have developed SEMIC as a coupler between interactive ice sheet models and EMICs (Earth-System Models of

Intermediate Complexity) or coarse resolution GCMs (General Circulation Models). SEMIC realistically represents the energy
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transfer between atmosphere and surface as radiation and turbulent mixing of heat and water vapour, thus providing a general
solution to the surface energy balance that is applicable for different climates and time scales.

Ice-free land and ice-covered land are treated differently in SEMIC because of the different physical processes involved. For
example, the surface temperature of ice- and snow-free land has no upper limit as is the case for surface temperatures of ice,
which is always lower than or equal to the freezing point. Generally, land albedo is much more variable than as described by
the single bare land albedo used in SEMIC. Different land and vegetation types have different effects on the radiation budget.
Consequently, net shortwave radiation errors in SEMIC are larger over ice-free land than over the ice sheet (Fig—2?Figs. 3j and
4).

Details in model representation also reveal differences between SEMIC and MAR. However, these differences are not so
much related to the underlying physical principles, i.e., the assumption of energy and mass balance of the snow- and ice-covered
surface, as to the choice of parameters made in order to match SEMIC variables to MAR variables.

SEMIC makes use of two simple but effective parameterisations that are important for its good performance: One is the
surface albedo for which we already discussed the problem of the net shortwave radiation budget over ice-free land. Although
the net shortwave radiation has an effect on the surface energy balance, errors do not translate directly into errors in the surface
temperature (Fig—2?Figs. 3i and 4i). One reason is that the contribution of sensible and latent heat flux is larger over ice-free
land because of the larger temperature contrast. Latent heat flux, for example, is about 10 times larger over ice-free land than

over the ice sheet.

Another reason for SEMIC’s good performance is the diurnaleyele-parametrisationnewly introduced diurnal cycle parameterisation,

which allows for faster computation while adding the daily thaw—freeze cycle during melt season. The representation of the
diurnal cycle of the whole ice sheet by a single constant value is somewhat problematic because in reality, it changes over time
and location, depending on the climatic conditions, e.g., cloud cover and its effect on downwelling longwave radiation. Still,
the overall results of SEMIC with respect to surface mass balance are satisfactory. The diurnal cycle opens many new aspects
which could improve model results, e.g., a spatial dependence such as height-dependent amplitude or a direct calculation of

the amplitude by the coupled atmospheric model, but this is beyond the scope of this paper. Also, a different or a more real-

istic albedo scheme could replace the current simple albedo parameterisation (Oerlemans and Knap, 1998). SEMIC has also
been successfully tested with a temperature-dependent implementation-based-on-the-work-by-Stateret-al{(1998)albedo scheme
Slater et al., 1998), for example.

Our results underpin the consistent representation of the dominant processes involved in the complex interactions between
snow- or ice-covered surfaces and the atmosphere. SEMIC incorporates simpler dynamics compared to multi-layer snowpack
models, but represents the essential surface energy and mass balance processes, and is still fast in terms of computational time.

SEMIC is well suited for long-term integrations up to several millennia and has been successfully tested for the last 78,000
years (data taken from Heinemann et al., 2014, personal communication). From the 100 year run-time estimate we can assume
that computation of the surface mass balance on every single day during one glacial cycle (of about 100k years) would take
about 11h. Current state-of-the-art multi-layer snowpack models are not able to perform such long integrations but they also

do not serve this purpose. Under these circumstances, using a much simpler model—such as SEMIC—is advised.
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SEMIC is well suited for applications with global climate models which have just started to master glacial time scales (e.g.,
Heinemann et al., 2014). SEMIC will be part of the next version of the regional energy and moisture and balance model
REMBO (Robinson et al., 2010) and is also ready to be coupled to an interactive ice-sheet model. SEMIC is considered as an
open-source project, therefore contributions are welcome, and we encourage and support the integration of SEMIC into climate

and ice-sheet models.

6 Conclusions
6 Conclusions

We have presented a new Surface Energy and Mass balance model of Intermediate Complexity (SEMIC) for snow- and ice-
covered surfaces that is simple and fast enough for long-term integrations up to glacial time scales. SEMIC is a physically
based model that accounts for energy and mass balance and it can be used as a surrogate for computationally intensive regional
climate models with their multi-layer snowpack models. The most important features of SEMIC are a simple but effective
surface albedo parameterisation and a parametrisation-parameterisation of the daily thaw-freeze cycle that allows partitioning
between melting and refreezing. Compared-to-the-more-sophisticated-SEMIC has been forced with atmospheric fields from
the regional climate model MAR (MARV2) and compared to MAR’s multi-layer snowpack model SISVAT, SEMIC represents
surface temperature and surface mass balance conmderably well. SEWGma{ehe&ehmate}egi&ﬂ%feﬂds—eﬁFor the RCP8.5
the interannual variability of surface temperature and the mass balance of the ice sheet. SEMIC hereby incorporates a minimum

number of free model parameters and a large effort was made to balance the complexity of the represented processes in favour

warmmg scenarlo

of faster computation.

7 Scientific Reproducibility, Transparency, and Data Availability

We hereby acknowledge, support, and encourage research that follows standards with respect to scientific reproducibility,
transparency, and data availability. Any model source code and the authors’ manuscript source (typeset in ISIEX) is freely
available and accessible online.

The project infrastructure covering individuals step starting from data download and preparation, model source code com-
pilation, running the optimisation, running the calibrated model, running the model with historical and RCP8.5 scenario
data, as well as the source code of this manuscript with its figures can be downloaded from the repository website https:
/lgitlab.pik-potsdam.de/krapp/semic-project. See the project website’s README . md for details. The project can also be cloned
using git:

git clone -b vl.1l git@gitlab.pik-potsdam.de:krapp/semic-project.git
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The atmospheric forcing data from the MAR/CanESM?2 model for the historical period from 1970-2005 and for the RCP8.5
scenario for the period from 2005-2100 are available at ftp://ftp.climato.be/fettweis/MARvV2/.
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symbol
Ceff
Cs
Ct

Cp,a

e bare atbeao;-e-cteanor-bliue

Table 1. Model constants and their description.
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symbol

description

SwH
LW+
Pa
Us
Ta
qa
Ps
P
P,

downwelling shortwave radiation Ga-W-m—2)[W m~?]
downwelling longwave radiation Ga-W-m—2)[W m~?]
air density Gakem—)[kg m~3]

surface wind speed Ga-ms—)[m s

near-surface air temperature (rJ¥{K]

near-surface specific humidity Gakeke—kgkg ']
surface pressure {inPaj[Pa]

snowfall rate Ga-rrs—{ms 1]

rainfall rate Ga-rrs—ms ']

Table 2. Atmospheric forcing fields needed as input for this model.
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A 0050 30 amplitude of diurnal cycle [K]
7] 005-035 007 bare land albedo
Diese 000-020  0.028  critical snow height for albedo parameterisation [m]

Table 3. Model parameters with their initial range and their optimal value in bold face.
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Table 4. Comparison of SEMIC and MAR. Shown are multi-year mean averages over the ice sheet (regions 1-3) and ice-free land, their
mean gridpoint-to-gridpoint differences A, their minimum, and their maximum gridpoint-to-gridpoint differences, min A and max A, Here,
ice sheet means all ice-covered regions (region 1-3).

1990-1999 2090-2099

SEMIC MAR A min A maxA | SEMIC MAR_ A
T (inEHK] 255:6249.6 25542492  O214 ©+02 48 | 261 2358 13
E SWorerin W/m2-SM B [mm day '] 30:6-1.57 343161 07096  96-178  772.88 024 -021 097
§ SMB-in-mmiday)rM [mm day '] 438162  -+5+1.68 643094  -345-0.79 5423.68 405 420 084
Mekt-fin-mmiday)-SWae [Wm 7] 338287 359277 64919 466109 254142 319 320 93
T, K K] 26732584 26742579 62135 69:01 2251 | 2675 2673 12
= SWorer i W/m3-SM B [mm day '] 62.2-1.27 657125 -351.03 443067 82156 1.09  1.00 109
= SMB-Ga-mmidayyM [mmday '] 045218  -0:05204 020114  -6:690.60  +26-1.79 237 225 112
Melt-(in-mm/day)-SWoe [Wm™2] 38468  +27473  6+H04 -H00-207 063226 61.7 656 2.9

NMAR

21



(a) (b) 6

61 === A=5.0 and T,=0.0
4l = A=5.0 and T;=-3.0 5
o 24 q =
2L LN £
g °
= :
L
2
4] g
-6 1
-8 0

0 3 6 9 12 15 18 21 24
hours

Figure 1. Left:-The diurnal cycle parametrised-parameterised as cosine function with amplitude A around the mean temperature T (a).
The dashed horizontal line marks the analytical solution of the average above-mean temperature 7~ and the solid horizontal lines mark the
below-mean temperature 73, (see Eq. 11a and b). The circles denote the roots of the sinusoidal temperature cycle curve. Right—The mean

diurnal cycle amplitude of air temperature for the summer season (JJA) in MAR for the years 2098-2+661990-1999 (b).
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Figure 2. This region mask is used to estimate the region-averaged time series for the model calibration. Region 1 represents the ice margin,
while the other regions represent areas with seasonal melt (2) or almost no melt (3). This mask is readily available from the MAR model
data (named MSK). Note that these regions are only representative for present-day climatic conditions, in a strict sense. However, in a broader
sense, we regard them also as useful to differentiate the future warming climatic response such under the RCP8.5 scenario.
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Figure 3. Comparison of modeled-multi-year (2098—21061990-1999) mean surface temperature T, net shortwave radiation ST/, surface
mass balance SM B, as-well-as-and surface melt between-)M as modelled by SEMIC (after-modet-optimisationa)—(d) and MAR —Differenees
e)—(h) and the differences between SEMIC and MAR are-depicted-in-thotowerpanels(i)—(1). The outlined eontourshows-contours show the

boundaries of the three ice-covered MAR regions as shown in Fig. 2. See Table 4 for values of minimum and maximum differences.
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Figure 4. Comulative-sum-Comparison of multi-year (2090-2099) mean surface melt-and-temperature T, net shortwave radiation SWiye
surface mass balance ever-SM B, and surface melt M as modelled by SEMIC (a)—(d) and MAR (e)—(h) and the fourdifferent-differences
between SEMIC and MAR (i)—(1). The outlined contours show the boundaries of the three ice-covered MAR regions as defined-shown in

Fig. 2. See Table 4 for values of minimum and maximum differences.
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Figure 5. Time series of ice—sheet averaged surface temperature KT [K], net shortwave radiation ﬁﬂ—\WmQ—)SlAVKwN[W m™ 2], surface
mass balance G-mm/day)SM B [mm day '], standardised snow height ¢standardised-by-o-)h, surface melt Gn-mm/day)M [mm day ],
refreezing tin-mm/day) R [mm day 11, latent heat flux ém%%\@[w m™2], and sensible heat flux ém—\’Wmlhf/{i [W m™2] as calculated
by MAR and by SEMIC with optimal parameters from Table 3 for the years 2698—2+00-(=36-months)-1990-1999 of REP&-5the historical
period. Note that h; is scaled via its standard deviation because SEMIC and MAR incorporate a different criterion of maximum snow height
(5#m-m in SEMIC; more than 10#-m in MAR). The annotated number on the top left of each frame is the computed eentered-centred root

mean square error as defined in Eq. (19) and it marks the distance to Ehe reference field as shown in the Taylor diagram Fig. 9a.
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Figure 6. Time series of ice—sheet averaged surface temperature 7’s [K], net shortwave radiation SWe [W m‘ﬁm

SMB [mm day '], standardised snow height I, surface melt M [mm day™! |, refreezing 12 [mm day 11, latent heat flux Hy [W m_ZL
and sensible heat flux Hg [W m ™ 2] as calculated by MAR and by SEMIC with optimal parameters from Table 3 for the years 2090-2099 of

the historical period. Note that A is scaled via its standard deviation because SEMIC and MAR incorporate a different criterion of maximum

snow height (5m in SEMIC; more than 10 m in MAR). The annotated number on the top left of each frame is the computed centred root

mean square error as defined in Eq. (19) and it marks the distance to the reference field as shown in the Taylor diagram Fig. 9b.
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