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1. Reply to Reviewer 1

We are grateful to the reviewer for the thoughtful comments and suggestions to our manuscript.
We have compiled a revised version and in the following provide a point-by-point reply to all
issues raised. The reviewer’s comments appear in bold font, our replies in normal font, and
changes to the manuscript are in italics.

In this study the authors present a remote sensing based scheme for transient modelling of
the ground surface regime together with the previously published numerical model
CryoGrid2. The scheme is applied over a large area in the Lena River Delta (LRD), Siberia.
Forcing datasets at 1km and weekly resolution are derived from MODIS LST, MODIS SCE,
GlobSnow SWE plus meteo fields from ERA-Interim reanalysis. Spatially distributed
ground properties are based on geomorphological observations and mapping drawing on
previous studies in the region. Results are compared to insitu observations of ground
temperatures from boreholes, CALM active layer depths and measurements from the
Samoylov Island Permafrost observatory. The authors conclude that comparison to in-situ
measurements shows that the scheme is capable of estimating the thermal state of
permafrost and its time evolution in the LRD.

This paper is a further contribution to the work of using remote sensing data together with
numerical models (eg. Westermann 2015) which 1 think is a very interesting and promising
approach to large area and/or operational assessments. The paper is well written with a
clear methodology, presentation of results and critical discussion. The authors acknowledge
shortcomings of the approach such as dependency upon a well estimated snow density and
difficulty in applying in heterogeneous terrain due to coarse scale of the LST data. | have
one main comment with respect to the forcing timeseries, other comments are reasonably
minor.

Comments:

1. P8 Section 3.3: In the merged LST /reanalysis product, 2m air temperature and LST
are merged. | think it would be helpful to add some discussion of how comparable
surface air temperature and LST are and how this is expected to vary under both
different atmospheric and surface cover conditions. The most obvious example is when
a snowcover is present and air temperature and snow surface temperature can differ
strongly. This reference (Gallo et al 2011) would probably be useful:
http://dx.doi.org/10.1175/2010JAMC2460.1. This study from Raleigh et al.
http://dx.doi.org/10.1002/2013WR013958 suggests that the 2metre dewpoint temp (also



available from ERA-Interim) is perhaps a better approximation of snow surface
temperature than 2m air temperature. What kind of biases can be expected by forcing
the upper boundary condition of surface temperature with a 2m air temperature field?
Or are these different forcings treated differently by the model?

We have taken up this comment in Sect. 3.3 and in the Discussion, Sect. 5.1.1. In Sect. 3.3, we
have explained how we handle situations when positive temperatures of the surface forcing
(which can occur as a result of admixing of air temperatures) occur for still snow-covered
ground:

“During cloudy skies, differences between air and surface temperatures are strongly reduced
compared to clear-sky conditions (Gallo et al., 2011), so that air temperatures can be regarded
an adequate proxy when MODIS LST is not available due to cloud cover. For melting snow,
surface temperatures are confined to the melting point of ice, while air temperatures can be
positive. Positive values of the surface temperature forcing are therefore set to 0°C when a snow

cover is present.”’

In-situ measurements on Samoylov Island indicate that air temperatures are a relatively good
proxy for snow surface temperatures in winter, most likely because the ground heat flux from the
refreezing active layer and the cooling permafrost is a substantial source of energy to the surface
which prevents strong near-surface temperature inversions. In Sect. 5.1.1 we write:

“Based on in-situ measurements, Raleigh et al. (2013) suggest that for snow-covered ground
dew point temperatures are a better approximation for surface temperatures compared to air
temperatures at standard height. However, observations on Samoylov Island suggest only a
small offset between snow surface and air temperatures, with the difference increasing from near
zero in early winter to about 1° C in late winter (Table 3, Langer et al., 2011b). The reason for
this is most likely that the ground heat flux is a strong heat source especially in early winter
(Langer et al., 2011b) which warms the surface and thus prevents formation of a strong near-
surface inversion. Therefore, we consider air temperatures an adequate proxy for snow surface
temperatures in the LRD, but dew point temperatures should clearly be considered for gap-
filling in the snow-covered season in future studies.”

2. P10 120-22: is this spatial variability due to residual snow patches? Perhaps state the
cause here.

In July, residual snow patches do not occur on Samoylov Island, the snow pack has fully melted
by at latest mid June — the spatial variability is caused by different surface cover and soil
moisture conditions. Using a thermal camera, Langer et al. (2010) showed that the spatial
differences in polygonal tundra can be up to 10K for single scenes, but become much smaller for
temporal averages over longer periods. However, a residual net difference between the point



measurements used for comparison and the larger-scale MODIS LST values cannot be excluded.
Text changed to:

“However, surface temperatures can feature a strong spatial variability during summer due to
differences in surface cover and soil moisture conditions...”

3. P713 + 33 on line 3 you say “extensive set of observations available” whereas on 133 you
say “which temporally /spatially distributed sets are not available” - are these
statements contradictory?

An extensive data set is available from Samoylov Island, but there is no data set covering the
entire Lena River Delta (which we refer to in the second statement). We have made this clearer
in the text, 1. 33 now reads:

“Therefore, the snow ... is a highly crucial parameter for which spatially or temporally
distributed data sets covering the entire LRD are not available. However, an extensive set of
measurements from polygonal tundra on Samoylov Island suggests ..."

Can you describe the snow density data briefly in Section 2.2, particularly at which times
of year these measurements were made.

We have inserted a statement in Sect. 2.2:

“In addition, a spatially distributed survey of snow depths and densities (216 points in polygonal
tundra) was conducted in early spring 2008 (25 April to 2 May) before the onset of snowmelt
(Boike et al., 2013).”

In addition, the range of snow depths obtained from the spatial survey has been added to Fig. 3.

4. Fig 6: Is there an offset in your measurements as looks like in Fig 6 that zero curtain is
occurring 0.5deg or so below the 0degC point.

Yes, there is a slight drift of the sensor in the later years (visible from 2010), with the zero
curtain occurring at about -0.2°C instead of 0°C. A statement has been added to the figure
caption.

5. Fig 6: can you explain why there is no zero curtain at phase transition from ice to water
in spring/summer in the wet polygon? Would you expect this?

The zero curtain effect is a result of a two-sided freezing front which only occurs in fall for
permafrost ground (the top freezes in fall and the ground below the active layer is permanently
frozen). In this case, the temperatures at both sides of the still unfrozen domain are confined to
0°C due to the freezing of soil water at the freeze front. As a consequence, temperatures inside
this domain quickly reach 0°C as well. As the freeze fronts progress slowly due to the
considerable amounts of latent heat provided by the phase change of the water, this zero curtain



state can last for several weeks and only ends when the two freeze fronts meet each other, which
is generally followed by rapid cooling of the then frozen soil. In spring, the ground thaws from
top down and only one freeze/thaw front exists. In this case, there is always a temperature
gradient both above and below the progressing thaw front, so that temperatures in a certain
depth/grid cell are never confined to 0°C for extended periods. For seasonally frozen ground, the
situation is opposite and the zero curtain effect occurs in spring, when the seasonally frozen layer
thaws from top down and from the bottom up, again resulting in two freeze fronts. In fall, only on
freeze front exists, corresponding to the freezing of the ground from top down, so that no zero
curtain effect occurs.

Technical issues:

1. p6129: add terms in brackets after items in text so that equation is more easily
understood.

done
2. P716: ...LRD for which... — ...LRD which..
Changed to “for which we define”

3. P9127-29: 1 think it is more common to use term “layers” when talking about
vertical discretisation of model units?

Changed to “layers”

4. P10 116: Figure 2 seems to lose most bar elements upon printing (not digital form).
Perhaps my printer issue - but check this.

We have tried printing Fig. 2, but did not encounter any problems.

5. P10 124: “well suited as input for ground thermal modelling” - qualify this statement
with something like *, at least in homogeneous terrain”.

“at least in homogeneous terrain” added

6. P1117 over a an — over an.

Done, thanks!

7. p11110 repeated word “cloudiness” — you mean snow?
Yes, we mean snow cover. Thanks!

8. P14 132-33: qualify statement with something like ’in homogeneous terrain’.



We agree, this statement is too general. In the revised version, we have made clear that it only
applies to our study area in the LRD, and only to homogeneous terrain. The sentence now
reads:

“We conclude that surface temperatures synthesized from MODIS LST and ERA-interim
reanalysis are an adequate choice for the purpose of ground thermal modeling in the LRD, at
least in homogeneous terrain. However, it may introduce a slight cold-bias in modeled
ground temperatures.”

9. P17111: had — hand.
Done, thanks!
10. p18 18: ares — area.

Done, thanks!

New reference:

Langer, M., Westermann, S., Muster, S., Piel, K., and Boike, J.: The surface energy balance of a
polygonal tundra site in northern Siberia Part 2: Winter, Cryosphere, 5, 509-524, 2011b.



2. Reply to Reviewer 2

We thank the reviewer for the critical thoughts on the manuscript and for raising important points
which have led to changes to the manuscript, including additional Supplementary material.

A main line of criticism is that GlobSnow SWE cannot be a suitable data set for the purpose of
ground thermal modeling in the Lena River Delta, based on the characteristics of our study area
and the few published GlobSnow validation studies. The critical issue is how the studies
mentioned by the reviewer can be related to the conditions in the Lena River Delta. Before we
provide a point-by-point reply to the review, we would like to clearly state our assessment of
these studies and evaluate their suitability for characterizing the performance of GlobSow for our
study area (the Lena River Delta) and study period (2000-2014 with particular emphasis on the
period 2002-2014 for which validation data for ground temperatures are available).

a) Luojus et al., 2010 and Takala et al., 2011: Both studies present validation information
for Eurasia using the INTAS-SCCONE data set (Kitav et al., 2002). The comparison to this data
set represents (to our best knowledge) the only systematic GlobSnow validation that includes our
study area in a geographical sense. However, Fig. 2 in Takala et al., 2013, suggests that only a
small fraction of the data set is obtained from Arctic tundra sites (with a rough count, we came to
<50/1264 sites, i.e. <5%), and even fewer (<15/1264, i.e. <1.5%) are located in Northeast
Siberian lowland tundra with climate and landscape characteristics that are at least somewhat
similar to the Lena River Delta. The overwhelming majority of the sites, on the other hand, is
located in the Boreal Forest and in steppe environments, where completely different snow pack
properties must be assumed (Takala et al, 2011, Derksen et al., 2012). We emphasize that the
comparison to the INTAS-SCCONE data is a highly meaningful benchmark on a continental
scale, at least for SSM/I-based GlobSnow SWE retrievals. However, the study only presents an
evaluation of the entire data set und information on subregions is not given. Therefore, we cannot
see why the results, especially the absolute values for RMSE and bias presented in Table 2
(Takala et al., 2011), should be valid also for small subregions like the Lena River Delta, in
particular when shallow Arctic tundra snow is strongly underrepresented in the data set.
Furthermore, it should be noted that the INTAS-SCCONE data set covers the years 1978-2000,
for which the GlobSnow data are compiled with older generations of passive microwave sensors
compared to our study period.

An important point is that SWE in the Lena River Delta is generally low enough so that
saturation effects do not influence SWE retrievals: starting at about 120-150mm average SWE
(Fig. 1 in Luojus et al., 2010), the GlobSnow retrievals become biased to too low values, as
brightness temperatures are affected by radiation emitted within the snow pack (and not only by
scattering of radiation emitted from the ground below). This effect is a consequence of the
physics of snow grain - radiation interactions and the results can therefore be expected valid for



all microwave remote sensors. For SWE values of 60mm and less (as in the LRD, Fig. 5f, our
study), the relationship between measurements and GlobSnow retrievals is on average linear.
Therefore, the retrievals must be considered more reliable in this range, although GlobSnow to a
certain extent overestimates measured SWE values (Takala et al., 2011). However, these low
SWE values in the data set (roughly 30% is SWE<50mm, Fig. 7b, Takala et al., 2011) could in
many cases represent data from areas other than Arctic tundra, so that the bias is once again
difficult to interpret with respect to our study area.

b) Takala et al., 2011: In addition to the INTAS-SCCONE data, Takala et al., 2011, present
validation for Finland and Canada. The data set from Finland is from a region with a high density
of ground stations so that an improved performance can be expected compared to regions without
a dense station network. For this reason, a comparison is challenging due to the lack of ground
stations in the vicinity of the Lena River Delta. However, the saturation effect at higher SWE
values is again evident, confirming this feature also for areas with high density of ground stations.
Furthermore, a comparison to extensive in-situ data sets from Northern Canada is presented.
These data were mainly obtained during a snowmobile traverse in 2007 (Derksen et al., 2009),
largely in tundra areas at latitudes between approx. 64 and 68° N which is an environment in
many aspects comparable to our study area (located approx 72-74° N). Only average results for
the entire data set are presented in Table 3 (which the reviewer explicitly refers to), showing a
mean SWE of 120mm, an RMSE of 47mm and a mean negative bias of 36mm. Takala et al.,
2011, comment on this: “The relatively high uncertainty over tundra regions (Table 3) is likely
driven by three issues: the extremely sparse network of surface climate stations across the
Canadian sub-Arctic, the complex microwave emission from lake rich snow covered tundra (see
Derksen et al., 2009), and the extremely heterogeneous tundra snow cover which complicates the
determination of ‘ground-truth’ SWE at coarse spatial resolutions.”

The first point “sparse station network™ is at least partly true also for the Lena River Delta, but
we note that the WMO station in Tiksi is in a distance of 50 (eastern part) to 200 km (western
part), much closer than the closest station for a large part of the N Canadian traverse (Fig. 5a,
Takala et al, 2011). Furthermore, the environmental and climatic conditions at Tiksi are similar to
the Lena River Delta, so that the snow pack properties inferred for Tiksi are very likely a good
representation for the Lena River Delta, which is favorable for SWE retrievals in our study area
(see Derksen et al., 2012 for a discussion of the role of snow pack properties in SWE retrievals).
Also the second point, “high water body fraction”, is clearly applicable to the Lena River Delta,
as pointed out by the reviewer. Using Landsat (Schneider et al., 2009) and MODIS (MODIS
water mask) based land cover classifications, we estimate the water fraction in the interior of the
Lena River Delta (the part for which the modeling was performed) between 12 and 30% in 25km
EASE grid cells, with a single grid cell in the Eastern Delta reaching 37% (of which more than
half is estimated to be river arms, see below). Almost three quarters of the grid cells feature water
fractions of less than 20%. However, the character of the water bodies is very different to the
ones in N Canada: themokarst lakes and river arms dominate in our study area, while the traverse
crossed the Canadian Shield where lakes are mostly a result of glacial erosion. The track of the



traverse provided in Derksen et al., 2009, suggests that unforested, ground-ice-rich, flat lowland
areas only made up an insignificant portion of the traverse: most of the area E of Great Bear Lake
IS characterized as "continuous permafrost with low ground ice content and thin overburden or
exposed bedrock” in the IPA permafrost and ground ice map. Hereby, an important difference
regarding SWE retrievals with passive microwave could be that many of the thermokarst lakes in
the Lena River Delta are shallow and can even freeze to the bottom in winter (Schwamborn et al.,
2012, Antonova et al., 2016), while the Canadian lakes are in general deeper. With respect to
microwave emission, this could be an important difference: microwave emissions become more
similar to land areas, although the emission characteristics of fully frozen water bodies are not yet
entirely clarified (Gunn et al., 2011).

Furthermore, the Lena River features a very low winter discharge, as much of the catchment is in
the continuous permafrost zone. Despite of recent increases, we estimate the winter discharge to
be only about 10% of the average summer discharge (Fig. 2 in Yang et al., 2002), and large river
areas visible as water in summer-derived satellite imagery (which are hence classified as water in
the above mentioned classifications) fall dry in winter, which will decrease the water fraction in
particular in the central and eastern part of the delta considerably. Furthermore, shallow river
arms will freeze to the bottom, similar as the above mentioned thermokarst lakes, so that we
expect the true “open water” fraction relevant for microwave brightness temperatures in winter to
be significantly lower than the open water fractions obtained from summer imagery (see above)
suggest. As a consequence, we argue, that the high summer water fraction in some parts of the
LRD (although it may affect passive microwave retrievals in particular in fall) is not a priori an
exclusion criterion for GlobSnow in the LRD, especially since the comparison with in-situ data
set in the relatively water-body-rich area around Samoylov Island suggests a satisfactory
performance.

Third, the pronounced spatial variability at scales smaller than 25km is certainly an issue also in
the Lena River Delta, although the landscape is generally flat (compare the images of the
borehole sites in the Supplement to the revised version of the manuscript) in most parts and large
snow drifts only occur in localized spots, such as edges of islands or thermokarst gullies, which
we do not target with our modeling. For the extensive N Canada data set, spatial variability at
small scales will only affect the RMSE and not the bias when comparing GlobSnow retrievals to
small-scale in-situ data. Fig. 10 in Takala et al., 2011, is clear evidence that the spatial variability
is extreme at least in some parts of the Canadian study area, with a spread from 40 to more than
200mm SWE. Such strong differences at scales of less than 25km could to a large part explain
the high RMSE value found in the N Canadian data set. However, we find it encouraging with
respect to our study that GlobSnow in the presented cases can indeed capture a SWE value in the
center of the SWE distribution (Fig. 10, Takala et al., 2011), which would be a satisfactory
representation for the average snow conditions in the grid cell.

Finally, the largest difference between the N Canada data set and the Lena River Delta is the
strong difference in the absolute values of SWE, with on average 120mm instead of 40-60mm.
For an average of 120mm and values of more than 200mm occurring regularly (Fig. 10), the



considerable negative bias of 36 mm is an indication that the GlobSnow SWE retrievals could
partly be affected by saturation effects (see above) in this area, which is highly unlikely for the
much lower SWE values in the Lena River Delta. Furthermore, we do not see why absolute
uncertainties (both bias and RMSE) from the N Canada study could simply be assigned to the
Lena River Delta (as suggested by the reviewer), despite the large differences in absolute values
for SWE itself. As evident for Fig. 1 in Luojus et al., 2010, higher SWE values are associated
with higher absolute uncertainties, while lower SWE values have a lower absolute uncertainty.
We therefore argue that, if at all, relative errors from the N Canada data set should be employed
when assessing the possible performance of GlobSnow SWE in the Lena River Delta. In the
revised version, we show that the uncertainties found for the N Canda data set can then be
reconciled with the comparison for Samoylov Island (see below for details).

C) Derksen et al., 2012: This study is not a validation of the operational GlobSnow SWE
product itself, but investigates an important aspect of the retrieval algorithm: it evaluates the
landcover dependence of microwave emission, distinguishing between open tundra areas, forest
and lakes. We have carefully evaluated the information provided in the publication with respect
to the conditions in the LRD.

The study area of Derksen et al., 2012, is located at 58-59° N near Churchill, Canada. The mean
annual air temperature in the Churchill area is approx. -6.5°C (Fig. 3a, Zhang et al., 2012), while
it is around -12.5°C for Samoylov Island in the Lena River Delta (Boike et al., 2013), a
significant difference, which most certainly causes differences in the freezing behavior of lakes
and possibly the snow pack properties. Moreover, the radiation regime during winter is
necessarily different due the latitudinal difference, with polar night conditions dominating in the
Lena River Delta, while Churchill is located several 100km south of the polar circle. This factor
may influence the snow pack properties and lake freezing. No information on the lakes (depth,
origin) is provided, which makes it difficult to compare to thermokarst lakes in our study area.
In-situ observations of passive microwave brightness temperatures and snow pack properties
were conducted for different landcover types at sites located approx. 5-15km from the coast of
Hudson Bay (Fig. 1, Derksen et al., 2012), showing a strong landcover dependence. We note that
the 25km EASE grid cell #2 (Fig. 1, Derksen et al., 2012), in which all in-situ measurements
were conducted, is located directly at the coast (with even a small ocean fraction included), and
the “ocean overspill problem” (see Other remarks by the reviewer, point 1) is not mentioned or
taken into account in this study. However, only grid cell #2 facilitates, in our opinion, a direct
comparison between in-situ and satellite brightness temperature measurements: the “ground truth
information” for the other grid cells is synthesized from a landcover classification, assuming that
the in-situ measurements conducted at localized sites in the vicinity of the coast can deliver
unique values for “lake snow depth”, “open tundra snow depth” and “forest snow depth” (and for
all the other snow pack and lake ice properties) that are representative also for sites more than
50km inland. In this procedure, possible spatial differences in precipitation, temperature and wind



speed (controlling snow redistribution) between coast and inland are not mentioned or taken into
account (although they may well exist, see Fig. 3a/b in Zhang et al., 2012 for temperature and
precipitation).

Summarizing our assessment, we conclude that a) the two study areas feature somewhat different
characteristics with respect to landcover and climate, and it is not entirely clear in how far this
affects the transferability of the findings; b) no in-situ measurements are available from the grid
cells other than one coast grid cell. The ground truth information is instead based on land-cover-
weighted average of in-situ measurements taken near the coast.

In this light, we further evaluate Table 9 and Fig. 12 in Derksen et al., 2012, which are mentioned
by the reviewer. Table 9 and 10 display absolute RMSE and bias for SWE retrievals for all grid
cells, i.e. the data set affected by issue b) mentioned above. RMSE values strongly increase if
grid cells other than # 2 (where the in-situ measurements were conducted) are evaluated, while
there is only little effect of different lake fractions (<25% and <50% are distinguished with grid
cell maximum lake fraction 73%, Table 3, note that the overwhelming majority of grid cells in
the Lena River Delta would fall in the low lake fraction category). In our opinion, it can at least
not be ruled out that the results in Tables 9 and 10 are affected by systematic differences in snow
cover between grid cells on a coast-inland gradient that are not captured by the study design.
Such differences could at least contrbute to the RMSE increase for grid cells other than #2. In
addition, the results are strongly affected by the presence of forest as a third landcover class,
featuring completely different snow depths and densities (Fig. 3, Derksen et al., 2012), which is
not an issue in the Lena River Delta. This effect might even override the uncertainty caused by
water bodies, at least for grid cells with lake fractions <25%. Finally, it is not clear what the
results exactly mean for operational GlobSnow SWE retrievals, which are also controlled by the
quality of the station-interpolated background fields. We conclude by noting that Derksen et al.,
2012, do not share the reviewer’s pessimistic view with respect to passive microwave retrievals.
They write: “The results in Table 9 are encouraging with respect to passive microwave SWE
retrievals, however, this represents an ideal scenario in which snow cover characteristics were
thoroughly measured through the complete winter season and available for input to the forward
modeling component of the retrieval. In order to test retrieval performance under less idealized
circumstances, the retrieval simulations were re-run with only a single land use tile. This better
replicates an operational scenario where information from only a single snow survey or weather
station would be available. Because these observations are often located in open areas (i.e.
adjacent to airports) only the snow measurements from the open site were used as model inputs.
Table 10 provides a summary of these retrievals; the accuracy is not influenced appreciably (and
actually improved in some cases) compared to the simulations using the full set of snow
observations. This suggests that snow information for a single land cover class can still result in
useful retrievals.

Fig. 12 in Derksen et al., 2012, shows the spatial variability of SWE within and between
landcover classes (based on the in-situ measurements in grid cell #2), in conjunction with the
single value retrieved by the satellite, which we presume corresponds to grid cell #2, containing



62% open, 27% forest and 11% lake (Table 3). When roughly computing the grid cell average
with the above landcover fractions, we find that the satellite retrievals seem to match quite well,
at maximum overestimating the in-situ value with about 25-30% and thus far from the 100%
error mentioned by the reviewer. Moreover, presence of forest significantly complicates the
picture compared to the Lena River Delta. Considering the high spatial variability within and
between the classes and the fact that systematic sampling over the entire 25km grid cell has not
been performed, it is, in our opinion, not entirely clear if this moderate mismatch is due to the
scaling of the in-situ data or the satellite retrievals. The obvious decrease in satellite-derived
SWE in March (that clearly must be associated with a higher uncertainty) might be explained by
formation of ice lenses, as described for March in the paper (an effect that generally does not
occur in the colder winter climate of the LRD). As a consequence, we do not agree with the
reviewer’s statement regarding Fig. 12 (“even more revealing (over 100% error; Figure 12) when
examining errors on a monthly basis”), at least when regarding grid cell average SWE. It is clear
that mismatches of more than 100% occur for point measurements due to the strong spatial
variability of SWE, but this is an inherent issue in coarse-scale products such as GlobSnow SWE,
which aim at delivering grid cell averages.

In the following, we provide point-by-point replies to all issues raised by the reviewer. In the end,
we summarize the major changes to the manuscript that were inserted following the review. The
reviewer’s comments are provided in bold font, our replies in normal font and changes to the
manuscript in italics:

This paper presents an approach to map the spatial distribution of ground temperatures
and thaw depths using a 1D transient ground thermal model (CryoGrid 2). The model uses
remote sensing derived surface temperature (MODIS 1 km complemented by 2-m air
temperature from atmospheric reanalysis ERA-Interim 0.75 deg. grid spacing) and snow
depth obtained from the GlobSnow snow water equivalent (SWE; 25 km grid spacing)
product as forcing data. The study builds on the earlier work of Langer et al. (2013),
moving the application of the CryoGrid 2 model from the local scale (station on Samoylov
Island) to the regional scale by including the entire Lena River Delta (LRD). From Figure 1,
one notices that the LRD is covered by many small lakes and branches of the Lena River
(i.e. a large freshwater fraction).

We agree. We now provide quantitative information of the water fractions of the GlobSnow grid
cells in the Lena River Delta. More than 70% of the employed grid cells have open water
fractions of less than 20%, and only a single grid cell has a high fraction of more than 35%, most
of which are river arms. Grid cells near the coast with even higher open water fractions do not
contribute to our model forcing data set, these areas have been excluded. As detailed in the above



assessment of Takala et al., 2011, these open water fraction correspond to the summer state. As
the winter discharge of the Lena River is reduced to approx. 10% of the summer flow (Yang et al.,
2002), large river areas must be expected to fall dry during winter. Furthermore, many shallow
water bodies freeze to the bottom in winter in the Lena River Delta (see Schwamborn et al., 2002,
and Anotonova et al., 2016, for field data), so that significantly lower “winter open water
fraction” can be expected compared to the summer values, at least after mid winter. Therefore,
we do not see a reason why the performance of GlobSnow should be significantly worse than in
lake-rich areas in N Canada (Takala et al., 2011).

This is a complex area to study using coarse resolution passive microwave satellite data (or
derived products) due to the large sub-grid scale variability within pixels,

Regarding the spatial variability of SWE, our scheme does not aim for directly capturing the
small-scale variability of snow depths within 1km grid cells, but a significant scale mismatch
remains between the 25km GlobSnow pixels and the 1km model resolution (which we discuss in
detail in Sect. 5.2), although it is unlikely to assume that abrupt changes in average SWE occur in
the flat landscape of the LRD. Nevertheless, this mismatch cannot be resolved, and is therefore
likely to constitute an important source of uncertainty. However, when we compare the model
output to point measurements of the ground thermal regime, we find it encouraging that the
model results in most cases can fit the measurements, which could be considered an indication
that both model and measurements reproduce “average conditions” in the relatively flat tundra
landscape of the Lena River Delta. In the revised version, we have added Supplementary material
showing images of the borehole sites, which demonstrates that the landscape is indeed rather
homogeneous in the vicinity of the boreholes.

notably due to the presence of water bodies, which introduces significant uncertainty in
SWE estimates (GlobSnow or other satellite-based SWE products).

We partly agree. It is evident that water bodies have an effect on the brightness temperatures
obtained by passive microwave sensors, leading to problems in SWE products based on passive
microwave data. However, the GlobSnow SWE retrieval features a data assimilation procedure,
which also takes in-situ measurements at WMO stations into account. The station data are
interpolated in space to provide a background or “a priori” field for the assimilation of the
satellite data. This background field is then weighted against SWE information derived from the
passive microwave sensor. Takala et al., 2011, state: “A basic feature of the algorithm is that if
the sensitivity of space-borne radiometer observations to SWE is assessed to be close to zero (...),
the weight of the radiometer measurements on producing the ‘assimilated SWE’ approaches zero
(...). The higher the estimated sensitivity of TB to SWE, the higher the weight given to the
radiometer data. Thus, the weight of the radiometer data varies both temporally and spatially in
order to provide a maximum likelihood estimate of SWE.” It is beyond the scope of our study to
evaluate in detail how GlobSnow retrievals are obtained in the Lena River Delta. However, it is
clear that the GlobSnow algorithm is capable of handling situations with reduced reliability of the



passive microwave retrievals, other than algorithms entirely based on satellite retrievals.
Therefore, studies focusing solely on the effect of lakes on passive microwave brightness
temperatures provide an incomplete picture on how the GlobSnow algorithm will handle these
situations.

This issue has been recognized by the group who originally developed the GlobSnow
product (reported in Takala et al., 2011) and at least one of its members in a latter
publication (Derksen et al., 2012). Takala et al. (2011; Table 3) report mean bias errors of -
36 mm and RMSE of 47 mm for a tundra area with small water bodies.

Table 3 in Takala et al. (2011) is also clear evidence that the absolute values of SWE in the
Canadian data set are considerably higher than in our study area, 120mm vs. 35-60mm. Therefore,
we do not find it adequate to assign absolute errors from this data set to the much lower SWE
values in the Lena River Delta (see our detailed assessment above). In fact, if one simply did that
without further thinking, negative SWE values would occur regularly in the Lena Delta, which is
impossible both in reality and in the GlobSnow processing algorithm. Instead, if we do assume
that error estimates can be transferred from the N Canada data set to the Lena River Delta, we
suggest that relative errors are more appropriate.

On Samoylov, we have an average snow depth of ca. 16 cm at 225kg/m® (Fig. 5f) which
corresponds to a SWE of about 40mm. Assuming a relative error similar to the Canadian study
(RMSE of 47mm at 120mm average SWE, i.e. a 40% relative error), we obtain an absolute error
of 15mm SWE (i.e. 6-7cm snow) at Samoylov. Considering our comparison of snow depth model
forcing to in-situ data (Fig. 3, our study), this RMSE appears indeed realistic: using only the non-
zero in-situ snow depth measurements, we obtain an RMSE of 6 cm for the snow depths, while
the average bias of +1.5cm is of opposite sign and considerably smaller than for the N Canadian
data set (-36mm at 120mm total SWE corresponds to ca. -5 cm snow depth, if scaled to the
average SWE values from Samoylov Island). This underestimation in the N Canada data set
could at least partly be due to saturation effects at SWE values >150mm, which is not an issue in
the LRD. Although only a single point measurement is available, this comparison is an indication
that the performance of GlobSnow-derived SWE in the LRD is at least not worse than in other
arctic areas.

Derksen et al. (2012) also show that SWE retrieval errors can be large (see Table 9 and
Figure 12 of this publication) from passive microwave data, even more revealing (over
100% error; Figure 12) when examining errors on a monthly basis.

Please see our detailed discussion of Derksen et al. (2012) above. The study showcases the land-
cover-dependence of snow depth/properties and the effect on passive microwave emissions, but
we do not think that the findings can be regarded as evidence that GlobSnow is entirely
inadequate for the LRD. If we re-perform the above scaling exercise for the values given in Table



9 and Fig. 12, we once again arrive at an order of magnitude for the uncertainty that is well
comparable to the performance for Samoylov Island (see previous point).

As indicated by Takala et al. (2011): “Additionally, the consideration or compensation for
the effect of (frozen) lakes requires further study and algorithm development work.”

Our model scheme is designed in a way that improved future SWE products can be directly
ingested, which consequently has the potential to improve the modeled ground thermal regime. In
the revised version of the manuscript we write in Sect. 5.1: “In the future, enhanced SWE
retrieval algorithms taking waster bodies explicitly into account (e.g. Lemmetyinen et al., 2011)
may become available.”

The authors of the present manuscript state, in Langer et al. (2013), that: “The thermal
state of permafrost is reproduced with an uncertainty of about +2.5 °C with a SWE
accuracy of about £10 mm.

This statement is based on a sensitivity analysis at a single point which applies a constant bias to
the entire time series. In this study, however, we provide a characterization of uncertainties based
on a comparison to in-situ measurements. As the number of validation sites is limited, we have
added the following statement to the Conclusion of the revised version of the manuscript:
“However, due to the relatively small sample of validation sites, this accuracy assessment must

¢

be considered preliminary. *

This is still below the performance that can be reached with a realistic LST accuracy of
about £2 °C. However, a much lower SWE accuracy level (x40 mm) must be considered in
regions with sparse weather stations (Luojus et al., 2010) and when field measurements are
not available for calibration. Our results show that realistic permafrost simulations with a
transient heat transfer model would be almost impossible with such low accuracies in the
SWE forcing.

Here, Langer et al., 2013, refers to the accuracy stated in Luojus et al., 2010, which is once again
intended as a global benchmark, including many different conditions (see above). It is not
intended as a benchmark on the regional scale. In the context of this statement, it represents a
worst case that one can possibly encounter if the model scheme of Langer et al., 2013, (with
model parameters of Samoylov Island) is applied to a random point in the Northern Hemisphere.
However, in the present study we are interested in the performance in the Lena River Delta itself,
and the above considerations are clear indication that an absolute error of 40mm is not adequate.

In contrast to the permafrost temperatures, the thaw depths are found to be more or less
independent from the SWE accuracy. However, this might be different in regions where the
permafrost temperature is already close to the freezing point as observed by Akerman &
Johansson (2008). In any case, the impact of snow on the active layer dynamics can be very
complex and dependent on regional factors (Zhang, 2005). The performed sensitivity study



demonstrates that a highly accurate snow cover forcing is crucial for reliable permafrost
modeling.”

This statement once again refers to application at a random point. From Langer et al., 2013, it is
not really clear what “highly accurate snow cover forcing” means, and it is necessary to evaluate
this point in further regional studies — this is exactly our intention with the present manuscript,
and we will evaluate the scheme further in other case studies in the future.

Given: 1) the above statement by the authors in a previous paper;

As detailed above, the present study is a follow-up of Langer et al., 2013, and in many aspects
represents an update. Some deviations in the findings are therefore not surprising, although we
argue that the SWE threshold estimates can largely be reconciled with GlobSnow error estimates
from Takala et al., 2011, if relative instead of absolute errors are employed. The statements from
Langer et al., 2013, as picked by the reviewer, clearly refer to application at a random point
anywhere in the world, not to the relatively similar landscape of the Lena River Delta, which
even includes the study site of Langer et al., 2013.

2) the known retrieval errors in similar regions reported by the developers of GlobSnow
SWE;

As detailed above, we do not consider absolute errors derived from continental-scale studies
applicable for the LRD. If they were, the satisfactory agreement at Samoylov Island (Fig. 3, our
study) could only be explained by fortuitous coincidence. If we assume relative errors instead, the
reported errors from ‘“similar” regions can largely be reconciled with our comparison for
Samoylov Island.

and 3) the lack of validation of snow depth (derived from GlobSnow SWE with density
values of 200-250 kg m-3) over a larger area (transects) than just the small island of
Samoylov (located to the south of the LRD),

This relates to “Other remarks, #4: How much confidence should we have in the snow depth
map of Figure 5”? We agree, this is a very relevant question, in particular whether the slight
increase of snow depths/SWE from E to W is real. In the revised version of the manuscript, we
provide Supplementary Material in which we compare our GlobSnow-based forcing data with
Canadian Meteorological Centre (CMC) Snow Depth Analysis Data (Brasnett, 1999; Brown &
Brasnett, 2015). The CMC product provides SWE values at a spatial resolution of 24km,
comparable to GlobSnow SWE, and has been used as a reference product to evaluate global snow
retrievals (Frei et al., 2012). The CMC product does not employ satellite-derived passive
microwave data for deriving SWE, and is hence completely unaffected by water bodies. Instead,
a background field of SWE is calculated from snowfall in an atmospheric circulation model,
which is subsequently updated by assimilating in-situ measurements from WMO ground stations.
Both data sets use WMO data from Tiksi which could affect the absolute values, but not the



spatial patterns, as no other WMO station is located close-by to the W or N of the Lena River
Delta. For the comparison, we have used the CMC monthly SWE data set for the period 2004 to
2013, corresponding to the period displayed in Fig. 5 of our manuscript. The result of the spatial
comparison is shown in Fig. R1. Both products show a similar spatial pattern and absolute values
mostly agree to within 10mm, with CMC generally showing lower values than GlobSnow. When
interpolated to 1km scale, a significant correlation between the data sets is found (r?=0.71). The
coarse-scale pattern in the LRD is further backed up by winter precipitation from the ERA-
interim reanalysis (Fig. R2). Despite of the coarse resolution and the insufficient representation
of the coastline, there is a clear W-E gradient over land areas in the LRD, with lowest values
occurring in the SE edge, similar to GlobSnow SWE.

While these comparisons to independent model data sets do not constitute a validation of
GlobSnow SWE in a strict sense, they indicate that the large-scale pattern derived from
GlobSnow is not an artefact of the GlobSnow SWE retrieval, but related due to regional trends in
winter precipitation.
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Fig. R1: Average SWE in the months October to June from 2004 to 2013. Left: Canadian
Meteorological Centre (CMC) Snow Depth Analysis Data, 24 km resolution; the black line
corresponds to the outline of our model domain. Right: CryoGrid 2 forcing data (1km resolution)
based on GlobSnow SWE and MODIS snow cover. Note the offset of 5 mm between the color
scales.
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Fig. R2: Annual averages of the total precipitation ([mm]) falling at 2m-air temperatures of less
than 0°C for the months October to June for 2004-2013, based on the ERA-interim reanalysis at
0.75° resolution (values represented as grid cells). The land-sea mask is indicated by a white line.

I am afraid to say that the manuscript submitted is not acceptable for publication in The
Cryosphere. In fact, 1 am quite concerned by the fact that the authors missed the
publication of Takala et al. (2011) which is the key paper reporting uncertainties of the
GlobSnow SWE product. It is important to read and cite others who work in similar areas
or at least with similar data sets, and who have reported uncertainties in the forcing
variables used by CryoGrid 2.

We have provided a detailed assessment of Takala et al., 2011, and further literature on the
GlobSnow algorithm (see Major changes to the manuscript). We point out that Takala et al., 2013,
is clearly dedicated to a continental-scale assessment, and caution is warranted when assigning
the error estimates to regional scales. We believe that absolute error values taken from this study
are inappropriate for the Lena River Delta (see above).

Other remarks:

1. The authors do not seem to be aware that the SSM/I footprints for the 19 GHz and 37
GHz frequency brightness temperature channels are in the order of 70x45 km and 38x30
km, respectively. These brightness temperature measurements are then interpolated into a
25x25 km grid which is then used for SWE retrieval in GlobSnow. Therefore, although the
authors masked some areas along the coast, the ocean “overspill” problem within the
footprints is a larger problem than reported herein.



We have generally kept a distance of 20-30km from the coast, so that contributions from the
ocean are at least not large, considering the footprint sizes. At the western end of the modeled
domain, the distance to the coast is less in order to be able to include the validation sites
“Olenyoskaya channel mouth” and “Turakh Island”. We have stated in the revised version that a
higher uncertainty is likely for these sites.

2. The large fraction of the landscape covered by lakes/river channels represents the largest
uncertainty in GlobSnow SWE values. The authors need to read further on this topic in
order to better understand the limitations of GlobSnow SWE and, perhaps, search for
other products (satellite or reanalysis, including assemble) that could be considered in a
new manuscript submission to The Cryosphere or another journal.

Please see our detailed assessment above.

3. Boike et al. (2013) is given as the reference for the snow depth and density values of
Samoylov Island. However, | personally browsed this paper to find that there are
mismatches between values reported in Table 5 and Figure 6 of that paper and the values
reported in Figure 3 (and the text) of the present manuscript. I am not sure how, as a
reviewer, | can reconcile the two sources. The range (and maximum) of measured snow
depths in Boike et al. (2013) do not always match those of this paper. For example, in winter
2004 (a high snow year), the maximum snow depth found in Table 5 and Figure 6 of Boike
et al. (2013) is 56 cm while that plotted in the graph of Figure 3 of this paper is at a value of
about 47 cm. This is only one of several examples.

In Fig. 3, we have applied a running average filter with a weekly window, corresponding to the
temporal resolution of our forcing data. This is now stated in the figure caption of the revised
version, and explains deviations from Table 5, where the absolute maximum recorded is
displayed: differences of several centimeters can be easily explained by snowfall during periods
of low wind speeds that gets quickly removed or compressed by wind action afterwards. Fig. 6 in
Boike et al., 2013, refers to a different data set, i.e. spatially distributed measurements taken at
one point in time. We have now added this spatial survey as a data point to Fig. 3 in the revised
version manuscript, which indicates that GlobSnow SWE is an adequate representation.

4. How much confidence should we have in the snow depth map of Figure 5 and the ground
temperature (1-m depth) map of Figure 11, given that snow density comes from Samoylov
Island only and that there is a large degree of uncertainty in GlobSnow SWE retrievals
over complex (lake-rich) areas such as the LRD?

We have provided a comparison to an independent SWE data (Figs. R1, R2), confirming the
SWE general pattern in the Lena River Delta. Please see our detailed response above.

As shown in Figures 6-8, winter temperatures are significantly underestimated in
wintertime by the model (up to 8°C, most frequently by 3-4°C). Of course, taking the



average of all years combined reduces the error reported (1-1.5°C given in the Abstract),
but the errors are larger when inspecting each individual year.

We do not agree with the reviewer’s statement “winter temperatures are significantly
underestimated in wintertime by the model (up to 8°C, most frequently by 3-4°C)”. We presume
that the reviewer refers to periods when a) thermokarst development at the borehole sites was
obvious (Sardagk and Kurunghak), or b) a change in the snow regime due to the building of a
new research station had taken place (Samoylov). The timing of these events was described rather
qualitatively in the original version of the manuscript. In the revised version, we have now clearly
marked the affected periods in Figs. 7 and 8 and stated in the figure captions that they should not
be employed for comparison. We also provide images showing the thermokarst development
around the boreholes (as well as new buildings around the borehole on Samoylov Island) in the
new Supplement

To facilitate a more quantitative evaluation of model results for the annual cycle, we have added
a new Fig. 9, which displays a scatter plot for monthly averages for all boreholes. In agreement
with the comparison of yearly averages, we find that the model results have a slight cold-bias of -
0.9°C and an RMSE of 1.1°C (for a snow density of 225 kg/m®). In the revised version, we write
in Sect. 4.2.1:

“A comparison of monthly averages for all five boreholes is shown in Fig. 9. For a snow density
of 225 kg m~3, the model results feature an RMSE of 1.1°C and an average bias of -0.9°C, mainly
due to underestimation of measured values during the summer and fall seasons. For a snow
density of 200 kg m ™, the model bias is on average positive (+0.8°C), but the RMSE is increased
(1.6°C). The model performance is worst for the highest snow density (RMSE 2.1°C, bias -2.1°C).
If the Samoylov Island borehole (for which the ground stratigraphy was adjusted, see above) is
removed, the model performance for the best-fitting snow density of 225 kg m~> remains largely
unchanged (RMSE 1.2°C, bias -0.9°C).”

5. The scaling issue between point (single station measurement(s)) and large satellite pixels
should not be ignored throughout the manuscript.

We agree, and we have mentioned the scale mismatch several times in the manuscript. Our in-situ
measurements are generally located at points that the installation team deemed to be
representative for the larger-scale environment, which may partly explain the satisfactory
agreement with the model results. In the revised version, we provide Supplementary material
with images of the borehole sites, which show the flat and relatively homogeneous landscape
around the borehole sites.



Major Changes to the manuscript in response to the reviewer:
Sect. 3.3 Model forcing data:

“GlobSnow SWE (Daily L34 SWE, level 2.0) data are derived from passive microwave remote
sensors which are not affected by clouds, so that a gap-free daily time series is in principle
available for entire model period from 2000 to 2014. The GlobSnow processing algorithm is
based on a data assimilation procedure, which also takes in-situ measurements at WMO (World
Meteorological Organization) stations into account (Takala et al., 2011). For the LRD, the
closest station is located at Tiksi, about 50 km to the E, while the closest stations to the W are
several hundred kilometers away. The station measurements are interpolated in space to obtain a
SWE background field which is then weighted against SWE information derived from the passive
microwave sensor by means of forward modeling of snowpack microwave emission using the
HUT model (Pulliainen et al., 1999). The SWE values in the LRD are typically below the critical
threshold of about 150mm (see Sect. 4.1) above which SWE can no longer reliably derived from
passive microwave retrievals (Takala et al., 2011). On the other hand, SWE retrieval is
hampered for shallow snow cover and for wet melting snow, so that the start and the end of the
snow season is not well covered by GlobSnow. Furthermore, water bodies constitute a major
error source (e.g. Derksen et al., 2012) which generally leads to underestimation of SWE, in
particular when the ice cover is thin (Lemmetyinen et al., 2011). Due to admixing of microwave
radiation emitted from the ocean, the number of SWE retrievals is very small or even zero in the
coastal areas of the LRD, so that almost half of the area of the LRD could not be included in the
modeling. The boundary of the final model domain was finally chosen so that all validation sites
(Fig. 1) are located within. In a few cases (in particular the sites AN, Tu and OM, Fig. 1), the
available SWE data had to be extrapolated by about one grid cell or 25 km, which seems
adequate considering the smoothness of the remote sensing derived SWE field in the LRD.”

Sect. 4.1.1 Comparison to in-situ data:

“(...) At least some of the observed interannual differences are reproduced in the remote sensing-
derived snow product, e.g. the above-average snow depths in winter 2003/04 and the below-
average snow depths in 2012/13 (the latter was qualitatively noted by the station personnel, pers.
comm., N. Bornemann). For values with non-zero snow depth, the model forcing (using a snow
density of 225 kg m~®) features an RMSE of about 0.06m, and a slight positive bias of 0.015m.
The average snow depth in polygonal tundra (obtained by a spatially distributed survey, Boike et
al., 2013) in early spring 2008 is slightly higher than both point measurements from the snow
depth sensor and the model forcing. However, the difference is only about 0.05m for the model
forcing with snow density 225 kg m 3, well within the observed spatial variability of snow depths

(Fig. 3).”



Sect. 5.1 Model forcing

“As demonstrated by Langer et al. (2013), snow depth and snow thermal properties are crucial
factors for correctly modeling ground temperatures in the LRD. In this light, the coarsely
resolved estimates of GlobSnow SWE must be considered the key source of uncertainty for the
thermal modeling.

— The performance of GlobSnow SWE has been evaluated on continental scales by comparison to
systematic in-situ data sets (Luojus et al., 2010; Takala et al., 2011). For Eurasia, surveys
spanning the entire snow season (Kitaev et al., 2002) were compared from 1980 to 2000. For
shallow snow (approx. SWE<60mm), GlobSnow SWE tends to overestimate observed values
slightly, but the relationship between measurements and GlobSnow retrievals is on average
linear. When SWE exceeds approx. 100mm, the GlobSnow algorithm tends to underestimate
measured SWE, and for values larger than 150mm the signal from passive microwave retrievals
saturates and SWE can no longer reliably be detected (Takala et al., 2011). For the LRD, both
in-situ measurements and GlobSnow values indicate that SWE is generally below this critical
threshold so that saturation effects most likely do not play a role for the uncertainty. The Eurasia
data set is strongly biased towards sites in steppe environments and the boreal forest zone (where
SWE retrieval is strongly affected by the canopy, e.g. Derksen et al., 2012), while northern
tundra areas with characteristics similar to the LRD are strongly undersampled. A more
representative data set is available from an extensive transect across Northern Canada (Derksen
et al., 2009), for which comparison of GlobSnow SWE retrievals yielded an RMSE of 47mm and
an average bias of -36mm. The average SWE of 120mm (Takala et al., 2011) was significantly
larger than in the LRD, so that it is not meaningful to transfer the absolute uncertainties. When
using relative uncertainties, on the other hand, we arrive at a similar RMSE as for the
comparison of the time series on Samoylov Island (0.06m, see Sect. 4.1.1): for N Canada, a
relative RMSE of around 40% was found, which corresponds to an absolute RMSE of 0.065m in
snow depth, when scaled to the average of around 0.16m on Samoylov Island (Fig. 5f). Although
the character of the two data sets differs (spatial transect vs. multi-year point measurement), the
good agreement is an indication that the GlobSnow performance in the LRD could be similar to
N Canada. We emphasize that the RMSE corresponds to undirected fluctuations around the
average value which have much less influence on the modeled average gorund thermal regime
(Figs. 12, 13) than a systematic bias. For a systematic bias of 10mm SWE (applied uniformly to
the entire time series), the sensitivity study by Langer et al. (2013) suggests a deviation of approx.
2.5°C of the modeled average ground temperatures at 2.5m depth. In this study, we find an
agreement within 1 to 1.5°C with borehole temperatures for multi-year averages at similar
depths (Sect. 4.2.1). Therefore, a SWE bias of more than 10mm seems unlikely for the borehole
sites, although modeled ground temperatures are also influenced by the ground stratigraphy
(Table 3).



— Water bodies strongly affect microwave emission of the ground, which is known to lead to
underestimation of SWE in passive microwave-based retrievals (Rees et al., 2006; Lemmetyinen
et al., 2011). For the above mentioned N Canada data set, water bodies might explain the
significant bias of 36mm (Takala et al., 2011), but the average values (120mm) are also
sufficiently high that saturation effects (Luojus et al., 2010) are likely to contribute to the bias. In
the LRD, water bodies are abundant features (Fig. 1), so that GlobSnow retrievals are likely to
be affected. Using a Landsat (Schneider et al., 2009) and MODIS (MODIS water mask) based
land cover classifications, we estimate the water fraction in the employed 25 km grid cells in the
Lena River Delta to be between 12 and 30%, with a single grid cell in the E part reaching 37%
(of which more than half is estimated to be river arms, see below). Almost three quarters of the
grid cells feature water fractions of less than 20%. However, relatively shallow themokarst lakes
dominate in the LRD, which at least partly freeze to the bottom in winter (Schwamborn et al.,
2002a; Antonova et al., 2016), so that microwave emission becomes similar to land areas,
although in particular the wave-length dependency of the effect may be complex (Gunn et al.,
2011). Furthermore, the winter discharge of the Lena River is very low compared to other
northern rivers, as the catchment is largely located in the continuous permafrost zone (Yang et
al., 2002). We estimate the winter discharge to be only about 10% of summer averages (Fig. 2 in
Yang et al., 2002), and large river areas identified as water in summer-derived satellite imagery
must fall dry in winter, which decreases the water fraction in the central and eastern part of the
delta (where the water fractions are highest) considerably. Furthermore, also shallow river arms
and even coast-near areas of the Laptev Sea (Eicken et al., 2005) freeze to the bottom, so that we
expect the true “open water” fraction relevant for microwave emission in winter to be
significantly lower than the open water fractions obtained from summer imagery (see above)
suggest. This is corroborated by the comparison to in-situ measurements for Samoylov Island
(Fig. 3) situated in a relatively water-body-rich area where we find a satisfactory performace for
GlobSnow. The largest impact on SWE retrievals is most likely during lake freezing and snow
cover build-up in fall, when GlobSnow SWE retrievals must be considered highly uncertain. In
the future enhanced SWE retrieval algorithms taking water bodies explicity into account (e.g.
Lemmetyinen et al., 2011) may become available.”
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3.

a)

b)

Summary of major changes

We now provide more direct information for the periods the borehole data are suitable for
comparison to model results. Periods not found suitable are marked in Figs. 7 and 8. For
Samoylov, it is evident that the extension of the research station in summer 2012 led to
new buildings and structures in the direct vicinity, so that snow depths drastically
increased in the following winters. For Kurungnakh and Sardakh, we employ the
observed timing of pond formation around the borehole to restrict the time series. Pictures
showing the boreholes and thermokarst formation are provided in Sect. 2 of the
Supplementary Material.

In response to reviewer 2, we have added a new Fig. 9 and a quantitative assessment of
modeled monthly average temperatures. Using all boreholes, we find a mean bias of -
0.9°C and an RMSE of 1.1°C.

Following reviewer 1, we have added information on the relationship between air
temperatures and surface temperatures in Sects. 3.3 and 5.1.

Following reviewer 2, we have added information and an extended discussion on
GlobSnow SWE in Sect. 3.3 and 5.1.

In response to reviewer 2, we provide independent snow products based on atmospheric
model output for the LRD to back up the distribution of snow depths obtained from
GlobSnow. As this study is primarily about permafrost and not a validation study of
remote sensing products, we are of the opinion that this detailed assessment is beyond its
scope and should not become part of the manuscript. Nevertheless, the reservations on the
usability of GlobSnow outlined by reviewer 2 are comprehensible. We have therefore
compiled a Supplement to the manuscript, in which the comparison is included. A short

summary of the findings is provided in Sect. 4.1.2 of the manuscript.
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Abstract. Permafrost is a sensitive element of the cryosphere, buatpeal monitoring of the ground thermal conditions
on large spatial scales is still lacking. Here, we demotestaaremote-sensing based scheme that is capable of estimati
the transient evolution of ground temperatures and actiyerlthickness by means of the ground thermal model CryoGrid
2. The scheme is applied to an area of approx. 16kB@0in the Lena River Delta in NE Siberia for a period of 14 years.
The forcing data sets atkin spatial and weekly temporal resolution are synthesizeah fsatellite products (MODIS Land
Surface Temperature, MODIS Snow Extent, GlobSnow Snow WEdeivalent) and fields of meteorological variables from
the ERA-interim reanalysis. To assign spatially distrdaliground thermal properties, a stratigraphic classifiodbased on
geomorphological observations and mapping is construstd@dh accounts for the large-scale patterns of sedimerdstyp
ground ice and surface properties in the Lena River Delta.

A comparison of the model forcing to in-situ measurementSamoylov Island in the southern part of the study area yields
a satisfactory agreement both for surface temperaturgy depth and timing of the onset and termination of the winitemws
cover. The model results are compared to observations oingrtemperatures and thaw depths at nine sites in in the Lena
River Delta which suggests that thaw depths are in most gapesduced to within 0.ih or less and multi-year averages
of ground temperatures within 1 to 2B. Comparison of monthly average temperatures at depths of 2 t@m in five
boreholes yielded an RMSE of 1.1C and a bias of -0.9C for the model results. The warmest ground temperatures are
calculated for grid cells close to the main river channelthsouth, as well as areas with sandy sediments and lowiorgan
and ice contents in the central delta, where also the latigast depths occur. On the other hand, the coldest tempesadine
modeled for the eastern part, an area with low surface teatyress and snow depths. The lowest thaw depths are modeled fo
Yedoma permafrost featuring very high ground ice and sgihoic contents in the southern parts of the delta.

The comparison to in-situ observations indicates that #tellge-based model scheme is generally capable of etstignthe
thermal state of permafrost and its time evolution in thed River Delta. The approach could hence be a first step towards

remote detection of ground thermal conditions and actiyerléhickness in permafrost areas.
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1 Introduction

Permafrost is an important element of the terrestrial gfiese which is likely to undergo major transformations inarmw-

ing climate in the 21st century. At present, near-surfagenpéost covers about a quarter of the land area of the Naorthe
Hemisphere, but future projections with Earth System MedEISMs) suggest a reduction between 30 and 70% until 2100,
depending on the applied anthropogenic emission sceragdo l(awrence et al., 2012). Observations of the groundrtakr
state are evidence that the ground is already warming in rpanyafrost areas (Romanovsky et al., 2010) and near-gurfac
permafrost is in the process of disappearing from periplaeeas (e.g. Borge et al., 2016). In-situ monitoring ef@nte coor-
dinated world-wide within the Global Terrestrial Netwode Permafrost (GTN-P, www.gtnp.org, Burgess et al., 200Qictv

is comprised of two components: (1) the Circumpolar Actia/ér Monitoring (CALM) with measurements of active layer
thickness at about 250 sites, and (2) the Thermal State ofd@eyst (TSP) in which ground temperatures are measureein o
1000 boreholes with depths ranging from a few to more thami1.00

While GTN-P can deliver high-quality direct observationgefmafrost state variables, TSP and CALM sites represént po
measurements on spatial scales of d08nd less. Transferring this knowledge to larger regionaisered by the consid-
erable spatial variability of the ground thermal regime ighHimits the representativeness of a measurement) anstribieg
concentration of TSP and CALM sites in a few regions, whilsty@ermafrost areas are not at all covered (Biskaborn et al.,
2015).

A possibility to infer ground temperatures on large spatialles is the use of grid-based models that use meteoralagita as
forcing. Spatially distributed permafrost modeling wag €elemonstrated by Zhang et al. (2013) and Westermann 0dI3)
forced by interpolations of meteorological measuremeamtsy Jafarov et al. (2012) and Fiddes et al. (2015) by dowedct-
mospheric model data. Remote sensing data sets have beasiegty used to indirectly infer the ground thermal stateugh
surface observations, e.g. occurrence and evolution ofithiearst features (e.g. Jones et al., 2011), vegetatiastgharac-
teristic for permafrost (Panda et al., 2014), or changectiete of spectral indices (Nitze and Grosse, 2016). As p&oshis

a subsurface temperature phenomenon, it is not possiblestree it directly from satellite-borne sensors. Howexamotely
sensed data sets can be used as input for the above-mengiemadfrost models (Hachem et al., 2009; Westermann et al.,
2015).

Langer et al. (2013) demonstrated and evaluated a trargiennd temperature modeling scheme forced by remote gensin
data for a point in the Lena River Delta. In this work, wedate and extend this earlier approach to facilitate spatially dis-
tributed mapping of the ground thermal regime based onlgatderived data sets on surface temperature and snow.cove
The model results are compared to in-situ observations airgt temperatures and thaw depths, thus facilitating aseoar

assessment of the performance of the scheme regardingtanppermafrost variables.
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2 Study area
2.1 The Lena River Delta

The Lena River Delta (LRD) is located in NE Siberia at the tofthe Laptev Sea. It constitutes one of the largest rivéiade

in the Arctic, covering an area of around 32 @0f? between 72 and ?&. The LRD is dominated by continuous permafrost
in a continental climate, with extremely cold winter andatelely warm summer temperatures (Boike et al., 2013). Mean
nual ground temperatures are the order of@pand the frozen ground is estimated to extend to about 400Qmébelow

the surface (Yershov et al., 1991).

With altitudes between 0 and @0a.s.l., the LRD can essentially be regarded as “flat”, sortietium and low resolution data
sets (km or coarser) can be employed without the need of topographiections. However, the surface and ground proper-
ties feature a strong heterogeneity at spatial scalesafoll km (with e.g. a large number of small water bodies, Muster et al.
2012, 2013) which is not reflected in medium and low resofutiata sets. Despite such small-scale variability, the L RDhe
classified in three main geomorphological units (Fig. 1)iclthave distinctly different characteristics regardihgit surface
and subsurface properties, such as ground ice contents)dkarst features and vegetation cover (Morgenstern,e2@L3;
Fedorova et al., 2015).

Thefirst river terracecovers large parts of the eastern and central delta. It igghagest and most active part of the delta,
shaped by river erosion and sedimentation during the Hakacolygonal tundra with mosses, sedges, grass and atahsio
dwarf shrubs dominates the surface (Schneider et al., ZiRe et al., 2013). The subsurface material consists tyf siinds
and organic matter in alluvial peat layers with thicknesge# 5 to 6n (Schwamborn et al., 2002b). Ice wedges of more than
9m depth have been described on the first terrace (Grigoriev, di996; Schwamborn et al., 2002b). The ice contents in the
uppermost few meters reach 60 to 80% in volume, while the rairand organic contents reach 20-40% and 5-10%, respec-
tively (Kutzbach et al., 2004; Zubrzycki et al., 2012). A saterable fraction of the first terrace is composed of theenod
floodplain of the Lena River which is periodically inundatéthese floodplain areas feature a different ground stegdly,
with sandy, generally well-drained soils with low organantents.

The second river terracelocated in the northwestern part of the LRD, was created iyidl deposits between 30 and
15kaBP when the sea level was lower than today. These sandy sedirgenerally feature low ice and organic contents
(Schirrmeister et al., 2011). Arga Island is the biggestridiof this terrace and the geomorphologic unit is ofteredalirga
complex.

Thethird river terraceis composed of late Pleistocene sediments which have notéreeled by the Lena River during the
Holocene. It is distributed in isolated islands in the seathmargins of the LRD (Grigoriev, 1993; Zubrzycki et al. 12).
The third terrace is part of the Yedoma region which containsstantial quantities of ground ice and organic carbonndow
to several tens of meters below the surface (Strauss etdl3)2The Yedoma was accumulated during the extremely cold
climate of the last glacial period between 43 andkddwhich created ice wedges of more thamm28lepth (Grigoriev, 1993;
Schwamborn et al., 2002b; Schirrmeister et al., 2003). Tgetation consists of thick 0.1 to G2hummocky grass, sedge
and moss cover, and the upper horizon of the soil has a thganar layer. Holocene permafrost degradation resultetlen t
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current complex thermokarst landscape characterizeddmynibkarst lakes and drained basins (Morgenstern et al3)201

The three river terraces occur in clusters of at least a fawarsgkilometers (Fig. 1) so that they can be resolved by lgaised
mapping at km scale. A model study by Westermann et al. (2016) suggedtththaubsurface stratigraphies of the three river
terraces lead to a distinctly different ground thermalmegiand susceptibility to future surface warming. Spatidigtributed

permafrost modeling hence must account for these geomiagibal units and their characteristics of subsurface traasfer.
2.2 Field sites and in-situ observations
2.2.1 The Samoylov Permafrost Observatory

Samoylov Island is an about four square kilometer largen@sI&@222’'N, 126°28'E) located at the southern apex of the
LRD, close to where the the Olenyokskaya Channel flows ouh@fbain stem of the Lena River (Fig. 1). It is situated on
the first river terrace and dominated by wet polygonal turadrd thermokarst lakes and ponds of various sizes (Boike,et al
2013). A Russian-German research station has been opgpoatiBamoylov Island for more two decades and facilitated sci
entific studies on energy and carbon cycling (Kutzbach e2&I07; Wille et al., 2008; Sachs et al., 2010; Abnizova et al.
2012, e.g.), validation of satellite data sets (Langer.e2al10) and ESM development (e.g Ekici et al., 2014, Yi et2014;
Chadburn et al., 2015). Permafrost temperatures have beesasing, and ice-wedge degradation is occurring “sulbthy
sub-decadal timescales, but with long term consequenaethdohydrologic drainage (Liljiedahl et al., 2016). A detdlil
overview on the climate, permafrost, vegetation, and sedracteristics on Samoylov Island is provided by Boike et al
(2013). On Samoylov Island, a long time series of meteoiodd@nd environmental variables is available (Boike et2013)
which forms an excellent basis for validation of satellisgadsets and ground thermal modeling (Langer et al., 20118;20
Westermann et al., 2016). In the following, we briefly deserihe in-situ data sets employed in this study (Sects. 4idl
4.2.1):

Surface temperatur®©n Samoylov Island, surface (skin) temperature has beasuned continuously since 2002 by a down-
ward facing long wave radiation sensor (CG1, KipfZonen, Netherlands). The outgoing long wave radiation iveded to
surface temperature using Stefan-Boltzmann law (see ltaigéd., 2013, for details).

Snow depth and propertie®©n the point scale, snow depth measurements have been ¢eddvith an ultra-sonic ranging
sensor (SR50, Campbell Scientific, USA, located close tdahg wave radiation sensor) since summer 2003, but a few win-
ter seasons are not covered due to sensor failaraddition, a spatially distributed survey of snow depths and densities
(216 points in polygonal tundra) was conducted in early sprng 2008 (25 April to 2 May) before the onset of snowmelt
(Boike et al., 2013).The onset and termination of the snow cover were manuallgrohéhed from pictures taken by an auto-
mated camera system, with dates from 1998 to 2011 providBdike et al. (2013).

Ground temperatureln this study, we make use of measurements of active laygoeeatures in a low-center polygon estab-
lished in 2002, and ground temperatures in an26eep borehole since 2006 (Boike et al., 2013). The measutesite of
the active layer temperatures can be considered représerfta the polygonal tundra of the first river terrace (Boit al.,
2013). The deep borehole is located near the southern bathle @fland close to the research station in an area with groun
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properties that differ from the “typical” stratigraphy &ig first terrace: the area around the borehole featuresesasuilis with

low organic contents that are generally well-drained duthéoproximity to the river bankn the course of an upgrade of
the research station, new buildings and structures were erged in the direct vicinity of the borehole in summer 2012
(See Supplementary Material), leading to much higher snow awumulation around the borehole in the following winters
(compared to the surrounding terrain on Samoylov Island). Therefore, only borehole data until summer 2012 are used
for comparison to model results.

Thaw depth:Oriented at the measurement protocol for CALM sites (Busgesl., 2000), thaw depths have been manually
mapped on a grid with 150 points in polygonal tundra on Samoldland since 2002. According to the land cover classifica-
tion in Boike et al. (2013), the grid points are located batldoy polygon rims and wet polygon centers. In most yearersgv
surveys are available covering the entire period from theebaf thaw until maximum thaw depths are reached.

2.2.2 In-situ observations in the LRD

Outside of Samoylov Island, only sparse observations ogtbend thermal regime are available. In 2009 and 2010, groun
temperature measurements at several meters depth wenbsbstd in four boreholes distributed across the LRD (F)gall
of which are located in a rather homogeneous surroundirgsspplementary Material for images):

— Olenyokskaya Channel, mouth: located on the third terradbeaW edge close to the Laptev Sea @220.1" N,
123°30'45.0" E),

— Olenyokskaya Channel, center: located on the first terratieei SW part of the LRD (733'56.9” N, 12503'52.3" E),

— Kurungnakh Island: located on the third terrace inaas depression on Kurungnakh Island aboutkh® SW of
Samoylov Island (7219'12.5" N, 126:11'35.7” E). The installation of the borehole destroyed shigface vegetation
which triggered melting of excess ground ice and the foromatif a thermokarst pond around the borehole within one
year (see Supplementary Material). The ground temperaaaed must therefore be considered disturbed and most
likely features a warm-bias compared to the surroundingstuded terrain. We therefore only employ the first three
months of data following the drilling of the borehole.

— Sardakh Island: located in the SE part of the LRD near the sf@nnel of the Lena River (729'12.6” N, 12714'29.4"
E). Sardakh is generally classified as part of the third terdue to similar surface cover and height above river level,
but the ground is actually comprised of heogene sandstatheavgiover of Yedoma deposits (Kryamyarya et al., 2011).
At the borehole site, melting of excess ground ice has oedusince the installation of the borehole like in the case
of Kurungnakh, which has led to subsidence of the surfacetafbrmation of a pond around the borehdigis was
observed for the first time in summer 2012 (see Supplementanyaterial) and we therefore exclude the later parts

of the borehole record from the comparison to model results.

For the second terrace, there are no measurements of grempeitatures available.
Systematic measurements of thaw depths according to thévig#hbtocol have not been conducted outside Samoylov Island.
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However, there exist observations of thaw depths for sipgiets in time and space for all three river terraces, whaddilitate
validation of regional differences in thaw depths:

— First terrace: In addition to the comprehensive record an@&dov Island, a single measurement near the borehole site
“Olenyokskaya Channel, center” is available from the yeH®

— Second terrace: In summer 2005, thaw depths were recordedeaatll sites on Turakh Island (726'24.4" N, 12347'54.9”
E) in the southwestern LRD near exposures at the shorelideta drill core site (Schirrmeister, 2007; Ulrich et al.,
2009). Another manual thaw depth measurement was perfoimeie northern part of Arga Island (739'39.2" N,
12422'33.1” E) in 2010. These observations are the only avilgbound truth information for the second terrace in
the model period 2000-2014. Two additional observatioesaaailable from summer 1998 from the central part of Arga
Island (7320°18.5” N, 12412'30.5” E) near Lake Nikolay and on Dzhipperies Island°G@214” N, 125°50'22" E)
near Lake Yugus-Jie-Kuyele (Rachold and Grigoriev, 199#)ile these cannot be compared to model output in a strict
sense, they confirm the general order of magnitude of thathdem the second terrace.

— Third terrace: Thaw depth measurements are available faordistinct areas. At the W edge of the LRD, the thaw
depth was recorded near the borehole site “Olenyokskayar@hamouth” in summer 2010. At three dates in July and
August 2013, thaw depths were recorded at nine locationserStpart of Kurungnakh Island, near so-called “Lucky
Lake” (72217°'41.0"N 126°9'34.0” E). The nine locations are spread over an area ofraksgquare kilometers which is

contained within six km model grid cells.

3 Methods

In this study, we update and extend the satellite data-bmaadient modeling of the ground thermal regime as outlimed
Langer et al. (2013) to an area of approx. 161688 within the LRD. The general idea is to employ time series ofotely
sensed surface temperatures and snow depths to force i@titagr®und thermal model.

3.1 The CryoGrid 2 ground thermal model

CryoGrid 2 is a transient 1D ground thermal model based onmi&dsi Law of heat conduction (Westermann et al., 2013).
The model does not account for changing subsurface watdemsndue to infiltration and evapotranspiration, but iadte
assigns fixed values for the porosity and saturation of eachagll. Freezing/thawing of soil water/ice is accounted f
by a temperature-dependent apparent heat capacity (eygarddiHorton, 2004) which is determined by the soil freezing
characteristic according to the formulation by Dall’Amiebal. (2011). The apparent heat capacity and thermal coimdyc

of each layer are computed according to the volumetricifyastof water/ice (determined by the temperature), air @dihsent
matrix material composed of a mineral and an organic commoemore detailed description of the model physics and the
numerical solvers is provided in Westermann et al. (2013).
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CryoGrid 2 is capable of representing the annual build-updisappearance of the snow cover with a variable numberaoi sn
grid cells, but only allows for constant thermal propertiéshe snow (both throughout the snow pack and over time). For
this study, we assign a functional dependency between dmermal conductivityk,.,, and densityp,,o according to Yen
(1981):

P 1.88
ksnow = kice ( snow> 5 (1)

Pwater

with ki.. and pyater denoting the thermal conductivity of ice and the density of vater, respectively. This parameterization
performed well over a wide range of snow densities and typagliedicated validation study (Calonne et al., 2011). Asalte
the thermal properties of the snow pack are described byaosilygle parameter, the snow dengity,,, for which an extensive
set of in-situ observations is available from SamoylowvridléBoike et al., 2013).

3.2 Subsurface properties and additional model parameters

At 1km resolution, it is not possible to resolve small-scale difeces of surface and subsurface properties. Therefore, we
only distinguish the three river terraces as the main gephaogical units within the LRD for which we define “typicatub-
surface stratigraphies oriented at the available field mwhsens (Sect. 2.1). The stratigraphies are provided lriera, while
the boundaries of the terraces (Fig. 1) are based on Moeyenstal. (2011), which were subsequently gridded ka1 For

all terraces, a saturated bottom layer with mineral coraé@0 vol.% is assumed, corresponding to densified fluviabdiep
underlying the modern delta (Schirrmeister et al., 201 hy&enborn et al., 2002b).

For the first terrace, a 0.1b thick upper layer with high porosity and organic contentssigned, which is not entirely saturated
with water or ice (Schneider et al., 2009; Langer et al., 20B8low, the ground is assumed to be saturated, but the iporos
remains high, corresponding to the ice-rich sedimentse@as field observations on Samoylov Island (Kutzbach e2@04;
Zubrzycki et al., 2012), fine-grained silty sediments damtgthe matrix material, with organic contents of approxob %.
The depth of this layer is set ton®, based on observations for the depth of ice wedges in theadirstce (Schwamborn et al.,
2002b). Note that these ground properties are also assigiieelactive floodplain areas within the first terrace (S2af. which
cannot be meaningfully delineated dtih scale. In such floodplain areas, the model results mustftrerke considered with
care. Furthermore, the polygonal tundra landscape featuserong variability in surface soil moisture and vegetdtediment
conditions over distances of a few meters (Boike et al., 204Bich cannot be captured by the single stratigraphy eyeglo
for the modeling.

The sandy sediments of the second terrace largely lack amiorgpper horizon (Rachold and Grigoriev, 1999; Ulrichlgt a
2009; Schneider et al., 2009), so that a uniform upper laytrtypical porosity of sand is prescribed (Table 1).

The third terrace is dominated by a relatively dry organgeleyer with high porosity (Schneider et al., 2009; Zubrayatial.,
2012), followed by a thick layer with very high ice conten&gd organic contents of 5 vol. %), corresponding to the late
Pleistocene Yedoma deposits (Schwamborn et al., 2002fxr®elster et al., 2011). While the mineral fraction of thagér

in reality is composed of fine-grained silty sediments, wags“sand” as sediment type (Table 1) to account for thezfrep
characteristic of the extremely ice-rich ground which caenelipected to resemble that of free water/ice rather thanotha



10

15

20

25

30

saturated silt.

The thermal conductivity of the mineral fraction of the sednt matrix required for the calculation of the soil therm@ahduc-
tivity (Westermann et al., 2013) is set to 3\0m 'K !, as in previous modeling studies on Samoylov Island (Largat.,
2011a, b, 2013). The sensitivity study by Langer et al. (2@h®wed that the snow thermal properties are the most iraptort
model parameter controlling the simulated ground therreginne. Therefore, the snow density (which controls bothwsno
depth, heat capacity and thermal conductivity, Sect. 3.8) highly crucial parameter for which spatially or templyrais-
tributed data setsovering the entire LRD are not available. However, an extensive set of measurenfimh polygonal
tundra on Samoylov Island suggests snow densities of23%5ke m 2 Boike et al. (Fig. 6b, 2013) for polygon centers with
well-developed snow cover, so that it is possible to exiijic@ccount for the uncertainty of this important paramdtgicon-
ducting model runs for a range of snow densities. For corapario in-situ data (Sects. 4.1.1, 4.2.1), we present maoahs| r
with confining values of 200 and 2%@ m 2 (thus providing a range of ground temperatures), while agially distributed
model runs (Sect. 4.2.2) are conducted with an average sansity of 225cg m 2. Note that the confining values represent
one standard deviation and that higher and lower snow dessitcur regularly (Boike et al., 2013).

3.3 Model forcing data

CryoGrid 2 requires time series of surface temperaturesaod water equivalent as forcing data sets.

Surface temperaturéds temperature forcing at the upper model boundary, a ptagduthesized from clear-sky land surface
temperatures (LST) from the “Moderate Resolution Imagipg@roradiometer” (MODIS) andi2 air temperatures from the
ERA—interim reanalysis (Dee et al., 2011) was applied. Risrpurpose, the daily MODIS level 3 LST products MOD11A1/
MYD11A1 in the version 005 were employed, which deliver fa&T values per day (Terra and Aqua satellites, day and night
time LST each). The merging procedure is similar as destiib&/estermann et al. (2015) in which spatially distribudieda
sets of freezing and thawing degree days were generatedsémee, gaps in the MODIS LST record due to cloud cover are
filled by the the reanalysis data, which creates a data regitihchomogeneous data density and has the potential to rateder
the cold-bias of temporal averages of surface temperatar@puted from clear-sky MODIS LST (Westermann et al., 2012,
2015).During cloudy skies, differences between air and surface teperatures are strongly reduced compared to clear-
sky conditions (e.g. Gallo et al., 2011), so that air tempetares can be regarded an adequate proxy when MODIS LST

is not available due to cloud cover. For melting snow, surfae temperatures are confined to the melting point of ice,
while air temperatures can be positive. Positive values ohe surface temperature forcing are therefore set to 9C if a
snow cover is present (see belowfror this study, we create a time series of weekly averagesrti#dce temperatures to force
the CryoGrid 2 model. The reanalysis data which are avalabD.75 resolution are interpolated to the center point of each
MODIS LST pixel (in the sinusoidal projection native to MODA1/MYD11A1 data). The satellites carrying the MODIS in-
strument were launched in 2000 (Terra) and 2002 (Aqua)eatisely, while ERA—interim reanalysis is available siri@¥9.

The synthesized time series used for model forcing thezedmtends from 15 May 2000 to 31 October 2014 and thus covers
the period for which remotely sensed LST data from at leastsatellite are available. For the first two years, the dataitie

of MODIS LST measurements in the composite product is lohan after summer 2002 when LST measurements from Aqua
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become available. Spatially, the fraction of the succé$dfDDIS LST retrievals is relatively constant throughoue thRD,
varying between 50 and 55%. In summer and fall, retrievaitivas are generally lower (40-50%) than winter and spring
(55-70%), indicating more frequent cloudy conditions imsoer and fall.

Snow depthSimilar to the procedure outlined in Langer et al. (2013),eekly snow water equivalent (SWE) product was
synthesized from GlobSnow SWE (Pulliainen, 2006) K2bresolution) and the MODIS level 3 Snow Extent (SE) products
MOD10A1/MYD10A1 (0.5km resolution), which for clear-sky conditions deliver twdwes of binary flags (1: snow; 0: no
snow) per day (one for Terra and Aqua each). The latter pteduere averaged over theih sinusoidal grid of the MODIS
LST data and the two satellites, yielding a number betweend)lafor each day with available data, corresponding to the
fraction of successful retrievals at the @b pixel level flagged as “snow”. We then applied a “maximum aderdetection
algorithm to the data set to determine the most likely daieghie start and the end of the snow cover in eakinJixel. For

this purpose, we compute the fractions &fiil values with values of 0 and 1, respectively, both within adeiw of four weeks
before and after each date. The snow start date is determstbe date for which the sum of fractions of 0 before andifrast

of 1 after is largest. This sum can be up to 2 when there are I@@iévals flagged as snow-free before and 100% retrievals
flagged snow-covered before the date. For the snow end Hetepiposite criterion is applied, i.e. the sum of the fractio
of 1 before and fractions of 0 after features a maximum. N the large window is required as prolonged cloudy periods
often occur in the study area, for which no measurements\vaitable. The MODIS SE products cover the same periods as
the MODIS LST data (see above).

GlobSnow SWE (Daily L3A SWE, level 2.0) data are derived froregdae microwave remote sensors which are not affected by
clouds, so that a gap-free daily time series is in principkglable for entire model period from 2000 to 20T4e GlobSnow
processing algorithm is based on a data assimilation proceue, which also takes in-situ measurements at WMO (World
Meteorological Organization) stations into account (Takah et al., 2011). For the LRD, the closest station is located at
Tiksi, about 50km to the E, while the closest stations to the W are several hundd kilometers away. The station mea-
surements are interpolated in space to obtain a SWE backgrouhfield which is then weighted against SWE information
derived from the passive microwave sensor by means of forwdrmodeling of snowpack microwave emission using the
HUT model (Pulliainen et al., 1999).

The SWE values in the LRD (see Sect. 4.1) are typically below ¢éhcritical threshold of about 150mm above which
SWE can no longer reliably derived from passive microwave raievals (Takala et al., 2011). On the other hand, SWE
retrieval is hampered for shallow snow cover and for wet meling snow, so that the start and the end of the snow season

is not well covered by GlobSnow. Furthermore, water bodies@nstitute a major error source (e.g. Derksen et al., 2012)
which generally leads to underestimation of SWE, in particuar when the ice cover is thin (Lemmetyinen et al., 2011).
Due to admixing of microwave radiation emitted from the ocea, the number of SWE retrievals is very small or even
zero in the coastal areas of the LRD, so that almost half of tharea of the LRD could not be included in the modeling.
The boundary of the final model domain was finally chosen so thaall validation sites (Fig. 1) are located within. In a

few cases (in particular the sites AN, Tu and OM, Fig. 1), the aailable SWE data had to be extrapolated by about one
grid cell or 25 km, which seems adequate considering the smoothness of the i@ sensing derived SWE field in the
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As a first step, the daily SWE data were interpolated from thehéon Hemispherical EASE-Grid projection (R reso-
lution) to the lkm sinusoidal grid of the MODIS LST data. We subsequently asBigearly increasing SWE from the date
identified as the most likely snow start date (using the MOBESproduct, see above) and the next available GlobSnow SWE
measurement. The same procedure is applied for the snowagedNbt that this procedure can result in a step-like ire@ea
or decrease of the snow depth, if a valid GlobSnow SWE valugdsadle for the identified start/end date. As a final step,
the daily time series is averaged to the same weekly perisdeeaemployed surface temperature forcing (see above) and
SWE converted to snow depth with the applied snow densityt(Se2). The use of medium-resolution MODIS SE facili-
tates correcting the coarse-scale GlobSnow SWE produatdiegathe start and the end of snow cover period, both of which
can crucially influence the modeled ground thermal regiNexertheless, passive microwave-derived SWE is associated
with considerable uncertainty in the LRD. We therefore compare the model snow forcing to in-situ measurements from
Samoylov Island (Sect. 4.1.1) and to independent spatial SWiata sets (Sect. 4.1.2, Supplementary Material).

3.4 Model set-up

For each km grid cell, the ground thermal regime was simulated for a $ijgeground stratigraphy and forcing time series of
surface temperatures and snow depths. In the verticaltiine¢he ground between the surface and d08epth is discretized

in 163 layers, which increase in size from 0.02 near the surface (until 112 depth so that the active layer is modeled at
maximum resolution) to 10 near the bottom, similar to the set-up in Westermann et 8lL32 Within the snow cover, the
minimum layer size of 0.0# is prescribed. At the lower boundary, a constant geotheneret flux of 5anWm 2 is assumed,
as estimated from a 600 deep borehole 14n east of Samoylov Island (Langer et al., 2013).

To estimate a realistic initial temperature profile, a magah-up is performed to achieve steady-state conditionhéoforcing

of the first five model years, using the multi-step procedwrireed in detail in Westermann et al. (2013). In a first sthp,
model is run to estimate the average temperature at the gisunfiace (i.e. below the snow cover in winter), for which the
steady-state temperature profile in the ground is assignell grid cells (considering the geothermal heat flux at tbgdm
and the thermal conductivity of all grid cells). In a secoiehs CryoGrid 2 is run twice for the first five model years, satth
the annual temperature cycle to the depth of zero annualitaiplis reproduced. The simulations for the entire timéeser
can thus be initialized by a temperature profile that is bd#gaate for the upper and the lower parts of the model dorvén.
emphasize that the initialization procedure limits thed@yid 2 results to the uppermost few meters of the soil dorsigice
deeper temperatures are still influenced by the surfacenfpprior to the model period, for which satellite measurataeand
thus model forcing data are not available.
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4 Results
4.1 Forcing data sets
4.1.1 Comparison to in-situ data

Systematic in-situ observations on surface temperatudesiaow depths are only available for the Samoylov permatioser-
vatory, so that a validation of the spatial patterns of thelehéorcing data within the LRD is not possible.

Surface temperatur&Ve compare the surface temperature forcing synthesiped SODIS LST and ERA reanalysis air tem-
peratures (Sect. 3.3) to measurements of surface (skirpetetture from Samoylov Island from 2002 to 2009 (Boike ¢t al.
2013). The results of the comparison for thend grid cell in which the observation site is located, are digptl in Fig. 2:
while the annual temperature regime is reproduced very, @edi/stematic cold-bias of on average 2@.&emains which is
consistent throughout the year. Fig. 2 (bottom) also showsnaparison of monthly averages of all available MODIS LST
measurements, i.e. without filling the gaps in the time sesigh ERA reanalysis air temperatures. Here, a signifigdatber
cold-bias of up to 3C is found for all months except July, which is in line with \gdtion studies from Svalbard which
demonstrate a similar cold-bias during the winter mothssf@fenann et al., 2012; @stby et al., 2014). In July, the @yeera
of all MODIS LST measurements is significantly warmer tham dbservations. However, surface temperatures can feature
a strong spatial variability during summeue to differences in surface cover and soil moisture condiins (Langer et al.,
2010; Westermann et al., 2011b), so that the scale mismatwebn the km remotely sensed LST values and the in-situ
point observations may explain at least part of the dewviatio summary, the time series of surface temperatures syizéd
from MODIS LST and ERA-interim reanalysis air temperatuisslitates an adequate representation of in-situ obsensa
and thus well suited as input for ground thermal mode(eigeast in homogeneous terrain)which supports earlier results
from the N Atlantic permafrost region (Westermann et al1%0However, the slight, but systematic cold-bias musiaert
into account when analyzing the uncertainty of modeled gddemperatures.

Snow coverAs for surface temperatures, only point measurements orofdav Island are available for snow depth which are
compared to the forcing time series of snow water equivalsyithesized from 2&m GlobSnow SWE and 0Jon MODIS

SE (Sect. 3.3). In general, snow depths computed from GlobSSWE with snow densities between 200 and Rgth 3
can reproduce the order of magnitude of the in-situ measemesnwith differences generally smaller than:@.{Fig. 3). At
least some of the observed interannual differences aredaped in the remote sensing-derived snow product, e.glibee-
average snow depths in winter 2003/04 and the below-averame depths in 2012/1@3he latter was qualitatively noted by
the station personnel, pers. comm., N. Bornemann}-or values with non-zero snow depth, the model forcing (usig a
snow density of 22%g m~3) features an RMSE of about 0.06n, and a slight positive bias of 0.01m. The average snow
depth in polygonal tundra (obtained by a spatially distributed survey, Boike et al., 2013) in early spring 2008 is slight
higher than both point measurements from the snow depth sems and the model forcing. However, the difference is
only about 0.05m for the model forcing with snow density 225g m~3, well within the observed spatial variability of
snow depths (Fig. 3).
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Start and end dates of the snow cover are compared to in{ssereations (Fig. 4) based on interpretation of time-lapse
agery from an automatic camera system (Boike et al., 2018).show melt date, which is crucial for capturing the onset of
soil thawing correctly, is generally well captured, altgbuifferences of more than half a month exist for some of #wry.
We emphasize that the transition from a completely snowrealv® a completely snow-free surface occurs over an extende
period of time due to spatially variable snow depths, so &h@now melt date” in a strict sense does not exist. The MODIS
SE processing algorithm based on surface reflectances rpayagifferent threshold for the characterization of a syioye
surface than the subjective interpretation of the in-sémera images. Furthermore, prolonged periods of clouslinezke
remote detection o§now coverimpossible, so that a considerably reduced accuracy muskjected in such years. The
same issues apply to the detection of the snow start datee\Wénwiations of more than 15 days exist in the beginning of the
period, the remotely detected snow start date in genetalfsithe in-situ observations very well (Fig. #)/e conclude that

the model forcing can adequately reproduce the general magtude of snow depth and the timing of the snow-covered
season on Samoylov Island. However, due to the considerahlacertainties associated with GlobSnow SWE retrievals
(Takala et al., 2011) the snow depth model forcing for the emte LRD must be considered less reliable than the surface
temperature forcing.

4.1.2 Spatial distribution in the LRD

Fig. 5 displays the spatial distribution of yearly averagdeace temperatures (b), freezing degree days (c), thasggee days

(d), snow-free days (e) and average snow depth (f) for a ¢éam-yeriod 2004-2013, as well as the classification of stésair
stratigraphies (a, see Sect. 3.2). Average surface tetnpesaeature only moderate spatial differences in therastie°C,

with the warmest areas close to the main river channels isabéern part of the LRD. Similarly, the differences in friegy
degree days are only on the order of 10 to 15%, with the largesber of freezing degree days recorded in the central parts
the LRD, which is located furthest away from the coastlind arain river channels. On the other hand, thawing degree days
feature a pronounced north-south gradient, with valuegsiitwice as large in the southern parts of the LRD comparéukto
areas at the north coast. A similar pattern is found for tlegaye number of snow-free days which varies between arcddd 1
in the northern areas and around 140 in the southern areas.

Average snow depths are largest in the western areas aneladediowards the southeastern parts of the LRD, although the
differences are only smallhis spatial distribution is in coarse agreement with Canadan Meteorological Centre (CMC)
Snow Depth Analysis Data (Brasnett, 1999), an independentapal snow product at 24km resolution based on precip-
itation data from an atmospheric model (see Supplementary Mgerial). As passive microwave data are not employed in

the CMC Snow Depth Reanalysis, the match is an indication thathe overall snow depth pattern in Fig. 5f is not an ar-
tifact of the GlobSnow retrieval algorithm, but rather refle cts spatial differences in snowfall. This conclusion is fuher
supported by winter precipitation from the ERA-interim rea nalysis which also displays a west-east gradient over the
land areas in the LRD (see Supplementary Material). Howevewwe emphasize that the effective spatial resolution of the
remotely sensed snow depth data is significantly coarser thafor the other variables, so that large biases are likely to
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occur at the model scale of km, at least for single grid cells.Furthermore, the quality of the SWE retrievals is insuffitien
in coastal areas (Sect. 3.3) which hence are not coverecelyrtlund thermal modeling.

4.2 Modeled ground thermal regime
4.2.1 Comparison to in-situ data

The model results are validated for ground temperaturesteavd depth for nine field sites, Samoylov Island, Olenyolgka
Channel center and mouth, Arga Island north and center,dpehies Island, Turakh Island, Kurungnakh Island and $rda
Island (Fig. 1, Sect. 2.2). With this data basis, all threatigjraphic classes are covered by two or more in-situ nreasent
sites. However, for the second terrace only few unsysterttaiv depth measurements are available and observatignsuofd
temperatures are lacking entirely.

Ground temperaturelo assess modeled ground temperatures, we use in-sitwragamnts of active layer temperatures from
Samoylov Island (first terrace), as well as measurementsrafi@frost temperatures at 23 depth in boreholes. At this depth,
the temperature regime is dominated by the surface foroineg @ couple of square meters surface area which averages ove
smaller-scale variability of surface and subsurface pritgse On the other hand, the modeled temperature field istrarigly
dominated by the initial condition, at least after the firsags of simulation.

Fig. 6 displays a comparison of modeled and measured aetyex temperatures at Qudt depth in a wet polygon center on
Samoylov Island in the first terrace. In general, the ingues are contained within the range of modeled groundéeatpres
for the two confining snow depths, but some deviations exignd refreezing in fall. In a few years, the length of thecsdled
“zero-curtain” when temperatures remain in the vicinity08€C is underestimated in the simulations. Possible reasona are
too high thermal conductivity of the uppermost, alreadyém soil layers, higher than average surface temperatorée
more moist sites during refreezing (compare Langer et @L0® or a shallow snow or rime cover at the surface which ts no
detected by remote sensors.

Although small, a similar effect is visible in several yefosthe modeled temperatures in shallow boreholes on thteafis
third terrace (Fig. 7) for which the pronounced cooling it écurs too early in the model runs. The consistent occuwee
at several locations in the LRD points to a shortcoming oftiwlel scheme rather than local conditions, e.g. caused by
spatial variability of the subsurface properties. Despiteh problems, the model scheme allows an adequate refaésen
of measured ground temperatures within the range of unirtdue to the snow densitgxcept for the periods when
thermokarst development around the boreholes was evidenshaded grey in Fig. 7). The 26m deep borehole on Samoylov
Island (Boike et al., 2013) is located near the south-wegé @d the island in a relatively well-drained environmeniththe
relatively water- and ice-rich stratigraphy used for thetfterrace (Table 1), considerably colder ground temperatare
modeled compared to the measurements (Fig. 8 left), ptatlgwuring summer and fall. Using the same surface fording

a stratigraphy oriented at the true conditions at the bdeefsandy sediments; 0-0u5: 30 vol. % water/ice, 10 vol. % air, 60
vol. % mineral; 0.5-9n: 40 vol. % water/ice, 60 vol. % mineral; deeper layers as fat ferrace) significantly improves the
match between modeled and measured values, especialhgdunmmer (Fig. 8 right).
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A comparison of monthly averages for all five boreholes is sivan in Fig. 9. For a snow density of 22%g m~3, the model
results feature an RMSE of 1.2C and an average bias of -0.9C, mainly due to underestimation of measured values
during the summer and fall seasons. For a snow density of 206z m—2, the model bias is on average positive (+02€),

but the RMSE is increased (1.8C). The model performance is worst for the highest snow densit(RMSE 2.1°C, bias
-2.1°C). If the Samoylov Island borehole (for which the ground strdigraphy was adjusted, see above) is removed, the
model performance for the best-fitting snow density of 22&kg m~—2 remains largely unchanged (RMSE 1.2C, bias -
0.9°C). Fig. 10 displays an inter-site comparison of measured argkted yearly average ground temperatures for a two-year
period for which largely gap-free in-situ records from faites are available. All measurements are contained iratinger of
modeled ground temperatures for the confining snow dessifi200 and 258g m 2, although the in-situ value for Sardakh is
located near the upper bound of the modeled temperature rEngthe average snow density of 22am 3, the measured and
modeled values agree within 1 to 1% which can serve as a coarse accuracy estimate for thelgpdigributed simulations

of the ground thermal regime in the LRD (Sect. 4.2\®hile the model performance is encouraging, we emphasize tha

is mainly based on only four sites (the Kurungnakh record conprises only a short period) which are all located in the
southern part of the LRD.

Thaw depthlIn the LRD, temporally resolved measurements of thaw depth only available from Samoylov Island. Fig. 11
compares modeled thaw depths with the average of 150 paintsHich thaw depths have been measured manually over a
period of 13 years (Boike et al., 2013). In general, the medbeme can represent the measured thaw depths very wall, wit
deviations of 0.1n or less. In particular in the second half of the model pertbd, agreement is excellent with deviations
of 0.05m or less. Furthermore, the annual dynamics of the thaw pssgre is adequately resolved. We emphasize that the
in-situ measurements are evidence of a considerable bymiability of thaw depths even, with an average standandation

of 0.06m. This variability is not captured by the model runs with diffnt snow densities which only induces differences in
modeled thaw depths of a few centimeters Fig. 11. Thesetsemd in agreement with the sensitivity analysis of Langeat.e
(2013) who showed for Samoylov Island that ground tempesgatare most sensitive to snow thermal properties, while the
thaw depth is more dependent on ground properties and i¢erdsiwhich are set constant in the simulations (Table 1).

The comparison of modeled and measured thaw depths for thiepeasurements in the three stratigraphic units of the ISRD
shown is Table 2. The in-situ observations are clear eviglémat thaw depths are by far shallowest for the third terrabde

the largest thaw depths occur in the second terrace. ThelsdueEme can reproduce this pattern very well, althougtedievis
between measured and modeled thaw depths ah@1 more can occur. The largest deviations occur for Turakintsfor
which the model significantly underestimates the measured depths. However, the measurements were performed near
terrain edges and at slopes (Schirrmeister, 2007), so tretuced match must be expected when comparing to thaw depths
obtained for the simplified “model case” of flat homogeneaisain. All in all, the comparison suggests that the presgnt
model scheme accounts for the main drivers of active layranhycs and facilitates an overall adequate representatitmaw
depths in the LRD.
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4.2.2 Spatial distribution in the LRD

Fig. 12 presents average ground temperatures at H€pth (i.e. well below the active layer, see next sectionjife ten-year
period 2004-2013. Within each stratigraphic unit, modelexlind temperatures generally decrease from west to elstyihng

the spatial pattern of snow depth in the LRD (Fig. 5), and towahe North, presumably as a result of low summer surface
temperatures and shorter snow-free period (Fig. 5). Ataneestime, the ground stratigraphic units have a pronounmpddt

on modeled ground temperatures, with lowest temperatuoelel®d for the third and warmest for the second terrace (eoenp
Fig. 12). This is corroborated by the results of a sensjtiitalysis towards the ground stratigraphy for the ninededilon sites

in the LRD (Table 3). When using the same forcing data, bueckffit ground stratigraphies, the modeled ground tempesatu
are generally coldest for the third terrace and warmesti@second terrace stratigraphy.

The warmest ground temperatures are modeled for parts afettend terrace in the northwest and for the areas around the
Olenyokskaya Channel in the southwest part of the LRD whevergl temperatures warmer thari €9are mapped. Medium
cold temperatures of -9 to -1C are obtained for the center of the delta and thus large phttedirst terrace. In the eastern
part of the LRD, the coldest average temperatures with kess4. C are modeled for parts of the third terrace.

Thaw depthThe spatial distribution of modeled maximum thaw depthg.(E3) is mainly related to two factors: the thawing
degree days which decrease strongly from south to north &ign the LRD, and the ground stratigraphy. For the third
terrace, average maximum thaw depths of less thamOaB modeled, while the second terrace features maximum thaw
depths of 0.65 to 0.9&. In the first terrace, the modeled thaw depths are largesteisduthern part (approx. 9, while

the northeastern part feature considerably lower maxinhaw tdepths that are of similar magnitude as for the thirchterr
(0.3m). These results are in agreement with the sensitivity amafpr the validation sites (Table 3), which clearly shotes t
strong dependence of modeled thaw depths on the grounidsipity.

5 Discussion and Outlook
5.1 Model forcing
5.1.1 Surface temperature

Validation studies have revealed a significant cold-biako§-term averages derived from MODIS LST in Arctic regions
(Westermann et al., 2012; @stby et al., 2014) which is aiteith to the over-representation of clear-sky situatiords defi-
ciencies in the cloud detection during polar night condisidLiu et al., 2004). The same bias is found for Samoylowni$la
(Fig. 2) for which averages directly computed from MODIS LB8i€asurements are cold-biased by about @-fbr most of
the year. In this study, we therefore employ a gap-fillingceure with ERA-interim near-surface air temperaturesingu
cloudy periods, reanalysis-derived air temperatures maged facilitate an adequate representation of surfageciertures, as
the near-surface temperature gradient is smaller compargdar-sky conditions (e.g. Hudson and Brandt, 2005;dGtlkl.,
2011; Westermann et al., 2012).
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As demonstrated by Westermann et al. (2015) for the N Atlaietjion, the composite product features a considerabiycestl
bias and is significantly better suited as input for pernstfnaodeling than the original MODIS LST record. However, @am
but consistent cold-bias of about 8@remains. This could be explained by the fact that the gapdifbrocedure only applies
to gaps due to clouds that are successfully detected, bstmmteremove strongly cold-biased LST measurements of cloud
top temperatures (Langer et al., 2010; Westermann et dl1l9Ghat regularly occur when the MODIS cloud detectiolsfai
Here, further improvements seem feasible, e.g. througplsiplausibility criteria when comparing the remotely ssh§ST
against meteorological variables of the ERA-reanalysta dat. However, such methods are most likely sensitivertisva
range of factors, such as landcover and exposition (whiomgly influence the true surface temperature), so thatsheuld

be carefully developed and validated for a range of sBesed on in-situ measurements, Raleigh et al. (2013) suggtdst

for snow-covered ground dew point temperatures are a betteapproximation for surface temperatures compared to

air temperatures at standard height. However, observatios on Samoylov Island display only a small offset between
snow surface and air temperatures, with the difference inceasing from near zero in early winter to about T C in late
winter (Table 3, Langer et al., 2011b). The reason for this isnost likely that the ground heat flux is a strong heat source
especially in early winter (Langer et al., 2011b) which warns the surface and thus prevents formation of a strong near-
surface inversion. Therefore, we consider air temperature an adequate proxy for snow surface temperatures in the
LRD, but dew point temperatures should clearly be considerd for gap-filling in the snow-covered season in future
studies. We conclude that surface temperatures synthesized from ISQST and near-surface air temperatures from the
ERA-interim reanalysis are an adequate choice for the parpbground thermal modelirig the LRD, at least in homoge-

neous terrain, although it may introduce a slight cold-bias in modeled gbtemperatures.

5.1.2 Snow

As demonstrated by Langer et al. (2013), snow depth and smexntl properties are crucial factors for correctly maugli
ground temperatures in the LRD. In this light, the coarseBotved estimates of GlobSnow SWE must be considered the key
source of uncertainty for the thermal modeling.

— The performance of GlobSnow SWE has been evaluated on conéntal scales by comparison to systematic in-
situ data sets (Luojus et al., 2010; Takala et al., 2011). FoEurasia, surveys spanning the entire snow season
(Kitaev et al., 2002) were compared from 1979 to 2000. For shaw snow (approx. SWE<60mm), GlobSnow
SWE tends to overestimate observed values slightly, but theetationship between measurements and GlobSnow
retrievals is on average linear. When SWE exceeds approx. 1@m, the GlobSnow algorithm tends to underesti-
mate measured SWE, and for values larger than 15thm the signal from passive microwave retrievals saturates
and SWE can no longer reliably be detected (Takala et al., 20)1For the LRD, both in-situ measurements and
GlobSnow values indicate that SWE is generally below this ctical threshold so that saturation effects most likely
do not play a role for the uncertainty. The Eurasia data set isstrongly biased towards sites in steppe environments
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and the boreal forest zone (where SWE retrieval is affected bthe canopy, e.g. Derksen et al., 2012), while north-
ern tundra areas with characteristics similar to the LRD are strongly undersampled. A more representative data
set is available from an extensive transect across Norther@anada (Derksen et al., 2009), for which comparison
of GlobSnow SWE retrievals yielded an RMSE of 4imm and an average bias of -3énm. The average SWE of
120mm (Takala et al., 2011) was significantly larger than in the LRD so that it is not meaningful to transfer the
absolute uncertainties. When using relative uncertaintieson the other hand, we arrive at a similar RMSE as for
the comparison of the time series on Samoylov Island (0.G6, see Sect. 4.1.1): for N Canada, a relative RMSE
of around 40% was found, which corresponds to an absolute RMSBf 0.065m in snow depth, when scaled to
the average of around 0.16n on Samoylov Island (Fig. 5f). Although the character of the wo data sets differs
(spatial transect vs. multi-year point measurement), the god agreement is an indication that the GlobSnow per-
formance in the LRD could be similar to N Canada. We emphasiz¢hat the RMSE corresponds to undirected
fluctuations around the average value which have much lessfimence on the modeled average ground thermal
regime (Figs. 12, 13) than a systematic bias. For a systemabias of 10mm SWE (applied uniformly to the entire
time series), the sensitivity study by Langer et al. (2013)ugigests a deviation of approx. 2.5C of the modeled
average ground temperatures at 2.5 depth. In this study, we find an agreement within 1 to 1.8C with borehole
temperatures for multi-year averages at similar depths (Set. 4.2.1). Therefore, a SWE bias of more than 1thm
seems unlikely for the borehole sites, although modeled gumd temperatures are also influenced by the ground
stratigraphy (Table 3).

Water bodies strongly affect microwave emission of the guand, which is known to lead to underestimation of
SWE in passive microwave-based retrievals (Rees et al., 2006emmetyinen et al., 2011). For the above men-
tioned N Canada data set, water bodies might explain the sigficant bias of 36mm (Takala et al., 2011), but
the average values (12éhm) are also sufficiently high that saturation effects (Luojuset al., 2010) are likely to
contribute to the bias. In the LRD, water bodies are abundantfeatures (Fig. 1), so that GlobSnow retrievals are
likely to be affected. Using a Landsat (Schneider et al., 2@) and MODIS (MODIS water mask) based land cover
classifications, we estimate the water fraction in the empiged 25km grid cells in the Lena River Delta to be be-
tween 12 and 30%, with a single grid cell in the E part reaching 3% (of which more than half is estimated to be
river arms, see below). Almost three quarters of the grid cd$ feature water fractions of less than 20%. However,
relatively shallow themokarst lakes dominate in the LRD, wlich at least partly freeze to the bottom in winter
(Schwamborn et al., 2002a; Antonova et al., 2016), so that arowave emission becomes similar to land areas, al-
though in particular the wave-length dependency of the effet may be complex (Gunn et al., 2011). Furthermore,
the winter discharge of the Lena River is very low compared tamther northern rivers, as the catchment is largely
located in the continuous permafrost zone (Yang et al., 2002We estimate the winter discharge to be only about
10% of summer averages (Fig. 2 in Yang et al., 2002), and largever areas identified as water in summer-derived
satellite imagery must fall dry in winter, which decreases lhe water fraction in the central and eastern part of the
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delta (where the water fractions are highest) considerablyFurthermore, also shallow river arms and even coast-
near areas of the Laptev Sea (Eicken et al., 2005) freeze toehbottom, so that we expect the true “open water”
fraction relevant for microwave emission in winter to be sigificantly lower than the open water fractions obtained
from summer imagery (see above) suggest. This is corroboradl by the comparision to in-situ measurements for
Samoylov Island (Fig. 3) situated in a relatively water-bog-rich area where we find a satisfactory performance
for GlobSnow. The largest impact on SWE retrievals is most lilely during lake freezing and snow cover build-
up in fall, when GlobSnow SWE retrievals must be considered fghly uncertain. In the future, enhanced SWE
retrieval algorithms taking the effect of water bodies expicity into account (e.g. Lemmetyinen et al., 2011) may
become available.

The spatial resolution of 2&m is insufficient to capture the considerable spatial valiigtaf snow depths in the LRD,
both on the modeling scale okin and the considerably smaller scales where the snow disbtbis strongly influenced

by the microtopography (Boike et al., 2013). Studies withilgrium models have demonstrated that the latter can to
a certain degree be captured by statistical approachesiifziby an (estimated) distribution of snow depths to obtain
distributions of ground temperatures for each grid cells(@s et al., 2014, 2015; Westermann et al., 2015). However,
with the transient modeling scheme employed in these sh@lyjssues arise that strongly complicate the applicafian o
statistical representation of snow cover. First, spatiBdieetnces in snow depth will inevitably lead to a differ¢inting of

the snow melt which could influence in particular the modeletive layer thickness. Such small-scale differencesef th
snow start date cannot be captured by thekthScale MODIS SE product. Secondly, it is not clear how therithistion

of snow depths can be translated to forcing time series of slepths that are required for the CryoGrid 2 modeling. In
some areas, snow depths may be relatively constant fromiggear, while there may be strong interannual variations at
other sites. Such temporal evolution is not contained irdibibution of snow depths, and computationally demagdin
deterministic snow redistribution models (e.g. Lehninglet2006) may be required to overcome such problems.

In the coastal regions of the LRD, GlobSnow SWE does not peogidufficient number of retrievals, so that the annual
dynamics of the snow cover can be captured. In general, teggans must be excluded from the model domain. In this
study, we chose to extrapolate the GlobSnow SWE retrievadsljEcent regions, so that more validation sites could be
covered. The same issue applies to regions with pronounpedtaphy which precludes the use of the modeling scheme

for mountain permafrost area.

The snow density is a crucial parameter, as it controls bdutrshow depth (since SWE is used as driving input data),
the snow heat capacity and the snow thermal conductivitthignstudy, the snow density was assumed to be constant in
time and space, with the values determined by in-situ measemts (similar to Westermann et al., 2013; Langer et al.,
2013). While this may be adequate for the relatively small ehddmain of the LRD, spatially distributed information
on typical snow densities (e.g. Sturm et al., 1995) woulddagiired for application on larger scales.
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— The end and start of the snow cover have been determined atacatively high spatial resolution ofkin using the
MODIS SE product (Fig. 4), which corresponds to a downsgatithe coarsely resolved GlobSnow SWE product
for these important periods. Furthermore, the performaridee GlobSnow SWE product is relatively poor for very
shallow snow depths and for wet (melting) snow (Pulliair06) which is to a certain extent moderated by prescribing

the snow start and end dates.
5.2 The CryoGrid 2 model

In this study, CryoGrid 2 is employed for a relatively shoetipd of approx. 15 years, so that the model initializatiesetves

a critical discussion (Westermann et al., 2013). A modei-spi to periodic steady-state conditions was performethifirst

five years of forcing data, i.e. from summer 2000 to summeb2@round temperatures in deeper soil layers are strongly
influenced by the choice of the initial condition, and the eled temperatures should not be interpreted further. Torere

we restrict the comparison to in-situ measurements to tipemmpost three meters of soil and for the period following 200
for active layer measurements (Figs. 6, 11) and after 200§rfmund temperatures in 2e3 depth (Figs. 7, 8). In both cases,
the model results are sufficiently independent of the iligdion (Langer et al., 2013) which must therefore be cdei®d a
minor source of uncertainty.

The applied ground stratigraphy has a significant direaiémite on the simulations results, both on ground tempesand
thaw depths (compare Westermann et al., 2016). For thiy,stuee landscape units with associated “typical” strafidpies
were defined, which facilitate capturing the observed latge differences in particular for the thaw depth (Se@t23. How-
ever, a significant small-scale variability of ground pndies is superimposed on these large-scale differenceshvgive rise

to a significant variability of thaw depths and ground terapares that are not captured dtih scale. An example is the in-situ
record of thaw depths measurements at 150 points on Samigjdow for which the model scheme can capture the interdnnua
variations of the mean very well (Fig. 11). However, with aerage standard deviation of 0.06the measurements feature
a considerable spread (Boike et al., 2013), which is moshlikxplained by small-scale differences in ground proegrsur-
face temperature and possibly snow cover. Another examleeiborehole site on Samoylov Island, for which the “tyfjica
ground stratigraphy for the first terrace is clearly not agtile (Fig. 8). In principle, such subgrid effects couldchetured by
running the model scheme not only for a single realizatiangpigl cell, but for an ensemble of model realizations reffert
the statistical distribution of ground stratigraphies @naperties within a grid cell. Such a scheme could also beneldd to
account for a subgrid distribution of snow depths by assigiifferent snow depths (according to a defined distrilmjténg.
Gisnas et al., 2015) to the ensemble members. In additioémsiderable increase in computation time (e.g. a facta0of

for 100 ensemble members), field data sets with statistidafrnation on ground stratigraphies are generally lackanghe
LRD. A simpler way could be aggregating high-resolutiondesver data sets (e.g. Schneider et al., 2009) to tha grid,

so that fractional information on the landcover can be olgiéi Assuming that each landcover class can be assignegtaltyp
subsurface stratigraphy, the model scheme could be rurlfianadcover classes/stratigraphies present within oke brid

cell.

The model physics of CryoGrid 2 does not account for a rangeafesses that may influence the ground thermal regime in
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permafrost areas, such as infiltration of water in the snogk gad soil (Weismiller et al., 2011; Westermann et al., 2011
Endrizzi et al., 2014), or thermokarst and ground subsideh® to excess ground ice melt. The latter can strongly modif
the ground thermal regime, as demonstrated by Westermain(@016), which makes a comparison of model results to
in situ measurements at thermokarst-affected sites (Kprakh, Sardakh, Sect. 4.2.1) challenging. Furthermora]l sua-

ter bodies and lakes can strongly modify the ground theregilme both in the underlying ground and in the surrounding
land areas (Boike et al., 2015; Langer et al., 2015), so ti@itodel results are questionable in areas with a high érmacti
of open-water areas (Muster et al., 2012). While more saphistd model schemes (Plug and West, 2009; Westermann et al.
2016) can simulate the ground thermal regime of such fegtargpatially distributed application is challenging: angral,
higher-complexity models require additional input datd arodel parameter sets (e.g. precipitation for a water loalamodel,
Endrizzi et al., 2014) for which the spatial and temporatribstions are poorly known. Furthermore, the model seéuitit
may vary in space depending on the interplay of differentehpdrameters and input data (Gubler et al., 2011) which make
it harder to judge the uncertainty of model results.

5.3 The modeled ground thermal regime

The validation results suggest a model accuracy°d@f fo 1.5 C for multi-annual average ground temperatures (Fig. 10)
and around 0.1-0.2 for annual maximum thaw depths (Table 2). On the one handnvgaound temperatures are modeled
along the large river channels in the southern part of the LIRi®se areas also feature high average surface tempsrature
(Fig. 5) which could at least partly be related to warm watkmegted by the Lena river. If this interpretation is corrsctrface
temperatures derived from remote sensors have a significhaintage over data sets derived from atmospheric mogeling
which in general cannot reproduce such effects. On the bsd, the modeled ground temperatures are clearly infladmce
ground stratigraphy. As evident in Fig. 12, the second teria systematically warmer than the adjacent first ternabéh

is not visible in the temperature forcing (Fig. 5). This fingliis corroborated by the sensitivity analysis (Table 3)alhi
showcases the importance of a sound representation of djtbenmal properties, in particular in and just below thevact
layer, for correct modeling of ground temperatures. ThaBerdnces are at least partly related to stratigraphyeddpnt
thermal offsets between average ground surface and greumgeratures caused by seasonal changes of subsurfacaltherm
conductivities due to freezing and thawing (Osterkamp aoch&hovsky, 1999).

Thaw depths are to an even larger extent determined by thendrstratigraphy. On the third terrace, a comparatively dry
organic-rich layer with low thermal conductivity limitseéhheat flux so that the underlying ice-rich layers experieordg a
limited amount of thawing. As a consequence, the thaw pesjpa hardly extends below the uppermost layer, yieldiagvth
depths of around 0:3 and less. On the first terrace, this effect is somewhat ret(tbénner and wetter organic top layer
and lower water ice contents below), while the second tertacks the organic top layer and as a consequence expeyience
considerably deeper thawing than the two other stratigecaptits. In addition, the summer surface forcing stronghpacts
thaw depths. Within the first terrace, the model resultsydgbronounced north-south gradient of thaw depths (Figwh&)h

is related to the pattern of thawing degree days (Fig. 5).
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5.4 Towards remote detection of ground temperature and thavdepth in permafrost areas?

The presented model approach can adequately reproducgtootid temperatures and thaw depths for an area of more than
10 000km?, largely based on remotely sensed data sets. Other thateilitssbased approaches with much simpler steady-
state models (Hachem et al., 2009; Westermann et al., 2€i&Yime evolution of the ground thermal regime is exphcitl
accounted for in the transient approach using CryoGrid 2.résults suggest that the annual temperature regime isiatidy
captured, while a longer time series is needed to evaluates@rure multi-annual trends, in particular since the fiest pf

the model period is affected by the initialization. Howeweith the ever extending record of high-quality satellitgal remote
detection of trends in permafrost temperatures may beceasétfle within the coming years.

Sufficient computational resources provided, the presiesitkeme could in principle be extended to the entire Nanthiemi-
sphere, for which GlobSnow retrievals are available. H@xeat present such application is limited by a number oftsban-
ings and complications: first, the model scale &fil> may be sufficient to represent the ground thermal regimevitaiod
tundra landscapes like the LRD, but is significantly too sedor heterogeneous terrain, e.g. in mountain areas (§ietd.,
2015). Since the grid cell size is determined by the spagisblution of the remotely sensed land surface temperatitres
could only be improved with the deployment of higher-reiolu remote sensors for surface temperature (which must als
feature a high temporal resolution). Furthermore, rergadehnsed data sets of snow water equivalent are lacking iry man
regions, in particular in coastal and mountain areas (coenpay. 5), and the spatial resolution of & is hardly sufficient

to capture the spatial distribution of snow in the terrairtdmplex landscapeg.urthermore, operational SWE retrievals

are associated with considerable uncertainty in lake-richtundra areas (Takala et al., 2011)In many permafrost areas,
this can be expected to results in a strongly reduced aocsmthat significantly simpler schemes (Westermann et@L5p
might provide similar results. Another crucial issue is l&iek of a standardized pan-arctic product on subsurfaceepties,
which combines spatially resolved classes with infornmatin subsurface stratigraphies and thermal propertieseTehésts a
variety of such products on the regional and local scalashiey strongly differ in their quality and classes which degived

for different purposes. A pan-arctic homogenization éféimilar to what has been accomplished for permafrost castacks
(Hugelius et al., 2013) is therefore needed in order to abtaaningful results with a transient ground thermal mazleth as
CryoGrid 2.

Despite such challenges, the presented satellite-basddlrecheme offers great prospects for permafrost mongarirre-
mote areas that are not covered by in-situ measurementgaddueperformance regarding thaw depths and the timing of the
seasonal thaw progression (Fig. 13) suggests that thegesal even help estimating the release of greenhouse gases a

consequence of active layer deepening in a warming clingeyur et al., 2015).

6 Conclusions

We present a modeling approach that can estimate the evobitthe ground thermal regime in permafrost areasai $patial
and weekly temporal resolution, based on a combinationteflta data and reanalysis products. The scheme is apialiad
area of 16 00@m? the Lena River Delta in Northeastern Siberia where measemeswf ground temperatures and thaw depths
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are available to evaluate the performance. The approaasedion the 1D ground thermal model CryoGrid 2 which caleslat
the time evolution of the subsurface temperature field basddrcing data sets of surface temperature and snow deptiadh
grid. As forcing data, we synthesize weekly average surfagmeratures from MODIS Land Surface Temperature products
and near-surface air temperatures from the ERA-interimalyais. For snow depth, low-resolution remotely sensadbShow

5 Snow Water Equivalent data are combined with higher-rémoiusatellite observations of snow extent which facigsan
adequate representation of the snow start and end dates mddel. For the subsurface domain, a classification based on
geomorphological mapping has been compiled, which cavesdoe large-scale differences in e.g. ground-ice andvgaier
contents. The model was subsequently run for a period of 2dsy@000-2014) and the results compared to observations of
the ground temperatures and thaw depths at in total ning site

10 — The forcing data sets in general agree very well with muuyin-situ observations. Monthly average surface temper-
atures are reproduced withii@ or less, while the snow start and end dates in most years agtiea one week. In a
few years, larger deviations of up to three weeks occur.

— The comparison of model results to in-situ measurementgesig that the approach can reproduce the annual tem-
perature amplitude very well. Multi-annual averages ofugihtemperatures at 2 ton3 depth are reproduced with an
15 accuracy of 1 to 1.8C, while comparison of monthly averages yielded an overall RMSBf 1.1°C and a cold-bias
of 0.9°C for the model results. However, due to the small number of vadlation sites, this accuracy assessment

must be considered preliminary.

— Modeled thaw depths in general agree with in-situ obseymatwithin 0.1 to 0.2n. At one site, comparison with a multi-
annual time series of thaw depth measurements suggesth¢hatodel scheme is capable of reproducing interannual
20 differences in thaw depths with an accuracy of approx. 8105

— A sensitivity analysis showcases the influence of the stibsairstratigraphy on both ground temperatures and thaw
depths, with temperature differences up t@2and thaw depth differences of a factor of three between etafes the
same forcing data.

— The warmest average ground temperatures are modeleddaradis close to the main river channels and areas featuring
25 sandy sediments with low organic contents in the northwegtart of the Lena River Delta. The coldest modeled ground
temperatures occur in the eastern part of the delta towhedsaastline, and in areas with ice-rich Yedoma sediments.

— The lowest thaw depths are modeled for Yedoma in the souitents of the delta, as well as in areas with both low
snow depths and cold summer surface temperatures in theédsiern part. The deepest thaw depths are found in areas

where the stratigraphy assigns mineral ground with low fEé@rganic contents.

30 The results of this study indicate that satellite-basedetiog of the ground thermal regime in permafrost areas ceudh-
tually become feasible even on continental scales. Thesamgpstacles are the lack of a standardized classificatamiupt
on subsurface stratigraphies and thermal properties, basvehortcomings and limitations of the currently avagatemote
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products on snow depth and snow water equivalent. If sudleliions can be overcome, remote sensing-based metholis cou
complement and support ground-based monitoring of thergttivermal regime.
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Figure 1. The Lena River Delta with the three stratigraphic classes distinguished imahadythermal modeling (Sect. 3.2) and sites with
in-situ observations (Sect. 2.2.2) employed for model validation. AfgaAsland, north; AC: Arga Island, center; Dz: Dzhipperies Island;
Ku: Kurungnakh Island; OC: Olenyokskaya Channel, center; OMngkskaya Channel, mouth; Sam: Samoylov Island; Sar: Sardakh

Island; Tu: Turakh Island.
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Figure 2. Top: daily average surface temperatures measured on Samoylod (kknger et al., 2013; Boike et al., 2013) vs. surface temper-
atures synthesized from MODIS LST and ERA reanalysis. Bottom: diffeg between satellite-derived LST and in-situ measurements for

monthly averages of periods when in-situ measurements are availablofsfigure). See text.
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Figure 3. Modeled and measured snow depths on Samoylov Island (Boike eD&aB).Zhe point measurements are conducted with an
ultrasonic ranging sensor (data smoothed with running average fi#r with window size of one week, corresponding to the temporal
resolution of the model forcing), the spatial survey is based on nraal measurements at 216 points in polygonal tundra conducted

between 25 April and 2 May 2008 (Fig. 6a, Boike et al., 2013Jhe blue area depicts the spread between model runs with snow densities
of 200 and 25Q&g m >.
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Figure 4. Modeled and measured snow start and end on Samoylov Island (Bake2013).
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Figure 6. Modeled and measured ground temperatures at a depth of 8t4 wet polygon center on Samoylov Island (Boike et al., 2013).

The blue area depicts the spread between model runs with snow denki?i@@ and 25&kg m . The temperature sensor drifted by

about -0.2C (at 0°C) in the shown period.
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Figure 8. Modeled and measured ground temperatures for the borehole ory®artsband. Left: subsurface stratigraphy of the first terrace
(Table 1). Right: stratigraphy adapted to the true ground conditions abttetdde (0-0.5n: 30% water/ice, 10% air, 60% mineral, sand;
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36



0 - modeled/ °C
-4 4
8 -
*
12 >
Fon’e
i 4
g3
4
-16 > *
* g
T ?
measured/ °C
-20 T T T T T T T T T 1
-20 -16 -12 -8 -4 0

Figure 9. Modeled and measured monthly average ground temperates for the LRD boreholes and 1:1 line (n=185, data as shown
in Figs. 7 and 8 right). Olenyokskaya Channel mouth and center: fli time series; Kurungnakh Island: time series until September
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Figure 11. Modeled and measured thaw depths on Samoylov Island. The meanisecorrespond to the average of 150 locations on
Samoylov Island (Boike et al., 2013). The average standard deviafitihe measurements (i.e. the spatial variability of thaw depths) is

0.06m. The blue area depicts the spread between model runs with snow deois@sand 250kg m 3.

39



<-12°C

-12to -11°C
-11to -10°C

-10to -9°C
>-9°C

Figure 12. Modeled average ground temperatures at depth for the period 2004-2013, with a snow density of R2& 3.
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Figure 13.Modeled average maximum thaw depths for the period 2004-2013, witbva density of 22%g m 3.
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Table 1. Subsurface stratigraphies for the three LRD terraces with volumetdtidrs of the soil constituents and sediment type assigned
to each layer.

depth [m] water/ice mineral organic air type

First Terrace

0-0.15 0.6 0.1 0.15 0.15 sand
0.15-9 0.65 0.3 0.05 0.0 silt
>9 0.3 0.7 0.0 0.0 sand

Second Terrace

0-10 0.4 0.6 0.0 0.0 sand
>10 0.3 0.7 0.0 0.0 sand
Third Terrace - Yedoma

0-0.15 0.3 0.1 0.1 0.5 sand
0.15-20 0.7 0.25 0.05 0.0 sand
>20 0.3 0.7 0.0 0.0 sand

Table 2. Modeled and measured thaw depths in the LRD for confining snow dep#@g m > and 25kg m >

Site date measured modeled
200kg m 3 250kgm 3

Samoylov Island 2002-201 see Fig. 11 for detailed comparison
Olenyokskaya Ch., center 16 Aug 20 0 0.6m ‘ 0.55m 0.51m
Arga Island, North 11 Aug 201 0.9-1.0m 0.84m 0.80m
Arga Island, Center 3 Aug 199 0.6m 0.61m 0.60m

average 3 Aug, 2001-2010
Dzhipperies Island 23 Jul 199 0.68m 0.64m

average 23 Jul, 2001-2010
Turakh Island 20-29 Aug 200 1.0-1.1m 0.74m 0.70m
Olenyokskaya Ch., mouth 14 Aug 2010 0.2m 0.29m 0.27 m
Kurungnakh Island 14/15 Jul 2013 0.12-0.18n | 0.19-0.2Gn  0.19-0.20m
(9 sites, 9/10 Aug 2013 0.16-0.22n | 0.26-0.28m  0.20-0.22m
6 grid cells) 26 Aug 2013 0.21-0.26m | 0.29-0.3Qn  0.28-0.29n
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Table 3.Sensitivity of modeled average ground temperaturesiatiepth and average maximum thaw depth over the period 2004-2013. All
simulations with snow density 22& m 3.

Site ground temperaturélC thaw depthin

1st 2nd 3rd| 1st 2nd  3rd
terrace stratigraphy | terrace stratigraphy

Arga Island, north -11.6 -10.3 -12.2| 0.30 0.69 0.19
Arga Island, center -11.3  -10.0 -12.1] 0.30 0.71 0.19
Dzhipperies Island -10.6 -9.0 -11.5/ 0.39 0.86 0.24
Kurungnakh Island -10.6 -9.0 -11.5| 0.46 0.96 0.28

Olenyokskaya Ch., mouth -9.7 -8.0 -10.8| 0.43 0.93 0.26
Olenyokskaya Ch., center -9.5 -7.9 -10.6| 0.45 0.96 0.28

Samoylov Island -10.2 -8.6 -11.1| 0.46 0.97 0.28
Sardakh Island -105  -9.0 -11.3| 0.41 090 0.25
Turakh Island -10.7 -9.2 -11.6/ 0.38 0.94 0.22
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Supplementary material

Transient modeling of the ground thermal conditions using satellite
data in the Lena River Delta, Siberia

Sebastian Westermann, Maria Peter, Moritz Langer, Georg Schwamborn, Lutz Schirrmeister, Bernd
Etzelmuller, and Julia Boike

1 Comparison of CryoGrid 2 snow cover forcing to independent model data sets

The model forcing of snow depths is synthesized from GlobSnow SWE (Luojus et al., 2010, Takala et al., 2011) and MODIS
snow extent. Comparison to in-situ data from Samoylov Island in the SE part of the LRD yielded a satisfactory performance
of the model forcing (Sect. 4.1.1). However, observations are not available from other parts of the LRD, so that significant
uncertainty remains about the spatial pattern of SWE, in particular considering the abundance of water bodies which affects
microwave emission and thus SWE retrievals (Sect. 5.1.2). Therefore, we compare the spatial distribution to independent
data sets obtained from atmospheric model schemes, which do not make use of passive microwave retrievals and are thus
fully unaffected by water bodies. First, we employ the Canadian Meteorological Centre Snow Depth Analysis (hereafter
referred to as CMC), which provides SWE values at a spatial resolution of 24km (Brasnett, 1999; Brown & Brasnett, 2015),
comparable to GlobSnow SWE. In CMC, a background field of SWE is calculated from snowfall in an atmospheric
circulation model, which is subsequently updated by assimilating in-situ snow depth measurements from WMO (World
Meteorological Organization) ground stations. Both CMC and GlobSnow therefore make use of snow data from Tiksi which
is likely to affect the absolute values, but not the spatial pattern, as no other WMO station is located close-by to the W or N
of the LRD. For the comparison to the CryoGrid 2 snow forcing, we have used the CMC monthly SWE data set for the
period 2004 to 2013, corresponding to the period displayed in Fig. 5. The result of the spatial comparison is shown in Fig.
S1. Both products show a similar spatial pattern and absolute values generally agree to within 10 mm, with CMC generally
featuring lower values than the snow cover model forcing. When interpolated to the 1 km scale of the model forcing data, a
significant correlation between the data sets is found (r?=0.71). In CMC, the highest values occur in the coastal regions in the
N and W, while the CryoGrid 2 forcing features the highest values in the more central areas of the LRD, although the
difference to the coastal areas in the W and N is rather negligible. However, it is unclear which of the data sets is a better
representation of true conditions, and only systematic in-situ measurements could clarify this issue.

The coarse-scale pattern in the LRD is further backed up by precipitation output from the ERA-interim reanalysis, which is

fully independent of in-situ snow measurements (although measurements of atmospheric variables form Tiksi are
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assimilated). Sea ice concentrations and sea surface temperatures from satellite retrievals are prescribed as boundary
conditions in ERA-interim (Dee et al., 2011), which is important for modeling moisture uptake of the atmosphere. Fig. S2
displays the annual average of precipitation falling in the months October to June at 2m-air temperatures of less then 0°C,
which is a coarse proxy for the snowfall. Despite of the very coarse resolution of the land-sea mask, the pattern is similar to
both the CMC and the snow cover forcing, with lowest values in the SE part and a values increasing towards the W. For
areas cells flagged as sea, highly variable precipitation is modeled, possibly related to sea ice concentration in the Laptev
Sea. While the absolute values are not directly comparable to both CMC and CryoGrid 2 forcing, we argue that the values
can be reconciled: without considering sublimation, the total winter precipitation would correspond to maximum annual
SWE. Assuming the annual snow build-up is roughly a triangular function, the average SWE would be about half of the
maximum SWE (assuming the snow cover build-up starts at the first day and the snow cover lasts until the last day — the true
average SWE would therefore be somewhat lower). However, a study of the surface energy balance on Samoylov Island
suggests substantial sublimation (Langer et al., 2011), with latent heat fluxes from October to March in one winter season
corresponding to an accumulated water equivalent of approx. 30 mm. Using these coarse estimates, ERA-interim-derived
winter precipitation (Fig. S2) corresponds to a similar magnitude of SWE as CMC and the CryoGrid 2 forcing.

While these comparisons to independent model data sets do not constitute a validation of the CryoGrid 2 snow cover forcing
in a strict sense, they indicate that the large-scale pattern derived from GlobSnow is not an artifact of the GlobSnow SWE

retrieval, but related to regional gradients in winter precipitation.
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Fig. S1: Average SWE [mm] in the months October to June from 2004 to 2013. Left: Canadian Meteorological Centre (CMC)
Snow Depth Analysis Data, 24 km resolution; the black line corresponds to the outline of the model domain. Right: CryoGrid 2
forcing data (1km resolution) based on GlobSnow SWE and MODIS snow cover (same data set as displayed in Fig. 5 f). Note the
offset of 5 mm between the color scales.
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Fig. S2: Annual averages of the total precipitation [mm] falling at 2m-air temperatures of less than 0°C for the months October to

June for 2004-2013, based on the ERA-interim reanalysis at 0.75° resolution. The land-sea mask is indicated by a white line (land
areas in the bottom part).

2 Documentation of borehole sites

To facilitate a better impression of the borehole locations, their surroundings and thermokarst occurrence, we provide images
of all boreholes. Fig. S3 shows the borehole locations “Olenyokskaya channel center” and “Olenyokskaya channel mouth”,
both of which are located in a relatively homogenous flat landscape. The same is true for Kurungnakh Island (Fig. S4 left).
Here, a thermokarst pond developed around the borehole already in the following summer. On Sardakh Island, a thermokarst
around the borehole was for the first time recorded in summer 2012, and a larger pond had developed by 2014 (Fig. S5). On

Samoylov Island, new structures and buildings were erected in the direct vicinity of the borehole in summer 2012 (Fig. S6).



Fig. S3: Left: Olenyokskaya ch. center, borehole site, August 2010. Right: Olenyokskaya ch. mouth, borehole site, August 2010.

Photos: Jennifer Sobiech.

Fig. S4: Left: Kurungnakh Island, borehole site, July 2009, photo: Julia Boike. Right: Kurungnakh Island, borehole site with
thermokarst pond, August 2010, photo: Jennifer Sobiech



10

15

Fig. S5: Left: Sardakh Island, borehole site after drilling, July 2009, photo: Julia Boike. Right: Sardakh Island, borehole site with
thermokarst pond, August 2014, photo: Steffen Frey.

Fig. S6: Samoylov Island borehole, July 2016, photo: Niko Bornemann. All structures and buildings visible in the background
were erected in summer 2012.
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