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Abstract 8 

A new methodology for retrieval of glacier and ice sheet elevations and elevation changes from 9 

CryoSat-2 data is presented. Surface elevations and elevation changes determined using this 10 

approach show significant improvements over ESA’s publically available Cryosat-2 elevation 11 

product (L2 Baseline-B). This when compared to near-coincident airborne laser altimetry from 12 

NASA’s Operation IceBridge and seasonal height amplitudes from the Ice, Cloud, and Elevation 13 

Satellite (ICESat). 14 

Applying this methodology to CryoSat-2 data collected in Interferometric Synthetic 15 

Aperture mode over the high relief regions of the Greenland ice sheet we find an improvement 16 

in the root-mean-square-error (RMSE) of 27% and 40% compared to ESA’s L2 product in the 17 

derived elevation and elevation changes, respectively. In the interior part of the ice sheet, where 18 

CryoSat-2 operates in Low Resolution Mode, we find an improvement in the RMSE of 68% and 19 

55% in the derived elevation and elevation changes, respectively. There is also an 86% 20 

improvement in the magnitude of the seasonal amplitudes when compared to amplitudes 21 

derived from ICESat data. These results indicate that the new methodology provides improved 22 
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tracking of the snow/ice surface with lower sensitivity to changes in near-surface dielectric 23 

properties. 24 

To demonstrate the utility of the new processing methodology we produce elevations, 25 

elevation changes and total volume changes from Cryosat-2 data for Greenland Ice Sheet 26 

during the period Jan-2011 to Jan-2015. We find that the Greenland Ice Sheet decreased in 27 

volume at rate of 289 ± 16 km3 a-1, with high inter-annual variability and spatial heterogeneity in 28 

rates of loss. This rate is 65 km3 a-1 more negative than rates determined from ESA’s L2 29 

product, highlighting the importance of Cryosat-2 processing methodologies. 30 

1 - Introduction 31 

The European Space Agency (ESA) launched CryoSat-2 in April 2010 tasked with monitoring 32 

the changes of the Earth’s land and sea ice. CryoSat-2 carries a new type of Doppler/delay 33 

radar altimeter (Raney, 1998) referred to as SIRAL (SAR Interferometric Radar Altimeter). 34 

SIRAL operates in two different modes over land ice. Over the interior part of the ice sheets it 35 

operates as a conventional pulse limited radar system, referred to as the “Low Resolution 36 

Mode” (LRM). In more complex high-sloping terrain the system uses a novel second antenna to 37 

operate in “Interferometric Synthetic Aperture Radar” (SIN) mode. These new features allow the 38 

satellite to monitor changes in complex terrain including ice caps, glaciers and the high relief 39 

marginal areas of the ice sheets. Such areas are sensitive to changes in climate and contribute 40 

greatly to current rates of sea level rise, e.g., Gardner et al. (2013) and Shepherd et al. (2012). 41 

Ku-band radar altimeters are insensitive to cloud cover providing superior coverage to 42 

laser altimeters (e.g., ICESat) but experience significant amounts of volume scattering, the 43 

characteristics of which is controlled by the time-evolving dielectric properties of the near-44 

surface snow, firn, and ice (Lacroix et al., 2008; Remy et al., 2012). These effects can have 45 

large implications for the determination of mass change over a wide range of both spatial and 46 

temporal scales. Changing snow conditions can introduce time-varying biases in the data that, 47 
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in combination with the radar signals interaction with the surface, introduce large elevation 48 

biases (0.5 - 1 m) (Nilsson et al., 2015a). This, combined with other factors such as processing 49 

methodology and surface topography, makes it difficult to measure small changes for much of 50 

the word’s ice covered regions (Arthern et al., 2001; Gray et al., 2015; Nilsson et al., 2015b). 51 

The mitigation of these effects in the processing of radar altimetry data is required for 52 

improved accuracy of derived temporal and spatial changes in surface elevation of glaciers and 53 

ice sheets. Several studies have proposed different approaches to assess these effects and 54 

improve the retrieval process of surface elevation and elevation changes from radar altimetry 55 

data. These include different approaches to waveform retracking (Davis, 1993, 1997; Gray et 56 

al., 2015; Helm et al., 2014) and empirical corrections to the estimated surface elevation 57 

changes (Davis and Ferguson, 2004; Flament and Rémy, 2012; Sørensen et al., 2015; 58 

Wingham et al., 2006b; Zwally et al., 2005, 2011). Relatively little work has been done to assess 59 

methods from improving elevation and elevation changes derived from ESA’s CryoSat-2 data 60 

(Abulaitijiang et al., 2015; Gray et al., 2013, 2015; Helm et al., 2014). 61 

Here we conduct a thorough analysis of CryoSat-2 SIN and LRM waveform retracking 62 

and geolocation methodologies to design an optimal processing methodology for CryoSat-2 63 

elevation retrieval over both smooth and complex ice-covered terrain. We then analyze several 64 

different approaches to determining surface elevation and volume changes from the scattered 65 

CryoSat-2 elevation retrievals. The overarching goal of this work is to develop robust and 66 

accurate elevation retrieval algorithms that are less sensitive to changes in surface and sub-67 

surface scattering properties. 68 

The new processing scheme is applied to estimate elevation and volume changes of the 69 

Greenland Ice Sheet for the period January 2011 to January 2015 that are compared to change 70 

estimates obtained from the ESA L2 Baseline-B surface elevation product (Bouzniac et al., 71 

2014), high accuracy airborne data from NASA IceBridge airborne topographic mapper and 72 

seasonal height amplitudes estimated from Ice, Cloud, and Elevation Satellite (ICESat) data. 73 
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2 - Surface elevations from CryoSat-2 74 

2.1 - Low Resolution Mode (LRM) 75 

The LRM mode is used over the interior parts of the ice sheet, which mostly consist of low 76 

sloping terrain (0-1°). Here, SIRAL operates as a conventional pulse limited radar system with a 77 

transmission frequency of 13.6 GHz (Ku-band) and has Pulse-Limited Footprint (PLF) radius of 78 

approximately 1.5 km and a beam-limited footprint (BLF) radius of approximately 7.5 km over 79 

flat terrain (Bouzinac, 2014). The gentle terrain allows for accurate mapping of the surface 80 

elevation of the ice sheet down to decimeter-level (Brenner et al., 2007). Within the LRM 81 

waveform we define the location of the surface from the leading edge of the waveform, based 82 

on a fraction of the maximum amplitude of the received power. This approach is commonly 83 

referred to as a threshold retracker. Following Davis et al. (1997) we use 20% threshold to 84 

define the location of the surface. Davis et al. (1997) argued that a 20% threshold represents 85 

the best compromise between waveforms that are entirely dominated by either volume or 86 

surface scattering, making it suitable for obtaining estimates of surface elevation for most parts 87 

of the Greenland Ice Sheet.  88 

The CryoSat-2 LRM radar waveforms suffer from measurement noise, in the form of 89 

speckle noise. Furthermore, over the steeper parts of the LRM-area the range gate tracking-90 

loop can loose track of the surface, producing non-usable waveforms.  To remove bad or loss of 91 

track waveforms the radar waveform (20 Hz) is first filtered using a zero-phase low pass filter to 92 

reduce speckle noise on a line-by-line basis. The signal-to-noise-ratio (SNR) of the waveform is 93 

then estimated and if the SNR < 0.5 dB the waveform is rejected. The SNR threshold was 94 

empirically chosen to obtain a good trade-off between the quality of the measurements and 95 

sampling.  96 

Before the waveform can be retracked the first surface return (first major peak) is 97 

identified within the range gate window. A copy of the waveform is heavily smoothed to remove 98 
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small-scale surface roughness signals, keeping the overall surface signal intact. The range gate 99 

index of the first peak from the copy is then used to extract the leading edge of the original low 100 

pass filtered waveform. Only leading edges with a peak index within the interval of 20-350 are 101 

used in the retracking, as peaks before or after that indicate troublesome surface ranging. The 102 

extracted leading edge is then oversampled by a factor of 100 (c.f. (Gray et al., 2013; Helm et 103 

al., 2014), and the range R between the surface and satellite is determined based on the 20% 104 

threshold computed according to Davis et al. (1997). The range is then corrected for several 105 

atmospheric and geophysical effects relevant to land ice studies according to Bouzinac (2014). 106 

The surface elevation H of the topography, relative to the WGS84 ellipsoid, is estimated as H = 107 

A – R, where A is the altitude of the satellite. 108 

The measured surface return over a sloping surface does not originate from the 109 

satellites nadir location, but from the “Point Of Closest Approach” (POCA) to the spacecraft 110 

(Brenner et al., 1983). These off-nadir returns can introduce a large range bias to the surface, 111 

depending on the magnitude of surface slope, ranging from 0-120 m (Brenner et al., 1983) as 112 

the measured surface height is mapped to an erroneous position (i.e. the nadir position). To 113 

mitigate the effect of this error we correct the measured range and location to the POCA point 114 

using an a-prior DEM, following the approach of Bamber (1994). In contrast to previous studies 115 

we account also for the local surface curvature, as Remy et al. (1989) showed that accounting 116 

for surface curvature in addition to surface slope significantly improve results. The surface 117 

slope, aspect and curvature are estimated from an a priori DEM. The GIMP elevation model 118 

(Howat et al., 2014) was used to derive surface parameters for the slope-induced error 119 

correction in the LRM mode. The DEM was resampled to 2 km resolution, using bilinear 120 

interpolation, prior to parameter estimation, corresponding to the pulse-limited footprint of the 121 

LRM mode. 122 

 123 
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2.2 - Interferometric Synthetic Aperture Radar Mode (SIN) 124 

The SIN mode is used over the marginal areas of the ice sheets and other smaller glaciated 125 

areas. In these areas the SIRAL altimeter operates as a Doppler/Delay radar system (Keith 126 

Raney, 1998). The Doppler/Delay radar allows for higher along-track resolution compared to 127 

conventional altimetry. SIN modes allows for a 350 m resolution in along track and 1500 m 128 

across track. In ordinary SAR operation only the amplitude of the radar echo is measured and 129 

the phase content is discarded or ignored. With the inclusion of a second antenna on CryoSat-2, 130 

interferometric SAR can also be performed. Difference in the path length between the POCA 131 

and the individual antennas introduce a phase shift between the two retrieved signals that can 132 

be related to the angle of arrival (look angle). The look angle can in turn be used to resolve the 133 

across track (across antenna) location of the echo. 134 

Multi-look processing is applied to ESA’s L1B waveform product (Bouzinac, 2014) to 135 

reduce the noise in the SIN waveform but it is still affected by speckle-noise, as is the case for 136 

the LRM waveforms. To mitigate this effect, and to help identify the leading edge of the first 137 

return, we apply speckle reduction filtering and leading edge extraction of the SIN waveforms in 138 

the same way as for the LRM processing with minor changes due to differences in range gate 139 

resolution. The estimated coherence C of the multi-looked waveforms is then filtered in two 140 

stages; (i) all coherence measures larger than one is set to zeros (larger than one coherence 141 

exists in the L1B product reason unknown). (ii) the coherence range power image is filtered 142 

using a 2D 5x5 Wiener filter to remove high frequency noise. The filtering of the waveform and 143 

the coherence is applied to remove noise in the recreation of the interferogram. This is further 144 

discussed later. 145 

The measured differential phase ϕ of the return signal is affected by phase ambiguities; 146 

a sudden shift of 2π in the measured phase. To reduce phase noise and aid the phase, an 147 

unwrapping of the radar interferogram I is performed according to Gray et al. (2013):  148 

The Cryosphere Discuss., doi:10.5194/tc-2016-109, 2016
Manuscript under review for journal The Cryosphere
Published: 6 June 2016
c© Author(s) 2016. CC-BY 3.0 License.



 7 

𝐼 = 𝑃 ∙ 𝐶 ∙ 𝑒!!" 149 

The interferogram is then filtered using a wavelet-based de-noising technique, where the real 150 

and imaginary parts of the interferogram are filtered separately. The unwrapping of the 151 

interferogram allows for indirect filtering of the phase, without being affected by the phase-152 

ambiguities. Phase filtering is an important consideration as it has a direct affect on accuracy of 153 

the position of the ground echo. We selected a bi-orthogonal as the mother wavelet to produce 154 

the wavelet coefficients decomposed into three levels. Soft thresholding was applied to detail 155 

coefficients, using a heuristic threshold rule to remove noise at every level. This was done on a 156 

line-by-line basis. The final filtered differential phase was then recovered by: 157 

𝜙! = 𝑅𝑒 𝐼! + 𝐼𝑚 𝐼!  158 

To resolve the phase ambiguities the filtered phase measurements require unwrapping. The 159 

phase unwrapping is done on a line-by-line basis in two directions starting from the center of 160 

gravity of the waveform (Wingham et al., 1986). 161 

The return power distribution of a Doppler/Delay radar system shows an important 162 

distinction from those from conventional pulse-limited radar systems. Here, the point 163 

corresponding to the mean surface is not located at the half-power point on the leading edge, 164 

but rather closer to the maximum (Wingham et al., 2006a). Therefore a new retracker has been 165 

developed, closely related to the one used in Gray et al. (2013), to allow for adaptive retracking 166 

of the upper parts of the leading edge of the SAR waveform. The algorithm follows the main 167 

concept of the threshold retracker, developed by (Davis, 1997), but instead of a pre-defined 168 

threshold it tracks the maximum gradient of the leading edge of the waveform. We refer to this 169 

approach as that “Leading-edge Maximum Gradient retracker” (LMG). 170 

The surface returns are geolocated using the across track look-angle θ estimated from 171 

the differential phase at the retrackig point according to (Wingham et al., 2006a). This, in 172 

combination with the viewing geometry, is used to define the location of the surface return on 173 

(1) 

(2) 
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the ground using basic across track interferometric principles. We correct θ for the 174 

interferometer surface slope error by applying the look-angle scaling factor estimated in (Galin 175 

et al., 2013). 176 

The along-track differential phase estimate, interpolated to the retracking point, is 177 

affected by phase ambiguities not corrected for during the phase unwrapping procedure. To 178 

reduce residual phase ambiguities an a priori DEM (GIMP) is used to extract the DEM surface, 179 

resampled to 500 m resolution (corresponding to the along-track sampling), elevations at the 180 

nadir and echolocation using bilinear interpolation. Over a sloping surface the surface return 181 

should always come from a position upslope from the nadir point. Therefore the following 182 

relation must hold where (Hecho > Hnadir) or for a more practical application (Hecho - Hnadir) > ε, 183 

where ε is the uncertainty of the DEM used. If this relation is violated 2π is added or subtracted 184 

to the individual along-track phase estimate, depending on the sign.  185 

A final step is applied to correct for any lingering phase ambiguities not corrected by the 186 

a priori DEM. This step uses the assumption that the along-track phase should follow a 187 

consistent pattern over most part of the satellite ground track. Hence, any large discrepancies 188 

from the overall pattern of the along-track phase would indicate an ambiguity. The ambiguity is 189 

detected by computing the residuals of the along-track phase by removing a smoothed version. 190 

If any of the residuals have a magnitude larger than π it is considered ambiguous and thus 191 

corrected by adding or subtracting 2π.  192 

3 - Surface elevation changes from CryoSat-2 193 

3.1 – Surface fit method 194 

The surface-fitting method is based on fitting a linear model to the elevations as a function of 195 

time and space inside a search radius of 1 km (e.g., Howat et al., 2008; Moholdt et al., 2010; 196 

Sørensen et al., 2011; Wouters et al., 2015). The linear model consists of a time-invariant 197 
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(static) bi-quadratic surface model to account for variable topography inside the search radius 198 

and time-variant part used to extract the temporal change in elevation. The model consists of a 199 

total of 7-parameter whereof six of the parameters (0-5) describe the bi-quadratic surface 200 

modeling function. 201 

𝐻 𝑥, 𝑦, 𝑡 = 𝐻! + 𝑎!𝑥 + 𝑎!𝑦 + 𝑎!𝑥𝑦 + 𝑎!𝑥! + 𝑎!𝑦! + 𝑎!𝑑𝑡 202 

The algorithm estimates the elevation change at every echolocation (or grid-node if desired) in 203 

the data set. In each solution the signal amplitude and phase are also estimated by fitting a 204 

seasonal signal model to the surface-fit elevation residuals, according to: 205 

∆𝐻 = 𝑎! cos 𝑤𝑡 + 𝑎! sin 𝑤𝑡  

where ΔH is the elevation residuals estimated from the plan-fit model, a0,1 are the model 206 

coefficients and t the time. The amplitude A is then defined as 𝐴 =    𝑎!! + 𝑎!! and the phase P 207 

as 𝑃 = tan!! !!
!!

. 208 

To remove outliers an iterative 3σ-filter is used in the full model solution, i.e. the 209 

topography, trend and seasonal signal are removed, using a maximum of 5-iterations. For each 210 

iteration residuals (full-model) with an absolute value larger than 10 m are removed, as 211 

seasonal changes larger than 10 m are not expected (Moholdt et al., 2010; Wenlu Qi and 212 

Braun, 2013). The data inside the 1 km cap is weighted according to their distance from the 213 

estimation point according to:  214 

𝑊 =    !

!!   !!  
!   215 

where W is the estimated weight, d the distance and ρ the correlation or resolution parameter 216 

set to 500 m. The weighting allows the solution to better reflect local signal dynamics at the 217 

prediction point. 218 

 219 

(3) 

(4) 

(5) 
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Local elevation time-series are further computed from the elevation residuals and 220 

elevation trend from each solution, according to: 221 

ℎ 𝑡 = 𝑡 − 𝑡! ∙ !!
!"
+ 𝜀 𝑡  222 

where t is the time epochs inside the search cap, t0 is the mean time of t, dh/dt is the elevation 223 

change rate and ε(t) is the elevation residual at each time epoch. 224 

 The elevation changes estimated from the surface-fitting method are then culled to 225 

remove outliers before spatial gridding. Elevation changes with a regression error larger than 15 226 

m a-1 are removed. The resulting surface elevations are binned at 5-km resolution for outlier 227 

editing purposes. For each cell the local spatial trend is modeled as a bilinear surface, and 228 

removed. The residuals are then edited using an iterative 3σ filter until the RMS converges to 229 

2%. 230 

3.2 – Crossover method 231 

The crossover method is used to derive surface elevation at the intersection point between an 232 

ascending and descending satellite ground track separated in time (Brenner et al., 2007; 233 

Khvorostovsky, 2012; Zwally et al., 1989). The surface elevations and times are then estimated 234 

at the crossover location for each track by linear interpolation of the two closest data points. The 235 

crossover height difference is then estimated by taking the height difference between the two 236 

tracks according to:   237 

𝑑𝐻!" = 𝐻! − 𝐻! + 𝐸 238 

were H1 and H2 are the surface heights at the crossover location at time epoch t1 and t2, 239 

respectively, and E is the random measurement error, including orbital, range and retracking 240 

errors.  241 

This approach produces crossover height differences with scattered time-epochs 242 

ranging from 0-4 years. CryoSat-2 has a 369-day repeat orbit configuration with a 30-day sub-243 

cycle meaning that each crossover location will be revisited every 369 days and surrounding 244 

(6) 

(7) 
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area every 30 days. This produces annual and sub-annual crossover difference around each 245 

crossover location. This fact is used to produce elevation change rates by incorporating all 246 

multi-temporal crossover difference within a neighborhood of 2.5-km around each crossover 247 

location. The elevation change is then estimated using the same procedure described for the 248 

surface-fit method, except that a bilinear model is used to remove any spatial trends in the 249 

topography of the crossover elevations according to:  250 

𝑑𝐻 =   𝑎!𝑥 + 𝑎!𝑦 + 𝑎!𝑑𝑡 251 

where dH is the crossover height difference, dt the time difference, a0 and a1 the across and 252 

along-track slope and a2 the elevation change rate. This produces elevation changes 253 

comparable in time and in spatial coverage with the surface-fit method. The same outlier editing 254 

schemes is applied to the crossover elevation change rates as for the surface-fit method. 255 

3.3 – DEM method 256 

The DEM method (Helm et al., 2014; Moholdt et al., 2010; Siegfried et al., 2014) is based on 257 

removing the underlying local topography from the monthly surface elevations using a DEM 258 

made from the full CryoSat-2 data set (jul-2010 to feb-2015). The DEM surface elevations are 259 

estimated at each echolocation using bilinear interpolation and differenced to produce elevation 260 

residuals. Elevation differences with an absolute value larger than 50 m are removed from the 261 

distribution. The resulting observations are culled for outliers by binning the elevation 262 

differences into a 5-km resolution cells in which an iterative 3σ filter is applied. To obtain area-263 

average volume changes, the monthly observations are interpolated onto a 1 km grid using 264 

Delaunay triangulation and linear interpolation. The volume change rate is estimated by fitting a 265 

linear trend to the monthly volume time series, as a function of time. 266 

(8) 
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3.4 - Gridding of sparse elevation and elevation change data 267 

The gridding is done in a polar-stereographic projection with a latitude of origin at 70°N, central 268 

longitude of 45°W and origin at the North Pole. The projection is referenced against the WGS-269 

84 ellipsoid and the grid-resolution. The observations derived from the surface-fit are gridded at 270 

a resolution of 1x1-km, due to the high spatial sampling.  271 

The method of Least Squares Collocation (LSC), described in Herzfeld (1992) is used to 272 

grid the observations onto a regular grid. LSC is similar to Kriging and allows for optimal 273 

interpolation and merging of data with different accuracies, using their inherent covariance 274 

structure. The LSC-algorithm uses the 25 closest data points in 8-quadrants surrounding the 275 

prediction point to reduce spatial biasing. The prediction equation consists of two terms where 276 

the first term is the actual prediction term and the second term accounts for the non-stationary 277 

part of the data, as described by:  278 

𝑦 = 𝐶!"(𝐶!! + 𝑁)!!𝑥 + 1 − 𝐶!"(𝐶!! + 𝑁)!! 𝑚 𝑥  

were Cxy is the cross-covariance, Cxx is the auto-covariance, N the diagonal noise-matrix 279 

consisting of the a priori RMS-error and m(x) is the median value of the data inside the search 280 

neighborhood. 281 

The covariance of the data inside the local neighborhood is modeled as a function of 282 

distance away from the prediction point using a third-order Gauss-Markov model described 283 

below. 284 

𝐶 𝑟 = 𝐶! 1 + !
!
− !!

!!!
𝑒 !!!  285 

where r is the separation distance, C0 the local data variance and α is a scaling factor estimated 286 

from the correlation length. 287 

 288 

 289 

(9) 

(10) 
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LSC interpolation provides a RMS-error for each prediction point estimated from the 290 

modeled covariance of the data according to:    291 

𝐶! = 𝐶! − 𝐶!"(𝐶!! + 𝑁)!!𝐶!"!  

where the RMSE of the prediction equals to σy = (Cy)1/2 and where Cxy
T is the transposed cross-292 

covariance matrix. 293 

The elevation changes estimated from the surface-fit and crossover methods are 294 

interpolated to a regular grid using their a priori error estimated from the LSC scheme. To avoid 295 

unrealistically small errors, common in the regression errors estimated over flat terrain, a 296 

minimum error threshold is applied. Error values smaller than a specific threshold are set to the 297 

threshold value. The threshold value is representative of the overall precision of the elevation 298 

changes over flat terrain and is set to 0.2 m a-1. The data are then gridded using a 50 km 299 

correlation length determined from the comparison of CryoSat-2 elevation to airborne 300 

measurements (Section 5). 301 

The LSC algorithm is also used to generate a DEM based on the surface elevations 302 

generated from the surface-fitting algorithm. The surface elevations generated from the surface-303 

fit were used as input to the gridding-algorithm. The use of surface elevations from the surface-304 

fit provides several advantages compared to the raw observations as they: provide an almost 305 

equal number of observations as the raw data, have been screened for gross outliers, have 306 

been low-pass filtered using the 1-km search radius, and are all reference to the same time 307 

epoch. Further the RMSE error generated from the surface-fit estimated surface height can be 308 

used as an a priori error for the LSC gridding procedure. 309 

The DEM is generated using the same approach as for the surface elevation changes, 310 

as described previously in the section. Before the gridding procedure is applied elevations H < 0 311 

and H > 3350 m are removed from the data set. Further, elevations with a standard error larger 312 

than 30 m are also removed. The elevations are binned spatially into a resolution of 1000 m and 313 

(11) 
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inside each cell the local surface trend is removed by fitting of a planar surface, and an iterative 314 

3σ filter is applied to the residuals to remove outliers. 315 

4 - Surface elevations and elevation changes from ICESat 316 

To assess basin-scale patterns of elevation change we compare elevation changes from 317 

CryoSat-2 data to elevation changes derived from Ice, Cloud, and Elevation Satellite (ICESat) 318 

data. Here we use release 33 (GLA06) data collected over the 2003-2009 period. The ICESat 319 

surface heights were used to generate surface elevation changes and seasonal parameters 320 

according to method M3 in Sørensen et al. (2011). The derived elevation changes were 321 

corrected for the G-C offset (Borsa et al., 2014). Valid elevation retrievals were selected 322 

according to Nilsson et al. (2015b). The ICESat elevation, seasonal amplitude and phase, are 323 

then used for comparison with CryoSat-2 and to build continuous time series using the surface 324 

fit method described in Section 3.1. 325 

5 -Validation 326 

Elevation and elevation change results were generated for the entire Greenland Ice Sheet using 327 

CryoSat-2 data collected between Jan-2011 and Jan-2015 using the methodology presented in 328 

(Sections 2-3) (JPL product) and by applying the methods of (Section 3) to ESA’s CryoSat-2 L2 329 

elevation products (ESA product). Surface elevations and elevation changes were validated 330 

against airborne data sets obtained from NASA’s Operation Ice-Bridge Airborne Topographic 331 

Mapper (ATM). This mission produces both elevation and elevation changes with reported 332 

vertical and temporal accuracy in the cm-level (Krabill et al., 2002). 333 

 The derived surface elevations from CryoSat-2 are differenced against ATM surface 334 

elevations within 50 m of each ATM locations. One month of CryoSat-2 data consistent in time 335 

with the ATM elevations are used for the validation to avoid biases due to temporal sampling 336 

and to obtain sufficient sample size. A total of four years of campaign data are used for the 337 
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validation of the surface elevations (2011-2014). The residuals are edited using an iterative 3σ 338 

filter to remove outliers. The accuracy and precision is estimated as the mean and standard 339 

deviation of the differences, respectively. The residual distribution is further binned according to 340 

surface slope estimated from the GIMP DEM (Howat et al., 2014) resampled to 500 m. The 341 

sensitivity to surface slope (slope error) is then defined by fitting a 1st order polynomial to the 342 

slope and height residuals. The rate estimated from the polynomial provides an indication of the 343 

magnitude of the slope-induced error over the entire slope interval.  344 

Surface elevation change rates estimated from three different time-periods (2012-2014, 345 

2011-2013 and 2011-2014) of overlapping ATM observations (Krabill, 2014) are used to validate 346 

the surface elevation changes estimated from the CryoSat-2 data. The same validation 347 

methodology applied to surface elevations is applied to surface elevation changes, with a few 348 

minor modifications. First the search radius is increased to 175 m to make it conform to the ATM 349 

elevation change resolution of 250 m, as this search radius encloses the entire ATM grid cell.  350 

Secondly the estimated mean and standard deviation are multiplied with the individual time-351 

intervals of the validation data sets to make the errors comparable. 352 

For the surface-fit and crossover methods, near-coincident elevation change rates were 353 

compared with ATM rates (e.g., April-2011 to April-2014). This provided three validation data 354 

sets for the surface-fit method, due to its high spatial coverage. However, only the 2011-2014-355 

validation data set could be used for the crossover method, due to the lower spatial sampling of 356 

the crossovers.   357 

The observational error for the DEM-method is estimated similarly as for the surface-fit 358 

method, with some modifications. Here, the CryoSat-2 DEM is used to de-trend the 359 

corresponding months of CryoSat-2 data consistent with the months used to derive the ATM-360 

elevation changes (e.g., April 2011 to April-2014). However, the monthly spatial CryoSat-2 361 

coverage does not provide adequate number of comparison points. Thus the months of March 362 
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and May were included in the analysis (i.e. March-May 2011 to March-May 2014) to increase 363 

the number of samples. 364 

The overall accuracy and precision for both the surface elevation and elevations 365 

changes are then estimated by taking the weighted mean, using the number of observations as 366 

weights, for each data set giving an average error for each measurement mode, as seen in 367 

Table-2. The weighted average errors for each mode and method have been summarized in 368 

Table-1 and Table-2 for both the ESA’s and our solutions, where the values for the individual 369 

campaigns can be found in the Supplementary material. 370 

The estimated surface elevation changes from the three independent methods were 371 

validated separately using near-coincident ATM data. In general we find the same magnitude of 372 

improvement observed in the surface elevation validation analysis. The statistics of the 373 

elevation change validation have been summarized in Table-2 for each method independently 374 

for the two modes of instrument operation. We find the lowest RMSE errors for the surface-fit 375 

method, followed by the crossover method and then the DEM method. This differs from the 376 

findings of Moholdt et al. (2010) who found lower intrinsic errors for the crossover method, 377 

compared to the surface-fit method when applied to ICESat data. The larger search radius used 378 

for our application of the crossover method most likely explains the difference in findings 379 

between studies. Further, we find that the surface-fit method provides the largest reduction in 380 

RMSE for the JPL product, corresponding to 40% and 55% for the SIN and LRM-mode, 381 

respectively.  382 

The correlation length used to derive the number of un-correlated grid-cells, which is 383 

used to estimate the standard error, was determined from a semi-variogram analysis of the 384 

elevation change residuals from CryoSat-2 minus ATM using the data from the surface-fit 385 

method. The comparison was done for each mode separately for all the individual campaigns 386 

and multiplied with the their individual time span. The semi-variogram was then computed from 387 

all the time-invariant residuals, to maximize the spatial coverage, for each mode. Analysis of the 388 
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semi-variogram showed an approximate correlation length of 25 and 35 km for the SIN and 389 

LRM-mode respectively. These correlation lengths are slightly lower than those found by 390 

Sørensen et al. (2011) for their analysis of ICESat data. To be conservative we chose a 391 

correlation length of 50 km for both modes.   392 

Although the main goal of this study is not to derive or compare different types of DEM’s 393 

they do play a critical part in removing the long-wavelength topography in order to derive the 394 

monthly time-series of volume change from the DEM-method. To gain insight into the overall 395 

quality of our CryoSat-2 derived DEM (referred to as JPL) we compare it to three other DEM’s 396 

derived from other data sets. Firstly, we compare it to a DEM derived from ESA CryoSat-2 L2 397 

data (referred to as ESA) gridded in the same manner as our DEM (Section 3.4). Secondly we 398 

compare it to a DEM from Helm et al. (2014), also based on CryoSat-2 data from 2011-2014 399 

(referred to as AWI). Thirdly, we compare to a DEM from Howat et al. (2014) (which was used 400 

to derive topographical parameters and corrections for the JPL CryoSat-2 data), based on 401 

photogrammetry data from 1999-2002 co-registered to ICESat elevation data from 2003-2009 402 

(referred to as GIMP). 403 

These data sets were then compared to IceBridge ATM elevations, spanning the four 404 

different campaigns previously used for validation of the CryoSat-2 elevations. The DEM 405 

elevation was estimated at each ATM location, using bilinear interpolation, and the elevation 406 

difference computed as (DEM-ATM). No attempt was made to account for differences in DEM 407 

and ATM epochs. The estimation of the errors of the DEM was determined in the same way as 408 

for the individual CryoSat-2 surface heights. The results of the comparison have been 409 

summarized in Table-3, as the weighted average of the different campaigns. The values from 410 

each individual campaign can be found in the supplementary material. 411 

Analyzing the overall RMSE we find that the AWI produces the lowest RMSE, followed 412 

by JPL, ESA and GIMP, due to AWI’s lower standard deviation. However, the best accuracy is 413 

obtained by the JPL DEM, which shows the lowest elevation bias of all DEM’s. The ESA derived 414 
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DEM shows a slightly better standard deviation than the JPL DEM, which can be explained by 415 

higher data density in the marginal areas for the ESA data. The difference in density is due to 416 

the SNR rejection criterion applied in our elevation processing. This smoothing can explain the 417 

lower standard deviations seen for the AWI product. The GIMP data set showed higher degrees 418 

of impulse noise than the other products, explaining the higher observed standard deviation. 419 

This impulse noise is attributed to that local elevation change rate, which was not accounted for 420 

in the creation of the DEM (Howat et al., 2014). Overall we find that the JPL DEM provides a 421 

suitable compromise between resolving of local detail and the minimization of bias. Further, 422 

modification to the SNR filtering criteria will likely lead to additional improvements in the DEM.  423 

The impacts of the different SIN processing steps were quantified to determine the 424 

importance of the different processing steps in the reduction of RMSE. A simple case study over 425 

Barnes ice cap, on Baffin Island in the Canadian Arctic, was used to determine the impact of the 426 

processing. Barnes was chosen as it saw a major IceBridge ATM campaign in 2011, providing 427 

excellent validation coverage. The result of the case study, summarized in (Table-S1), shows 428 

that the filtering of the differential phase has the highest effect on the overall RMSE followed by 429 

the ambiguity correction. However, the main improvement is still located in the retracking step of 430 

the processing. These steps are important to consider, as they have important implications for 431 

the accuracy and precision of the measured surface elevations. This is especially true in high 432 

relief areas where small changes in the look angle or phase ambiguity issues can produce large 433 

elevation errors from 0-100 m in elevation (Brenner et al., 1983). 434 

6 - Error analysis 435 

To compute volume change errors for the three methods we divide the error budget into two 436 

main components (1) the observational error (εobs) and (if appropriate) the interpolation error 437 

(εint). The error budget is estimated using the root-mean-square error (RMSE) of the difference 438 

between the CryoSat-2 and airborne elevation and elevation change differences as described in 439 
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Section 5. The overall error is then estimated using the root-sum-square (RSS) of the two error 440 

sources. The RMSE is estimated separately from the two different modes, with the total volume 441 

change error being computed as the area-weighted sum of the two components, according to: 442 

𝜀!"# =
!!"#
!!"!

∙ 𝜀!"# + !!"#
!!"!

∙ 𝜀!"# ∙ 𝐴!"! 443 

were Atot is the total area of the ice sheet, Alrm and Asin are the corresponding areas covered by 444 

each mode summing to Atot. The εlrm and εsin are the standard errors of the LRM and SIN 445 

computed from the airborne validation data sets. 446 

 The observational elevation change error is estimated from the CryoSat-2 - airborne 447 

elevation change differences (Table-2) for the three methods. The RMSE from the LRM/SIN 448 

errors are computed using Gaussian error propagation producing an observational elevation 449 

change error (εobs). For the surface-fit and the crossover method the interpolation error is 450 

estimated as the RMS of the LSC uncertainty grid. For the DEM-method only the observational 451 

error is used. The final elevation change error is then estimated by combing the two error 452 

sources using RSS according to: 453 

𝜀!!/!" =   
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!

!
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!

!
 454 

Here, N is the number of uncorrelated grid-cells estimated from empirical semi-variogram 455 

analysis of the CryoSat-2 and airborne elevation change differences, and estimated according 456 

to: 457 

𝑁 =   
𝐴
𝜌!!

 

were A is the total area of the Greenland Ice sheet (~1.7x106 km2) and the correlation length ρc 458 

of 50 km.  459 

 460 

 461 

(12) 

(13) 

(14) 
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7 – Results 462 

The measured surface elevations from the two CryoSat-2 products (JPL vs. ESA) showed large 463 

differences in both accuracy and precision of the elevation measurements, as seen in Table-1. 464 

The average accuracy and precision for the LRM-mode from the two products showed values of 465 

0.00 ± 0.43 m and -1.06 ± 0.89 m for the JPL and ESA products respectively. This corresponds 466 

to an average reduction in RMSE of 68% for the JPL product compared to the ESA LRM L2 467 

data. Further, our product shows a 33% lower residual slope error, indicating a lower sensitivity 468 

to the degradation of performance as the surface slope increases.  469 

Surface elevations generated from the SIN-mode showed the same type of improvement 470 

as for the LRM-mode. Here, an average accuracy and precision was found to be -0.52 ± 0.58 m 471 

and -0.90 ± 1.05 m for the JPL and ESA SIN elevation products respectively. This further 472 

corresponds to a reduction in the average RMSE of 27% for the JPL product compared to the 473 

ESA product. For the SIN-mode the JPL processing produces a slightly lower (23%) residual 474 

slope error, compared to the ESA processor.  475 

Larger improvements can be observed if separating the RMSE into its mean and 476 

standard deviation, corresponding to the accuracy and precision of the measurements. Using 477 

these definitions the analysis found that there is a 45% and 52% increase in precision for the 478 

SIN and LRM mode respectively, compared to the ESA L2 product, and a 42% and 99% 479 

improvement in accuracy for the respective modes. 480 

 The estimated surface elevation changes generated from the surface-fit method also 481 

showed improvement in the estimated accuracy and precision, as seen in Table-2. Here, a 482 

overall improvement in RMSE of 55% and 40% in the LRM and SIN mode, respectively, was 483 

found when comparing against ESA L2 generated elevation changes from the same method. 484 

The average accuracy and precision, compared to ATM generated elevation changes, was 485 

found to be 0.11 ± 0.67 m (LRM) and 0.30 ± 0.58 m (SIN) for the JPL derived changes. This 486 
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compared to 0.25 ± 1.51 m (LRM) and 0.34 ± 1.06 m (SIN) for the ESA derived changes. This 487 

corresponds to an increase in elevation change accuracy of 56% and 12% for the LRM and 488 

SIN-mode, respectively, for the JPL product compared to ESA L2 elevation changes. The 489 

estimated elevation changes also show an increase in precisions for the JPL product of 56% 490 

and 45% for the LRM and SIN-mode, respectively, compared to its ESA counterpart.   491 

The implementation of the LMG SIN retracking algorithm was found to reduce the noise 492 

in the retrieved surface elevations compared to conventional threshold retracking. This is 493 

exemplified over the Jakobshavn Isbræ area of the Greenland Ice Sheet (Figure S1), where 494 

LMG and a leading edge threshold retracker were compared. Though roughly comparable in 495 

accuracy, the LMG has a 32% improvement in precision when, compared against elevations 496 

from airborne laser altimetry. The adaptive nature of the algorithm provides improved estimates 497 

of surface elevation and gives good trade-off between accuracy and precision.  498 

The 20% threshold retracker implemented in the LRM-mode was also found to provide 499 

improved estimates of surface elevation (both in accuracy and precision) compared to the 500 

model-based ESA-L2 retracker. Further, it also showed lower sensitivity to the 2012 melt event, 501 

due to the lower threshold used on the leading edge of the waveform.   502 

The estimated elevation changes of the Greenland Ice Sheet, excluding the peripheral 503 

glaciers, over the period January 2011 to January 2015 show significant differences between 504 

products (JPL and ESA) in both spatial patterns and the total magnitude (Figures 2 & 3). The 505 

estimated volume change rate from the surface-fit method is -289 ± 16 km3 a-1 for the JPL-506 

product and -224 ± 31 km3 a-1 for the ESA-product with a mean difference of 65 km3 a-1. The 507 

surface-fit and crossover-method produced on the order of ~20 million and ~2.5 million usable 508 

elevation changes, respectively, providing high spatial sampling. Due to the constraint put into 509 

the JPL processor the ESA L2 data produced slightly more surface-fit observations (~10%), as 510 

more surface elevations were accepted.  511 

The Cryosphere Discuss., doi:10.5194/tc-2016-109, 2016
Manuscript under review for journal The Cryosphere
Published: 6 June 2016
c© Author(s) 2016. CC-BY 3.0 License.



 22 

The ESA product produces a more positive elevation change pattern, which can be 512 

attributed to the 2012 melt event that introduced a large positive bias with a magnitude of ~0.5 513 

m (Nilsson et al., 2015). Larger differences in the marginal areas for the surface-fit methods are 514 

also observed. These are particularly noticeable in eastern Greenland (near 73.5 degrees in 515 

latitude Figure 2) where the ESA data shows marginal areas of rapid thinning that are not visible 516 

in the JPL solution. The positive signal detected in the interior of the ESA surface-fit-solution 517 

can also be found in the ESA DEM-solution, correlating well with the timing of the summer of 518 

2012 melt event. These results are in agreement with earlier work demonstrating the sensitivity 519 

of the ESA retracker to the changes in the volume/surface scattering ratio (Nilsson et al., 2015).  520 

The three volume change methods produce consistent results from JPL derived 521 

elevation changes, with a difference of less than 7 km3 a-1. The spread between volume change 522 

methods is larger (50 km3 a-1) when using ESA L2 data. The larger discrepancy can mostly 523 

related to the sensitivity of the various methods to the melt event. The surface-fit method 524 

produces the most negative number (least affected by the melt event and the lowest estimated 525 

error) and is therefore taken as the most reliable estimate for both the JPL and ESA solution. 526 

Comparing the estimated volume change to other studies using CryoSat-2 we find that 527 

the JPL product is less negative than that estimated by Helm et al. (2014): -375 ± 24 km3 a-1. 528 

This difference can be attributed to difference in processing methodology and to the different 529 

epoch of the data used by Helm et al. (2014) of January 2011 to January 2014. Using the 530 

corresponding epoch the JPL data gives a volume change estimate, based on the surface-fit 531 

method, of -353 ± 21 km3 a-1, well within the stated uncertainty of Helm et al. (2014). 532 

To examine the regional behavior of volume change estimates of the Greenland Ice 533 

Sheet, gridded values from the three methods were divided into 8-drainage basins according to 534 

Zwally et al. (2012). When analyzing the volume change time-series at the basin scale clear 535 

differences can be observed in the annual and inter-annual behaviors (Figure 3). The northern 536 

and interior basins (1, 2, 7, 8) all exhibit large differences (Table 4: 0 - 30 km3 a-1) in the 537 
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estimated volume change rates due to changes in the scattering regime resulting from the 2012 538 

melt event. In the majority of the southern basins (4, 5, 6, 7), located in areas with higher 539 

precipitation, both products show good agreement in both trends and seasonal amplitude 540 

estimated from the DEM-method.   541 

 The amplitude of the seasonal signal (Equation 4) estimated from the surface-fit (SF) 542 

method show large differences in both magnitude and spatial variability (Figure 5). For the 543 

surface-fit method a difference in amplitude of 54% is observed between the ESA and JPL 544 

products, corresponding to area-averaged amplitude of 0.17 m or the JPL product and of 0.37 m 545 

for ESA product. The comparison with ICESat derived amplitudes from 2003-2009 estimated in 546 

(Sasgen et al., 2012) using the same methodology as used here produced an area-averaged 547 

amplitude of 0.13 m, which is in good agreement with the JPL derived amplitude. This 548 

agreement is also spatially consistent, as seen in (Figure 5), indicating low sensitivity to 549 

seasonal changes in scattering regime of the upper snowpack. The observed difference in 550 

amplitude bias, taking ICESat as the true surface amplitude while acknowledging differences in 551 

epochs, is 0.03 ± 0.13 m for the JPL product and 0.21 ± 0.27 m for the ESA product. The 552 

smallest differences are observed at high altitudes above 2000 m a.s.l., where the three data 553 

sets show almost constant amplitude of 0.1 m (ICE/JPL) and 0.2 m (ESA), providing a factor of 554 

two larger amplitude for the ESA product. Below 2000 m a.s.l., corresponding well to the 555 

equilibrium-line-altitude (ELA) of the Greenland Ice Sheet, a rapid increase in amplitude is 556 

observed for all products. This is especially true for the ESA product, which increases its 557 

magnitude by a factor of two.   558 

Analyzing the amplitude patterns on a regional drainage basin level (Figure 5c) we find 559 

good agreement between JPL CryoSat-2 and ICESat amplitude with ESA data producing 560 

consistently larger amplitudes. Regionally, the highest amplitudes can be observed in the SE of 561 

Greenland in basins (3,4,5) and are consistent with regional precipitation patterns that show 562 

high average precipitation in these areas (Bales et al., 2009; Ettema et al., 2009). 563 
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The seasonal phase of the peak in amplitude of the seasonal cycle is shown in (Figures 564 

5b and 5c) and shows generally good agreement between the two products, providing the 565 

timing of the maximum of the accumulation signal, before the onset of melt, to the months of 566 

June/July for both JPL and ESA CryoSat-2 data sets. The ICESat derived seasonal phase 567 

shows a higher dependence on elevation where the maximum of the accumulation signal is 568 

found in late May below 2000 m and late July/August above 2000 m in elevation. The ICESat 569 

discrepancies from the CryoSat-2 data are found in specific basins. Disagreements between the 570 

retrieved phase of the peak amplitude from Cryosat-2 and ICESat data are due to differences in 571 

temporal sampling as discussed in more detail in Section 8.1.  572 

We used ICESat and CryoSat-2 derived surface heights to generate time series over 573 

three regions in Northeast area of Greenland (Zacahariae Isstrøm, Nioghalvfjerdsbrae (N79) 574 

and Storstrømmen) for comparison purposes These areas have in recent time shown large and 575 

rapid changes, which has been noted by, e.g., Khan et al. (2014). The selected areas were 576 

defined using hydrological basins derived by Lewis and Smith (2009), seen in (Figure 6), and 577 

were further divided into smaller areas around the termini to highlight performance for areas of 578 

rapid change. The ICESat and CryoSat-2 surface heights were then used to generate annual 579 

time-series from 2003-2015 using (Equation 6) in the surface fit method. The estimated 12 year 580 

time series show overall comparable elevation change rates over both time periods, especially 581 

in the terminus areas, providing confidence that CryoSat-2 can actually monitor changes in 582 

these areas. 583 

8 - Discussion  584 

The CryoSat-2 processing methodology presented here is found to produce accurate and 585 

precise measurements of ice sheet elevation and elevation change. The main improvements 586 

have been introduced in the SIN processor with the inclusion of a new type of land ice retracker 587 

(LMG), advanced phase filtering and the inclusion of a phase ambiguity correction scheme. This 588 
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processing approach decreased the RMSE in the surface height retrieval by approximately 27% 589 

(45% and 42% improvement in precision and accuracy). This improvement further propagated 590 

into the quality of the estimated elevation changes for the SIN-mode, with the same magnitude 591 

of improvement (Table-2). The described SIN-processing also generated surface elevations and 592 

elevation changes with lower sensitivity to the local surface slope, indicating a higher degree of 593 

accuracy in the geo-location and surface range estimation.  594 

The SIN processing methodology further includes a phase filtering and phase ambiguity 595 

correction scheme. Visual inspections of a large number of tracks have shown more coherent 596 

estimation of the surface locations in our product and further the implementation of the phase-597 

ambiguity correction greatly reduced the number of track offsets. It was also noted that a 598 

relatively course DEM (~1 km) could be used to resolve phase ambiguities. The detection and 599 

correction of phase ambiguities are relatively straightforward and rely mostly on the relative 600 

accuracy of the DEM. The implementation of the phase ambiguity correction is particularly 601 

important when monitoring smaller ice caps and outlet glaciers, where frequent and large track 602 

offsets can bias the estimation of the underlying topography. The statistical effects of these 603 

corrections have been analyzed over the Barnes Ice Cap on Ellesmere Island in the Canadian 604 

Arctic and are available in Table S1. 605 

The new LRM processing methodology focused on optimal retrieval of surface 606 

elevations over the interior parts of the ice sheet. Here the choice of retracking threshold has 607 

proven to be the critical factor to acquire high quality surface elevations and elevation changes. 608 

The choice of 20% leading edge threshold level reduced the sensitivity to changes in the 609 

scattering regime for low slope, high elevation areas. The functional-based retracking algorithm 610 

used in the ESA LRM processor corresponds roughly to a 50% threshold level (Wingham et al., 611 

2006a), which appears to suffer from a higher sensitivity to changes in the scattering properties 612 

(volume scattering) of the near-surface firn, as the range is reference higher up (later in time) on 613 

the leading edge of the waveform. This effect can be seen in (Figure S1a), and that the 614 
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observed negative elevation bias (Table-1) for ESA-LRM (-1.0 m) fit well with the bias for the 615 

50% LRM threshold value shown in Figure S1a. This makes the algorithm more sensitive to 616 

annual and sub-annual changes in snow-packs volume/surface scattering ratio, which can 617 

produce spurious changes in elevation due to changes in the near surface dielectric properties. 618 

This is clearly shown in patterns of ESA product derived elevation changes (Figure 2b) where a 619 

large elevation bias was introduced by the 2012-melt event (Nilsson et al., 2015a).  The 20% 620 

threshold is less sensitive to these types of changes (Table 1 & 2) and is in agreement with 621 

previous work that has demonstrated that the 20% threshold best represents the mean surface 622 

inside the footprint when exposed to a combination of surface and volume scattering (Davis, 623 

1997).  624 

Surface elevation changes, derived from multi-temporal radar altimetry observations, are 625 

typically corrected for their correlation to changes in the radar waveform shape. This is to 626 

reduce the effect of changes in the volume/surface scattering ratio of the ice sheets surface 627 

(Davis, 2005; Flament and Rémy, 2012; Wingham et al., 2006b; Zwally et al., 2005). This 628 

inherently adds to the complexity of the processing and analysis, introducing new biases and 629 

error sources in the estimated parameters. For the processing approach presented here many 630 

of these steps can be omitted or reduced, as they are an inherent part of the improved 631 

waveform retracking. There have been attempts to remove spurious step-changes in elevation 632 

resulting from sudden changes in surface scattering characteristics (caused by the 2012 melt 633 

event) apparent in the ESA Baseline-B L2 data through post-processing strategies (Nilsson et 634 

al., 2015c), but such approaches spread the bias over a longer period of time making the 635 

“jumps” less noticeable in the time series by removing the step-change but introduces longer-636 

timescale bias of equal magnitude as the scattering layer is buried by less reflective snow and 637 

low-density firn.  638 

The result of the validation procedure shows a larger slope dependent bias in the ESA 639 

data, both in the elevation and elevation changes (Figure 1 and Table 1 & 2). This is especially 640 
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true for the surface elevations, which can be seen in the figures of precision and accuracy 641 

(Figure 1a and 1c), where both figures show clear linear slope for the ESA surface heights. In 642 

comparison, estimated elevations from JPL-product show relatively stable statistics over the 643 

entire slope range above 0.2°. The validation of the estimated surface elevation changes, seen 644 

in (Figure 1b) and (Figure 1d), shows the effect of the 2012 melt event on the ESA derived 645 

elevation changes below 0.2°. Further, the accuracy of the ESA derived changes show a clear 646 

negative trend as function of increased surface slope. The derived precision of the surface 647 

elevation change increases dramatically above 0.5°, as more complex topography is measured. 648 

 The JPL CryoSat-2 processing methodology produces seasonal amplitudes that are in 649 

good agreement with those derived from ICESat data, further indicating the processors abilities 650 

to track real and physical changes of the ice sheets surface. The current ESA implementation 651 

produces noisier estimates of elevation change, as indicated by the larger standard deviations 652 

of the residuals in the ESA solutions for the surface-fit and crossover-method. Figure 5 further 653 

shows an amplitude bias in the ESA data compared to the corresponding ICESat reference 654 

amplitudes. The bias is constant above the Greenland ELA located around 2000 m in altitude 655 

but increases linearly as elevations decrease below this. The linear increase in amplitude 656 

seems to be connected to the higher and more variable precipitation in the ablation zone where 657 

changes in the variable snow cover produces changes in apparent surface height. This is less 658 

prominent for the JPL SIN and LRM retrackers. The estimated seasonal phase in Figure 5c and 659 

5d show that both JPL and ESA CryoSat-2 elevation products can adequately resolve the 660 

seasonal maximum of the accumulation signal. Both products provide a timing of the maximum 661 

to the month of July over the entire ice sheet, independent of elevation. Assessing the CryoSat-662 

2 derived maximum one does however notice a difference between CryoSat-2 and the 663 

reference ICESat dataset. This constitutes roughly a ±1 month difference depending on the 664 

elevation and the location. The cause of this difference can be attributed to the temporal 665 

sampling of the ICESat mission. During the mission, due to degraded laser lifespan, data was 666 
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only collected in campaign mode during the spring and winter times corresponding to roughly 667 

two months of measurements for each period. When the CryoSat-2 data was resampled to 668 

coincide with the ICESat temporal sampling the same elevation and spatial pattern in the phase 669 

of the maximum seasonal amplitude was observed as determined from the ICESat data. No 670 

corresponding change in amplitude was observed. To mimic the temporal sampling of ICESat 671 

the each year of the CryoSat-2 data was resampled using the total number of unique months in 672 

the ICESat campaign record. This as the specific months used in the ICESat sampling changes 673 

with different campaigns.  674 

The three independent methods used to estimate the volume change of the Greenland 675 

Ice Sheet produce consistent volume change estimates. This was especially true for volume 676 

changes derived from the JPL elevations, with a discrepancy of less than 7 km3 a-1 between 677 

methods. All three methods provided the same estimate of integrated volume change but the 678 

use of the surface-fit is recommended as it produces higher spatial sampling compared to i.e. 679 

the crossover-method and lower errors. The good agreement between the methods further 680 

indicates a strong reliability in the estimated volume change rates of the Greenland Ice Sheet 681 

over the four-year period. It also shows the ability of CryoSat-2 to capture both small and large-682 

scale spatial patterns in the rugged topography along the coastline and in the interior of 683 

Greenland. This is especially true in the major outlet glacier systems (e.g., Zacahariae Isstrøm, 684 

Nioghalvfjerdsbrae (N79) and Storstrømmen). 685 

Studying the northern parts of the Greenland Ice Sheet we find that CryoSat-2 captures 686 

both intricate and complex behavior in the marginal areas of the ice sheet. This is exemplified in 687 

the NE regions of Greenland (Figure 6) near Zacahariæ Isstrøm, Nioghalvfjerdsbrae and 688 

Storstrømmen, which all show complex and localized patterns of elevation change. Here, 689 

Nioghalvfjerdsbrae shows very small changes in elevation during the observational time-span, 690 

while Zacahariae Isstrøm, its major neighbor shows large negative trends in elevation change.  691 

The observed behavior agrees with the observations made by in recent studies by Khan et al. 692 
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(2014) and Mouginot et al. (2015) who document rapid retreat and drawdown of the ice-front 693 

position of the two systems beginning in 2012. Storstrømmen outlet glacier system also appears 694 

to show signs of rapid thinning at low elevations near the ice-front position while a large positive 695 

signal is observed roughly 100 km upstream of the terminus. Rates of elevation change from 696 

ICESat and CryoSat-2 data show good agreement in basin-scale trends (Figure 6b,c).  697 

The observed volume change rates estimated from this study are within the range of 698 

previous studies, ranging from -186 to -309 km3 a-1 for the time period 2003-2009, summarized 699 

by Csatho et al. (2014). A more recent study by Helm et al. (2014: -375 ± 24 km3 a-1) agrees 700 

within uncertainties when differences in observation periods (2011 – 2014 vs. 2011 - 2015) are 701 

taken into accounted. Assuming no changes in firn air content over respective study periods and 702 

an ice density of 917 kg m-3 we compare estimated changes with corresponding estimates of 703 

mass change our estimated rate of Greenland glacier volume change. An assessment of 704 

changes in firn air content is out of the scope of this paper. Velicogna et al. (2014) estimated 705 

mass loss using the Gravity Recovery and Climate Experiment satellites (GRACE) over the 706 

time-period 2003-2013 provided (converted from mass) a rate of -305 ± 63 km3 a-1 for the 707 

Greenland which is inclusive of changes in Ice Sheet and peripheral glacier ice mass (–41 ± 8 708 

km3 a-1, Gardner et al., 2013). The estimated volume change of -265 km3 a-1 from Csatho et al. 709 

(2014) and the estimated rate of -305 km3 a-1 from Velicogna et al. (2014) spans our estimated 710 

rate of -289 km3 a-1. 711 

9 – Summary and Conclusion 712 

We conclude that the use of an adaptive retracker for the SIN-mode, based on the maximum 713 

gradient method, and the use of 20% threshold retracker for the LRM-mode provide improved 714 

performance to the retracker currently used for the ESA L2 elevation products. It is further 715 

important, especially for the SIN-mode, to apply a leading edge discriminator to identify and 716 

track the leading edge of the waveform. The functional model currently employed in the ESA 717 
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processor has, to the author’s knowledge, no such discriminator currently implemented. This is 718 

important in the SIN-mode, as it often contains multiple surface returns. The single-return model 719 

applied in the ESA processor will here have issues fitting a waveform containing multiple 720 

surface returns resulting in retrack jitter (Helm et al., 2014). 721 

 Using the new CryoSat-2 processing methodology for the LRM and SIN-mode we 722 

determine the volume change of the Greenland Ice Sheet to be -289 ± 16 km3 a-1 during the 723 

period January 2011 to January 2015. The validation against airborne ATM surface elevations 724 

and elevation changes showed an average improvement in the RMSE of the measured 725 

elevations of 68% and 27% for the LRM and SIN mode respectively compared to ESA Baseline-726 

B L2 products. The new methodology also provide improved elevation changes with an 727 

reduction in RMSE of 55% and 40% for the LRM and SIN mode respectively, compared to their 728 

ESA L2 derived counterparts.   729 

The methodology also showed less sensitivity to changes in near-surface scattering 730 

properties than equivalent ESA products. The new processing methodology showed little effect 731 

of slope-induced errors, providing better performance in the marginal areas of the ice sheets. 732 

These improvements to the CryoSat-2 processing mitigate the need for post-processing to 733 

correct correlations between changes in surface elevation and changes in the waveform shape 734 

(i.e. backscatter and leading edge width etc.) that can introduce biases and add to the 735 

complexity of the processing and analysis. 736 

 The presented CryoSat-2 processing methodology provides a lower intrinsic error in the 737 

measured elevation, elevation change and volume change estimates, all of which will facilitate 738 

improved understanding of the geophysical process leading to changes in land ice elevation. 739 

Given the pending release of the ESA Baseline-C, which provides improved corrections and 740 

processing mainly for the L1B product, further improvements are expected in the near future. 741 

The complete set of grids used in this study are available for the public from the main author 742 

(J.Nilsson) upon request and are provided in geotiff format. 743 
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Tables: 919 

Table 1: Accuracy (Mean), precision (SD), the total RMS-error (RMSE) and the residual slope 920 

error (SE) of surface elevation from CryoSat-2 observations compared to IceBridge ATM 921 

elevations. Here, the LRM mode represents the interior of the ice sheet and SIN the marginal 922 

high relief areas. 923 

JPL  Mean (m) SD (m) RMSE (m) SE (m/deg) 

LRM 0.00 0.43 0.45 1.05 

SIN -0.52 0.58 0.82 0.52 

ESA Mean (m) SD (m) RMSE (m) SE (m/deg) 

LRM -1.06 0.89 1.40 1.57 

SIN -0.90 1.05 1.13 0.68 

  924 
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Table 2: Accuracy (Mean), precision (SD), the total RMS-error (RMSE) and the residual slope 925 

error (SE) of surface elevation changes from CryoSat-2 derived from three independent 926 

methods [Surface Fit (SF), Crossover (XO) and the DEM method (DM)], compared to IceBridge 927 

ATM data. 928 

JPL - LRM Mean (m) SD (m) RMSE (m) SE (m/deg) 

SF 0.11 0.67 0.70 0.39 

XO 0.24 0.72 0.78 1.23 

DM 0.21 1.92 1.95 0.68 

ESA - LRM Mean (m) SD (m) RMSE (m) SE (m/deg) 

SF 0.25 1.51 1.57 1.40 

XO 0.60 1.02 1.20 5.01 

DM 0.27 2.40 2.56 3.37 

JPL - SIN Mean (m) SD (m) RMSE (m) SE (m/deg) 

SF 0.30 0.58 0.66 0.52 

XO -0.60 1.26 1.26 0.60 

DM 0.26 3.59 3.72 4.97 

ESA - SIN Mean (m) SD (m) RMSE (m) SE (m/deg) 

SF 0.34 1.06 1.11 0.39 

XO -0.21 1.44 1.44 0.81 

DM 0.31 5.01 5.03 3.07 

 929 
  930 
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Table 3: Validation of four different DEMs, compared to IceBridge ATM elevation data. Based 931 

on the weighted (number of samples) average of the four different ATM campaigns from 2011 to 932 

2014. Elevation values at each ATM location were estimated by bilinear interpolation for each 933 

DEM product.  934 

DEM Mean (m) SD (m) RMSE (m) SE (m/deg) 

AWI -1.35 5.95 6.12 1.35 

GIMP -1.13 7.22 7.32 0.84 

JPL -0.87 6.31 6.39 1.06 

ESA -2.83 6.13 6.76 1.62 

 935 
  936 
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Table 4: Individual basin volume changes (km3a-1) for the Surface-Fit (SF), Crossover (XO) and 937 

DEM (DM) method for the JPL and ESA product for the time period Jan-2011 to Jan-2015, with 938 

corresponding volumetric error. 939 

Basin DM - JPL SF – JPL XO – JPL DM - ESA SF - ESA XO - ESA 

1 -21 ± 26 -26 ± 6 -23 ± 9 -8 ± 34 -9 ± 12 -11 ± 12 

2 0 ± 26 5 ± 7 0 ± 10 25 ± 35 31 ± 14 30 ±13 

3 -48 ± 27 -38 ± 6 -34 ± 15 -26 ± 36 -46 ± 13 -31 ± 20 

4 -39 ± 20 -36 ± 4  -37 ± 11 -46 ± 27 -42 ± 9 -16 ± 14 

5 -20 ± 11 -19 ± 2 -27 ± 8 -13 ± 15 -19 ± 4 -6 ± 9 

6 -75 ± 22 -72 ± 6 -71 ± 10 -79± 29 -75 ± 11 -79 ± 18 

7 -46 ± 20 -56 ± 6 -51 ± 10 -36 ± 27 -41 ± 12 -35 ± 14 

8 -45 ± 25 -48 ± 6 -45 ± 10 -21 ± 33 -23 ± 13 -27 ± 14 

TOT -295 ± 64 -289 ± 16 -288 ± 30 -203 ± 85 -224± 31 -174 ± 41 

  940 
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Figures: 941 

 942 

Figure 1: Validation of surface elevations (2012) (a,c) and surface elevation changes (2011-943 

2014) (b,d) compared to IceBridge ATM, as a function of surface slope. The accuracy of the 944 

measurement is defined as the mean-value (Mean) of the CryoSat-2-ATM residuals and the 945 

precision as the standard deviation (SD). 946 

  947 

(a)$ (b)$

(a)$ (b)$

(c)$ (d)$
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 948 

Figure 2: 2011-2015 elevation changes estimated from the surface-fit methods for the JPL (a) 949 

and ESA L2 products (b). The JPL product produced a total volume change of -289 ± 16 km3 a-1 950 

while the estimated total volume change of the ESA product totaled -224 ± 31 km3 a-1. This 951 

corresponds to -29 versus 38 km3 a-1 (H > 2000 m) and -259 versus -262 km3 a-1 (H < 2000 m) 952 

for the JPL and ESA product respectively. Images have been smoothed with a 5 km median 953 

filter for visualization purposes. 954 

(a)$ (b)$
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 955 

Figure 3. Monthly elevation change time-series for 8 large drainage basins of the Greenland Ice 956 

Sheet. Time-series have been smoothed using a 3-month moving average for improved 957 

visualization. The grey vertical line indicates the timing of the 2012 melt event. 958 
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 959 

Figure 4. Surface elevation changes of the Greenland Ice Sheet from 2011-2015, based on the 960 

surface-fit method, overlaid on CryoSat-2 hill-shaded DEM (Jul-2010 to Feb-2015). 961 

 962 
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 963 

Figure 5: Estimated seasonal amplitude (a,c) and phase of the maximum amplitude (b,d) from 964 

the surface-fit method for CryoSat-2 [ESA (blue) and JPL (red)] compared to ICESat (ICE, 965 

black)). Values are compared using a search radius of 500 m and the phase offset is referenced 966 

from 1st of January 967 

 968 

 969 

 970 

 971 

 972 

 973 
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 975 

Figure 6: Northeast part of the Greenland Ice Sheet showing surface elevation change (a) from 976 

CryoSat-2 JPL-solution (2011-2015), with corresponding hydrological basin outlines. The 977 

hydrological basins are separated into full basins size (b) and to the terminus areas (c). Sub-978 

figures (b) and (c) shows a merged 12 year annual elevation time series from ICESat and 979 

CryoSat-2 for each color-coded area in (a). The derived elevation time series was formed using 980 

the surface-fit method described in Section (3.1). The elevation change map is overlaid onto the 981 

CryoSat-2 hill shaded DEM based on surface heights from Jul-2010 to Feb-2015. 982 

 983 
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