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Answers to reviewer 1

GENERAL COMMENTS
The literature discussion in the introduction is very much focused on sea ice modeling. Damage mechanics has been
a vital topic within the glacier and ice sheet modeling community in recent years though, and – even though length, time
and stress scales may differ by several orders of magnitude – the models used in this context are conceptually not
fundamentally different from those used for sea ice. Particularly, the pioneering work by Pralong et al. (2006) (and several
other articles by the same authors) might be important; but also later contributions, such as Duddu and Waisman (2013),
could potentially be relevant. 

The introduction is indeed focussed on sea ice modelling. However, as the Maxwell-EB model is developed to this specific
purpose, we believe this focus is relevant. In particular, discussing the current state of sea ice models in terms of their
capability to reproduce sea ice deformation appears essentials. The need for an improved representation of deformation
has been discussed extensively in late years: we think it is important to recall this point. As we suggest a new mechanical
framework for these models, we believe it is also important to state the motivations for our approach, and the fact that we
were inspired by the known similarities between the brittle mechanical behaviour of sea ice and the Earth crust, hence by
some of the methods used for modelling faults. 

Viscoelastic models are indeed used for glacier ice. However, fundamental differences (at least 4) between the present
viscoelastic model for sea ice (as well as models for the Earth crust) and viscoelastic models for (polycrystalline) ice and
glaciers exist. You are right when stating that time scales, in particular, are key here. Differences in time scales translate into
intrinsic differences in the nature of the deformation of sea ice versus of glacier ice: sea ice deforms “rapidly” under the
action of the wind and ocean drags, in the brittle regime, while glaciers deforms slowly, through viscoplastic deformation of
bulk ice.
In the case of viscoelastic models for sea ice and the Earth crust, instantaneous elastic deformations are not neglected and
the viscosity associated with the relaxation of the stress is not the dynamical viscosity associated with “true” creep, but
rather an apparent viscosity, intended to represent the large deformations within the fractured ice cover or faults. This last
point is perhaps the most important difference between sea ice- and glacier-type models and in order for the reader to
understand the need for an apparent rather than the true viscosity to model the deformation of sea ice, we believe the
comparison to models of the Earth crust is relevant. Finally, the damage criterion in the present and previous (eg., EB) sea
ice model is a function of a critical stress. In models for glacier flows, damage is often a function of a given cumulative
deformation threshold and it impacts the viscous flow through the concept of effective stress on Glen's law. 

However, we agree that these relevant distinctions deserves a few words and hence we included a short discussion of
viscoelastic, damage-based glacier models and their references in the Background (former Introduction) section. To keep
this section reasonably short, we somewhat shortened the discussion of models of lithospheric faulting (lines 13-18, page
8).

Damage framework In the damage mechanics literature, a number of different damage measures have been proposed.
They differ in how they are included in the constitutive framework and in their level of anisotropy. The damage evolution
has to be prescribed depending on the choice of the damage measure. I think the authors should explain their choice in
more detail! Why does dcrit, and thus the stress, enter the damage evolution equation linearly? The level of anisotropy
present in a damage theory is reflected by the tensorial structure of the damage measure. In this light, using a scalar
damage measure in a framework which is supposed to model induced anisotropy should carefully be justified. Furthermore,
damage healing is known to be delicate with respect to the entropy principle (see also Pralong’s article cited above). I am
not sure to which extent this issue affects the healing parameterization given in this work, but at least I think it should be
addressed as a possible problem. 

Different approaches have indeed been used for the damage mechanism. In absence of physical evidences for higher levels
of complexity, in developing the Maxwell-EB model we sought the simplest possible formulation and based our approach
on isotropic, progressive damage models involving a scalar level of damage variable (e.g., Amitrano, 1999, and the EB sea ice
model of Girard et al., 2011). In these models, the decrement in damage enters the damage formulation “linearly”. The



main difference in the Maxwell-EB framework is that this decrement in damage, called dcrit, is not an arbitrary constant as in
these previous progressive damage frameworks, which are based on a sub-iteration loop in which damage is allowed to
evolve and stress to be redistributed from over to sub-critical elements until a steady-state is reached (i.e., until all states
of stress lie within the yield envelope) before the model is incremented and loading resumes. In the present model, damage
evolves in “real” model time. Hence if dcr it was set constant, the stress drop associated with damaging can be such that
stresses will still lie outside of the yield envelope after one model time step. As overcritical stresses are not physical, here
we make the logical assumption that the decrement of damage dcrit associated with a local damage event should be such
that the value of the stress be at most equal to the local critical value.

Concerning anisotropy, we thank the referee for this important point, which was not detailed enough in the initial version
of the manuscript. The key point is that, in the present model, an anisotropic damage formulation is not required to
generate anisotropy of stress and strain fields. Indeed, in an elastic medium submitted to a non-perfectly isotropic loading
(i.e., non-perfectly isotropic with respect to the domain geometry or the heterogeneity present in the material), the elastic
kernel associated with a damaged “inclusion” (Eshelby, 1957) is anisotropic, hence is the redistribution of stresses.
Therefore, the combination of (1) small-scale disorder, (2) damage mechanics in an elastic medium, and (3) this anisotropy
of the elastic kernel itself is sufficient to generate anisotropy up to very large space scales through successive elastic
interactions between damaged elements. We now discuss this point in more details in the Results section and add a figure
(6) that shows the anisotropic perturbation in the (Coulomb) stress field (σ1 - qσ2) generated when uniaxial compression
is applied to a uniform rectangular plate with an isotropic, circular inclusion and, similarly, when disorder is introduced in
the model at the element scale.

Finally, concerning the entropy principle and the healing parameterization, you are right that this remains an open question.
As mentioned in section 4.3.2, we used the simplest possible parameterization for healing (using a constant healing rate) in
the present uncoupled implementation of the Maxwell-EB model. We did not verify the validity of our approach with
respect to entropy. In a dynamic-thermodynamic sea ice model, the rate of healing should logically be a function of the local
difference between the temperature of the air near the surface of the ice and the freezing point of seawater below (see
section 4.3.2).  However we believe entropy is hard, perhaps impossible, to quantify and monitor in the context of an open,
dynamically and thermodynamically coupled system such as the Arctic Ocean. 

MINOR COMMENTS

p.2 l.6 (and many other places): “constitutive relationship:” Even though admittedly a constitutive relationship sounds very
romantic, I guess the more common terminology in this context is “constitutive relation.” 
We replace this formulation by “constitutive law”. 

p.3 1.25 “physically consistent with observed behavior:” Is it physically consistent, or consistent with observed behavior, or
both? In either case, that should be made clear. 
It is naturally both, as something that is physically consistent should necessarily be consistent with observation. We replace
this sentence by: ''consistent with its observed mechanical behaviour''.

p. 5 l.9 “processing... method:” I am not sure whether “processing” is the right word for this. 
“Processing” is synonym of “treating” here, or “representing”.  We rephrase: thereby treating discontinuum mechanics with
a continuum mechanics method.

p. 5 1.11 “continuum solid:” Shouldn’t this be a “continuous solid?” 
OK.  

p.5 l.25-p.6 l.2: Maybe make two sentences out of this in order to make it more readable. 
OK.

p.6 l.5: “material’s velocity” rather “the velocity of the material” (as the material is not a person). 
OK. 

p.6 l.13f: “the ration of ... and of the time”: drop second “of” 
OK.



p.6 l.25: add commma after “However” 
OK.

p.7 l.1: “i.e. .. forcing” what do you mean by this? 
Here we make the distinction between the part of the intermittency that is attributable to the forcing applied on the
material and the part that is inherited from its mechanical behaviour.  This is an important difference in the context of sea
ice. The turbulent wind forcing itself exhibits some intermittency, which is “transmitted” to the ice cover. This part of the
intermittency is therefore expected to be reproduced in most sea ice models. However, it was shown that the wind forcing
is less intermittent than the deformation of sea ice, hence that the “extra” intermittency of sea ice deformation is
attributable to its mechanical behaviour (Weiss, 2008; 2013). It is this part of the intermittency of the deformation that
cannot be adequately reproduced in sea ice model if elastic interactions are not accounted for and if the  memory of elastic
stresses is not adequately retained. 

p.7 l.5 what does “such a model” refer to? 
It refers to the previous sentence: to a rheological model that has “the capacity to distinguish between reversible and
irreversible deformations” and that “allows a passage between the small/elastic and large/permanent deformations”. We try
improving the reading by adding “that” after “such a model”.  

p.7 l.20: I do not quite understand why the use of a viscoelastic constitutive relation has to be justified from rock
mechanics? There is a large literature about viscoelasticity of ice. 
Once again, here we do not mean to model the classical bulk viscoelasticity of ice (see response to major comment above).
Viscous creep is negligible in the deformation of sea ice, which is essentially brittle (e.g., Weiss et al., 2007). The apparent
viscosity introduced here is intended to represent the slow relaxation of elastic stresses through permanent, large
deformations of the damaged material: this is why we make a parallel with models of lithospheric faulting rather than with
viscoelastic models for glacier ice. 

p.8 l.26: Even if I feel bad about this self promotion, but a very similar model for glacier ice has been proposed by Keller
and Hutter (2014). 
See above. 

p.9 l.23: I guess the strain rate tensor is the symmetric gradient of the velocity? Please state this explicitly. Furthermore, I
think something should be said about how strain rates and strains are related (the notation suggests that the strain rate
tensor is the rate of the strain tensor, which is generally not the case). 
Yes, the strain rate tensor is the rate of the strain tensor and hence is the symmetric gradient of the velocity. We clarify
this point by defining the strain rate tensor in equation (1) as the symmetric gradient of the velocity. Large deformations in
the Maxwell-EB model are accounted for by introducing the objective derivative of the stress tensor in the constitutive law
(eqn. 1). To clarify this point further, we include the definition of the objective material derivative for the stress tensor after
introducing the constitutive relation and develop the βa term, which accounts for the effects of rotation. It is important to
recall however that all simulations presented in the paper are in the small-deformation regime (no advection and rotational
effects neglected), hence these distinctions do not apply here.

Besides, we recognize that the notations used to describe the standard Maxwell model at the beginning of section 4.1were
rather confusing, especially when referring to figure 1(a) and (b) to introduce these concepts. For instance, G was used for
the elastic modulus and τ was used for the stress tensor in the text and in figure 1a, instead of E and σ in figure 1b. Hence
we slightly reformulated the description of the standard Maxwell model and changed the notation in figure 1(a). We believe
this improves the reading and presents the transition from the standard to the Maxwell-EB model more clearly. 

p.10 l.20: Maybe write this as equation. 
This definition of the (adimensional) elastic stiffness matrix is quite standard. Hence we do not think this ought to be listed
as a separate equation. But we reformulate this definition in index notation, which makes it somewhat easier to grasp. 

p.11 l.4: The principal stresses are eigenvalues, not components. 
OK.

p.13 2nd paragraph: The physical interpretation of the damage variable crucially depends on how it affects the stress-strain
relation. Therefore, I think this should be discussed right when defining the damage measure. 



We are not sure we understand this comment. On the one hand, in the elastic regime, the effective stress is given by
σ
d

=E0ε with 0<d⩽1 , which is consistent with the typical interpretation of damage in progressive damage

models for elastic materials. On the other hand, in the viscous regime, the effective stress is given by
σ
dα=η0 ε̇ which

does contrast with the classical definition of the effective stress due to the introduction of the damage parameter
(exponent α).  This viscous term does not represent a true viscous flow of the bulk material, but instead an apparent
viscosity aimed at slowly relaxing the elastic stresses within a damaged material.  Hence the notion of effective stress is not
entirely relevant here. As the parameter α is larger than 1, our formulation means that damage plays a stronger role on the
apparent viscosity than the effective stress concept would do. We agree that this point might have been confusing,
especially as we state about the damage variable “This variable is interpreted as a measure of sub-grid cell defects or crack
density (Kemeny and Cook, 1986) and is allowed to evolve (...)” (p. 15, lines 14-16). Hence we reformulate this passage as
“This variable is interpreted as a measure of sub-grid cell defects”.

p.13 l.22f: Please define h. 
Thanks for catching this: h stands for the ice thickness. 

p.14 l.22: “Time steps” and “elements” are concepts of numerical methods. One should be careful with using them for
motivating the governing equations of a model. In physics, space and time are not discrete. 
Here the space and time discretizations do not “motivate” the governing equations of the model, although they need to be
taken into consideration when writing the continuous form of the damage equation (that is, the part of the evolution
equation for d pertaining to the damaging process). As already discussed in this section, this arises because of our
treatment of the damage mechanism, which is similar to that of linear-elastic progressive damage models (e.g Amitrano,
1999). The governing equation for this discrete process is written as a recursive relation (formerly on line 20, p. 15 and
now numbered). 
In the linear-elastic damage mechanics model on which the Maxwell-EB model is based, time does not enter the governing
equations (e.g., Amitrano, 1999, and Girard, 2010), hence the formulation of an evolution equation for this mechanism is not
an issue and the damage equation is simply written in this recursive form. Here evolution equations are written and as the
damage process is tied to the space and time discretizations, the order of the time scheme and spatial and temporal
resolutions need to be taken into account when writing the recursive equation in continuous form. We agree that this might
constitute a limitation of the current Maxwell-EB model, especially as it requires the use of an explicit time-stepping
scheme for the damage evolution and the use of a small model time step.  

p.15 l.1: Equation numbers missing? Please give a clear definition of epsilon (particularly in the context mentioned above,
strains and strain rates). 
OK, we numbered this equation and defined epsilon, the strain tensor. 

p.15 l.6: Again, principal stresses are not stress components (they do not have the transformation properties of tensor or
vector components). 
OK.

p.17 l.10: It may be overly rigorous, but I think it is not a proper use of the Landau notation to write O(some constant
number) 
We rewrite these formulations in words instead. 

p.17 l.19: “modelling,” vs. e.g. p.16 l.15, “parameterizations:” It is better style to consistently use either British or American
spelling. 
As the first author is Canadian, Canadian english conventions were used (which combines that of American and British
spelling). 

p.18 l.3: “the the” 
OK.

p.18 l.23: “... are entirely defined by ... :” Either they are well-defined or not, there is nothing in between, so no need for this
emphasis. Maybe better rephrase to “... only depend on” 
OK.



p.18 l.24: “the constitutive equation...” please specify which one (the constitutive framework consists of more than one
equation). 
OK.

p.19 Eqs. 12-13: I think this regularization technique would be worth a more concise discussion: Is this purely a method to
ensure convergence of the numerics? (In this case I’d suggest not to mix this with the physical governing equations). Or is
this a conceptual problem? Finally, this is a known problem in continuum damage mechanics that the more damage is
increasing the weaker its physical interpretation becomes. 
As mentioned on lines 13 to 15, p. 19, this formulation is introduced to ensure mathematical consistency, i.e., so that the
constitutive equation be defined in the limit of d = 0. It is not meant to handle the physical interpretation of damage in the
limit of a “completely damaged” material. We mentioned this point with the intend of being as rigorous as possible, as it is
how the damage equation is written in our numerical scheme. However, as also pointed out, the use of a ''regularization
technique'' for d = 0, as well of this specific technique (as opposed to introducing a minimum value on d instead of on η)
has no impact on our results, as the level of damage d never reaches zero values (we set d0 > 0 in all simulations). Hence
we agree that introducing this level of precision within the description of the governing equations might not be necessary
in the present paper. We suggest to remove this entire paragraph. To take care of any ambiguities, we specify the condition
0 < d0 = d(t = 0)≤ 1 in the equations for E and η as a function of d (end of former page 18). We modify figure 3 accordingly
and reformulate lines 13 and 14, p. 13, as “The level of damage is equal to 1 for an undamaged material and approaches the
value of 0 in the case of a "completely damaged" material.”

p.19 l.17f: “we take this approach.... but it had really no impact on our results.... :” This sounds very sloppy (and the switch
from present to past tense is somewhat random). 
This sentence was cut (see above). 

p.20 l.1: “a 2-dimensional plate ... and a constant healing rate ...” What are the consequences of the two-dimensional plate
assumption? Probably a simpler velocity field? Apart from that, it sounds odd to me to squeeze those two assumptions
(concerning completely different parts of the model) into one sentence. 
The 2-dimensional plate assumption here is equivalent to the plane-stress assumption, in the sense that we assume no
stresses in the z direction (σ13, σ31, σ23, σ32, σ33 = 0). In this case, the (adimensional) elastic stiffness tensor K is defined
such that for all symmetric tensor

ε=εij∀ i , j ;1⩽i , j⩽2,K :εij=
ν

1−ν2
εδij+2

1
2(1+ν)

εij .

However, one difference is that, as in all regional and global sea ice models, the z-components of the deformation are not
taken into account here (the sea ice momentum balance equation is 2-dimensional). Hence yes, the velocity field is
calculated in the horizontal plane (ux, uy) only. 
This assumption was listed independently of the constant healing rate assumption. We reformulate this sentence as: “As in
regional and global sea ice models, the ice cover is considered as a 2-dimensional plate due to its very large aspect ratio
and plane stresses are assumed.  A constant healing rate is used”. 

p.20 l.6: Not sure whether “assimilate” is the right word for this. 
It is now replaced by “represents”.

p.20 l.9f: What does “internal stress” refer to, Cauchy stress? And shouldn’t it rather be distributed “over” the depth? What
is the advantage of keeping the entire stress tensor? 
Yes, the internal stress refers to the in-plane stress, σ. In virtually all sea ice models based on the continuum assumption, it
is the common name for the stress arising from the sum of the mechanical interactions between ice floes (Weiss, 2013,
Feltham, 2008, and many others). It is thereby distinguished from external stresses, which is the formulation used for the skin
(air and ocean) drags per unit area on the ice cover. 
Here, the entire stress tensor instead of the deviatoric part is used, as the simulated material is a compressible, elastic
solid. 

p.20 l.14: Definition of the ice concentration? 
The ice concentration is the fraction of a model grid cell covered by ice, or in other words, the surface of ice (as opposed
to open water) per unit area. In the present model, it has the same definition as in virtually all continuum sea ice models
developed since 1979 (i.e., since the Hibler viscous-plastic model). Hence we do not believe a lengthly definition of this
variable is necessary. 



p.20 l.17: Rather make two sentences out of this. 
OK.

p.21 l.3: What is the reason not to write A = 1? 
OK.

p.21 l.6: “c*” is the * a typo? 
No, we did intent to use this symbol. This constant is usually denoted C (Hibler, 1979). We use c* to distinguish it from the
cohesion in the Maxwell-EB and EB frameworks.   

p.21 l.20f: “the dynamical system... read:” should be singular (“reads”). 
OK.

p.22 l.11: “...parameters must evolve within...” so, they evolve while the model is running? This would change the dynamical
equations. Otherwise, rather rephrase this. 
We rephrase: “In order for the Maxwell-EB model to represent the intended physics, the value of these parameters must
lie within a certain range”.

p.22 l.14: “characteristic time for damaging” Rather write “damage evolution” instead of “damaging” (idem in several other
passages). 
OK. 

p.22 l.23: typo “One the one hand” 
OK. 

p.23 l.6: “propagation of the damage:” drop the article. 
OK.

p.23 l.13: “This separation.... calculations:” Somewhat weird semantics and ambiguous syntax in this sentence. The content
absolutely makes sense though. Maybe rephrase this (and split into two sentences). 
Agreed. The sentence has been split and reformulated as 
“This separation of scales ensures that elements cannot recover by healing more strength than they have lost by damaging
within one time step. In the case of sea ice for instance, excess healing would effectively entail a net growth, or thickening,
of the pack, a process that should instead be accounted for by thermodynamic balance considerations. However,
considering the estimates of the speed of elastic waves and of the healing rate of leads aforementioned, the sea ice cover
naturally meets the condition Th << Td”.

p.23 l.17: “Considering the estimates ... aforementioned:” Either write “the aforementioned estimates” or “the estimates ...
mentioned before.” 
OK. 

p.24 l.4: “over undamaged... areas:” rather “in” (idem l14). 
OK.

p.24 l.13: typo “euqation” 
OK.

p.24 l.15: “To get round this problem:” sounds very sloppy.... 
Replaced by “this issue can be dealt with by (...)”

p.24 l.21: “.. function, unnecessary:” no comma (maybe rather write “is unnecessary”). 
OK.

p.25 l.5: “... transmitting the damage information within the material:” Not sure whether “within” is the appropriate
preposition. 
We do think “within” works here. 

p.25 l.6: I don’t quite understand this logic... If the waves are not resolved, why should they be filtered out of the solution?
Furthermore, replace “the model’s solution” by “the solution of the model” (A model can be a person, just in this case for



sure it is not ;-)) 
Agreed: this paragraph is somewhat confusing, and not strictly necessary. Hence we cut these two sentences. The main
point here is expressed in the two remaining sentences of this paragraph, which is that inertial effects and the effect of the
propagation of viscoelastic waves on the stress and deformation fields can be safely neglected in most sea ice
implementations of the model.

p.25 l.25: Rather “in a material...” 
OK.

p.26 l.4: “time derivative for the Cauchy stress...” derivative of 
OK.

p.26/27, description of the test geometry: I don’t quite understand the boundary conditions. Is the velocity on the lower
(short) edge set to (0, 0) or may there be a non-zero component in x-direction? Concerning the lateral boundary, in the
text it says “no confinement is applied on the lateral sides” (that is, the boundary may move freely?), whereas in the sketch
(Fig. 4) it says u(x,y) = 0, thus the velocity is fixed. Please clarify these ambiguities! Furthermore, if the lateral boundary is
fixed, what happens to the inflowing ice mass if the ice thickness is kept constant? 
The figure that was included in this submitted version of the paper was not the good one, and yes, was somewhat
confusing. The current, corrected version indicates that:

(1) The velocity on the lower and upper edges of the plate is set to 0 in the y direction only : the x-component of the
velocity can be non-zero.

(2) The velocity is strictly zero only on the lower-left corner of the plate (indicated by the triangle).
(3) No confinement is applied on the lateral sides, hence these boundaries may move freely . However, as these small-

deformation simulations are run for a short time (until the cumulative applied deformation is of at most 10%
-there was an error in the text [l.4, p. 27] so we corrected it- of the size of an average,  single model element), the
position of grid nodes is not updated in time (hence the FE spatial discretization is defined based on the initial
mesh grid, i.e., is not updated in time). The lateral boundaries therefore do not “move” in the simulations
presented here. We now mention this point in section 6.

(4) As deformations are small, mass-conservation is not prescribed (see page 27, first paragraph).

p.27 l.26f: “so that to be representative:” the conjunction “so that” should not be followed by an infinitive. 
OK.

p.28 l.1: drop the comma. 
OK.

p.28 l.10-26: Maybe move this to the literature discussion? 
Agreed, we move this to the Introduction section. 

p.29 l.8: “... is its strong anisotropy” would this finding not call for the use of a tensor damage variable? Please explain why a
scalar damage model is sufficient. 
Again, a scalar damage model is sufficient to generate large-scale anisotropy in an elastic medium. The kernel of elastic
interactions and the resulting perturbation of the stress field in such a material becomes anisotropic as soon as some
spatial heterogeneity in its mechanical strength, or if the applied forcing is not purely isotropic with respect to this
heterogeneity or to the geometry of the experiment (see response to major comment above). 

p.30 l.15 “over undamaged parts” rather “in undamaged parts?” 
OK. 

p.30 l.19: “spatial distribution of the damage criteria” isn’t the damage criterion the same everywhere? Only its parameters
vary. 
If the parameters (e.g., C) of the damage criterion vary, then the damage threshold itself varies. Here the local damage
threshold varies with the cohesion, C. We replace “criteria” by “threshold” here, to make this point clearer. 

p.32 l.6: “we use the output of strain rate fields from simulations...” isn’t it rather the output of simulations, not that of
strain rate fields? 
We removed “the”.



p.32 l.24: “....and clusters in space ...” This seems somehow syntactically lost in the sentence? 
Unfortunately, we do not understand this comment. We replaced this formulation by “localizes again”. 

p.34 l.9: “of the discrete failure events:” drop the article. 
OK.

p.34 l. 25: “... the of damage rate are anti-correlated” something missing here? 
Yes: increments of the damage rate. 

p.35 l.6: “mean total deformation, that’s a deformation rate, not a deformation. 
OK. 

p.36 l.7: “permanent deformations within the material” There are no deformations outside of the material, so no need to
state this. 
OK.

p.36 l.9 “show the Maxwell-EB model simulates....” maybe make the beginning of the subordinate clause clear by using
“that”. Or even better split into two sentences. 
OK.

p.36 l.26: “internal stress within the material” why not just “the Cauchy stress”? Or even “the stress?” I guess there are
neither external stresses, nor stresses outside of the material. 
See previous comment: “internal stress” is the term used extensively by the sea ice modelling community. 

p. 37 l.1: “of the material” instead of “the material’s” 
OK. 

p.37 l.20: “carrying numerical experiments” rather “carrying out” 
OK. 

p.39 l.20: typo “shear faaults” 
OK.

p.50, Fig. 6b,c: Excessive use of colored plots. Except for the yellow one, they all look more or less the same to me. I am
probably not the only one who will have trouble distinguishing those plots: statistically, you can expect that about one out
of ten male readers has a similar color vision deficiency. So it probably makes sense to use dash patterns instead, or to add
plot labels. 
Agreed: we switched to black and white and added markers wherever possible. 

p.51, Fig. 7a (and various other figures): Are the units dimensionless? If so, this should be made clear, e.g. with the tilde
notation used in the text. 
Thank you for this comment: this was indeed not made clear since we forgot to mention that we dropped the “~” notation
for all adimensional variables in the Results section. We now make this point clearer by adding a mention to this effect and
by rearranging the order of a few sentence in section 6 (formerly section 4).



Answers to reviewer 2

GENERAL COMMENTS

The thoroughness and detail of the manuscript are commendable, although in some places the presentation was somewhat
confusing as a result. I would recommend splitting the Introduction into separate Introduction and Background/Theory
sections. A shorter Introduction section that clearly outlines the motivation for the new model, the most relevant context,
and the general approach would benefit the reader. As it is written, the Introduction currently is very long and detailed but
in some places confusing in terms of both the writing and the relevance of this level of detail. In other places, relevant
details seem to be left out, and it seems to be left to the reader to be familiar with all of the references in order to
understand certain points. It seems to be an excellent review of the state of sea ice modelling, and demonstrates that the
authors have a good grasp of the field, but as a reader I found myself a little “lost in the weeds” at times. 
We followed your suggestion and divided the introduction into an Introduction and a Background section. In particular, we
also integrated the suggestion of reviewer 1 of moving the discussion of heterogeneity, intermittency and anisotropy (at the
beginning of the Results section) to the Background section. We believe this helps presenting our motivations in developing
this new rheological framework more clearly, as we indeed aim to create a model that is able to reproduce these (3) all-
important characteristics of sea ice deformation. 

Even in a fully viscous model of ice deformation, the stress balance can be non-local (for instance, in a glaciology context,
viscous ice stream or ice shelf deformation is described by a stress balance that is inherently nonlocal, (e.g. MacAyeal,
1989)). You seem to be implying in several places that “long-range” interactions must come from elastic deformation (e.g. p
4, l 14). Am I reading this wrong, or are you indeed stating that long-range interactions can only be accounted for by elastic
interactions? 
This is indeed not what we implied. You are totally right on the point that stress balance can be non-local in fully viscous
models, in other words that viscous deformations can redistribute stresses in a non-local manner. In our case, elastic
interactions by nature redistribute the stress over long distances and need to be accounted for in order for the
heterogeneity of deformation to be adequately represented in models of the ice pack. 

The results of the model are mesh-dependent, as damage localizes to the scale of an individual element. This is often
viewed as a negative result, because the results of the model thus depend on how the user sets it up. However, many
different approaches for nonlocal regularization of damage models have been proposed and adopted in a variety of settings
(e.g. Bazant and Jirasek, 2002; Borstad and McClung, 2011). In these approaches, the stresses/strains/constitutive relation
are computed by integrating over an intrinsic length scale related to the scale of heterogeneity of fracturing of the material.
As long as the element size is smaller than this intrinsic length scale, the results of the model are independent of the
resolution of the mesh. I think the authors should mention this type of approach in the manuscript, and discuss whether it
might be feasible to produce mesh-objective results. 
Thank you very much for this comment: this is a very important point that we did not discuss, mainly to keep the paper as
short as possible.  
Introducing an intrinsic length scale, i.e., a correlation length, ξ, for damage that is larger than the model grid cell would
indeed allow the model solution to converge. However, in the context of sea ice modelling, introducing a correlation length
ξ > Δx would not be physical, as the scale of natural heterogeneities (thermal cracks, brine pockets, etc) within the ice
cover that serves as stress concentrators is much smaller than the typical model spatial resolution (on the order of a few
to several kilometres). Furthermore, invariance of sea ice fracturing, as revealed from floe sizes distributions, holds down to
the meter scale (Weiss, 2003). Hence here, disorder is introduced at the smallest available scale: that of the mesh element
(through the field of cohesion, C). We believe this is the most rigorous choice in terms of representing the physics behind
the deformation of the ice cover, but as a result the model solution is mesh-dependent and does not converge locally. 
We agree that this point deserves a more extensive discussion in the paper. Hence we somewhat reformulated lines 15-22,
page 11 and 1-7, page 12 to clarify the role of the spatial noise introduced in the model through the cohesion variable, C,
and added a few line discussing non-local damage and convergence in section 5.1 (former lines 19-27, page 30, and 1-11,
page 31). 

The discussion of the damage formulation is a bit confusing. You mention in the text (p 14, l 24-26) that stresses outside
the failure envelope are non-physical. However, unless I am missing something, you seem to be calculating your damage
variable according to the distance beyond the failure envelope. It seems, then, that damage is a sort of constitutive post-
processing to “correct” the stress level such that it lies directly on the failure envelope. Some clarification is needed in the
text on this point, since your schematic representation of the failure envelope in Figure 2 seems to contradict what you
state in the text. Damage is based on the distance of the stress state outside of the envelope, and yet a stress state outside
the envelope is non-physical... 



See response to reviewer 1's comment above. The damage of an element is calculated such that, just after a local damage
event, the stress state of the damaged element lies on the envelope. 

I’m confused as to why a separate term for the ice concentration (A) is needed, as this seems at least partially redundant
with damage. Why is it necessary to have both a concentration term and a damage term that modify both the elastic
modulus and the viscosity? Isn’t there some redundancy here, as a damaged fault/lead will necessarily have a reduced ice
concentration? The ice concentration term seems to be simply added to the model at the very end of the model
discussion, without much explanation. 
We indeed did not discuss sea ice concentration in length in the paper,  since the definition of the ice concentration is the
same in the Maxwell-EB model as in typical continuum sea ice models (it is the ice-covered surface by unit area, hence it
varies between 0 and 1). Its equation of evolution is therefore also similar to that employed in these models.
The coupling between the ice concentration and both mechanical parameters (see equations 17, 18) here was inspired
from the coupling of A to the ice strength in compression parameter (P) suggested in the VP model of Hibler (1979) as well
as from the coupling between the elastic modulus E and A suggested by Girard et al. (2011) and Bouillon and Rampal (2015). 
In the case of the elastic modulus, E, this formulation represents the fact that when the ice concentration drops below
about 90%, internal stresses become negligible and the ice is essentially in free drift. In the case of η, this dependence on
ice concentration is consistent with the rapid decay of the apparent viscosity of granular media when decreasing their
packing fraction from the close-packed limit (Aranson, 2006). 
While concentration might indeed seem partially redundant with damage, we emphasize that the two variables represent
different things, as the ice pack might be densely fractured, hence not withstand large stresses, but still retain a high
concentration (for instance under convergent motion). Nevertheless, we agree that this parameterization, which we chose
here so that to be consistent with the approach taken in previous sea ice models, could eventually be refined. 

SPECIFIC COMMENTS

25: “or”
OK.

p 4, l 6-9: how have these VP hypotheses been found inconsisent? Can you summarize these for the reader? 
The VP hypotheses have been found inconsistent in many respects, which are discussed in length in the studies cited here
(Weiss et al., 2007, Coon et al., 2007, Rampal et al, 2008, see lines 8-9, page 3). Although discussing these inconsistencies
could be pertinent here, it would also make the introduction significantly longer. Hence we chose to add only a short list of
the main points at the end of this sentence (line 9, page 3) with the references to the relevant studies. 

check English spelling throughout the document, a number of words are misspelled (looses instead of loses, euqation, it’s 
instead of its, dependance, assymptotes,...) 
OK.

p 10, l 20: there is some inconsistency in the text formatting of the different versions of “I” for the identity tensors 
We reformulated the definition of K using index notation. 

p 13, l 22-23: I was confused about what h is here 
Thank you for catching this: h refers to the ice thickness and its definition in now defined.
 
p 19, l 18: might there be other contexts or model setups (e.g. realistic domains) for which the minimum value of d might 
come into play? The results of a damage model can be quite sensitive to this choice. 
Problems, both conceptual and numerical, arise when the value of d is zero, which according to the evolution equation for
d (line 20, p. 15 or equation 9) occurs if, and only if, the initial value of d (d0) is set to zero. In the uniaxial experiment
presented here, this problem does not arise since the experiment is started from a homogeneous, undamaged state (d0 =
1).  A regularization technique, such as the one presented in this paragraph, can be used to avoid numerical problems when
d0 is allowed to take the value of 0. Alternatively, a cutoff minimum value for d could be used.   
As this section brings essentially useless complexity in the context of the simulations presented in this paper, we decided
to remove it in the revised manuscript (see response to reviewer 1's comments).



p 20, l 11-13: Some motivation or explanation is needed for why you choose to write the momentum equation in terms of
internal stress rather than the vertically integrated stress tensor, especially if you are departing from what is more
commonly done in the sea ice modelling community. 
We chose to incorporate the vertical integration of the internal in-plane stress in the momentum equation instead of
defining σ as the vertically-integrated stress tensor to avoid confusion when evaluating the distance to the damage
criterion, i.e., when comparing the local state of stress σ to the critical tensile stress σt and critical stress with respect to
the Mohr-Coulomb criterion σc, both defined in Pascals (Nm-2) as the cohesion C of the material. Defining σ as the
vertically-integrated stress tensor would indeed necessitate redefining σt and σc in terms of an effective cohesion, C x h.
This approach is taken in the recently developed NeXtSIM model, based on the Elasto-Brittle rheology of Girard et al.
(2011), and as this point was explained in the paper by Bouillon et al. (2015), we do not feel it needs to be discussed in
length here, but we do agree that a clear reference to this paper is needed. Hence we reformulate the lines 10 to 13 as
follows to explain this point more clearly:
“We assume the internal stress to be homogeneously distributed over the depth h and write the momentum equation in
terms of the internal stress rather than the vertically integrated stress tensor more commonly used in the sea ice
modelling community. This approach was also taken in the Elasto-Brittle model of Bouillon et al. (NeXtSIM, 2015), as it
allows a direct comparison between the local state of stress and the critical stress (here σt or σc) when estimating the
distance to the damage criterion.” 

p 23, l 6-9: why not perform a sensitivity analysis as you describe then? 
We did perform sensitivity analyses on the relative values of td and Δt in the Maxwell-EB model. The results of such
analyses however, depends on the applied forcing, domain geometry, etc, and hence is specific to each numerical
experiment. Presenting the details of these analyses is therefore beyond the scope of the present paper. The remark of
lines 6-9 was instead meant as a warning one should be careful and perhaps carry sensitivity analyses when using a model
time step that is larger than the prescribed time of propagation of damage ( td). To ensure numerical stability and allow for
highest resolution of the elastic interactions in the Maxwell-EB simulations presented in this paper, we set td = Δt. As this
also ensures the one to one correspondence between the progressive damage mechanism as described by the recursive
relation of line 20, page 15 and the continuous form of equation 20, this appears to be the most logical choice. Hence to
avoid giving the impression thatΔt could be set arbitrarily larger than td in the model (at the cost of a sensitivity analysis)
without any loss of physical rigor, we removed this sentence and slightly reformulated this paragraph. 

p 26, l 5: you previously described the inertial term as being negligible, so why is it here? some clarification is needed. 
We replace “inertial term” by the “time derivative” of the stress tensor. 

The first part of the Results section is not really results, but background. 
It is now included in the background section. 

p 29, l 23-24: this would be helpful to state also in the figure caption 
OK.

p 30, l 26-27: well, the localization scale is the element scale, so the choice of resolution dictates the localization of damage 
We totally agree with this remark, and this is what we mean by “there is no physical scale associated with the localization of
damage. Through elastic interactions, damage and deformation tend to localize at the finest scale (the mesh element)”. 

p 31, l 6-11: but you didn’t introduce disorder initially, so you cannot claim this here. 
Perhaps we do not fully understand this comment, but we indeed introduced disorder (in the damage threshold) through
the field of cohesion, set at the beginning of each simulation. We try rephrasing this line as “the initial disorder introduced
in the model”.

p 31, l 27: “...has already been investigated in depth...” is another example of the reliance on the reader to be familiar with
all of the literature you are citing. It would be more helpful to summarize the findings. What did these investigations find? 
Thank you for this comment. Here we meant that damage models based on a linear-elastic constitutive law and without
healing have been demonstrated to reproduce a highly heterogeneous deformation (the finding that is most relevant for
our purpose).  However, as these frameworks neither include a healing mechanism nor a slow relaxation of elastic stresses,
the post macro-failure behaviour of these models is physically inconsistent, and only the path to the first rupture was
analyzed. Here we seek to establish if the Maxwell-EB model, based on a viscoelastic constitutive law, has the same
capability of reproducing a highly heterogeneous deformation in a partially damaged material (over subsequent healing-
fracturing cycles). We hence reformulate these sentences to make this point clearer. 



 p 34, l 25: some word has been omitted here 
Yes, “increments”, thank your for catching this. 

Figure 5: it doesn’t look like the elements are getting smaller from the top row to the bottom row of panel (b), but isn’t
the resolution supposed to be getting finer moving down in the figure? Also, the damage rate axis in panel (a) is missing a
numerical scale other than the zero. 
Yes, resolution is increasing from top to bottom on this figure. However, you might get the impression that the resolution
is the same between the experiments, especially at the beginning of the simulation (panels 1 and 2,) because the initial field
of cohesion is the same in all simulations. That is, we use the field of C prescribed in the N = 10 simulation (lowest
resolution, top row). This field is interpolated onto the finer resolution grids (see lines 16 to 19, p. 29) in the other three
simulations. Perhaps this point was not made clear enough, hence we slightly reformulate the description of these
experiments, at the beginning of section 5.1.
As for the right y-axis on panel (a), thank your for catching this. 

Figure 6 is presented in the discussion of heterogeneity, the dependence on the spatial scale of observation. It’s still not
clear to me how this is represented in the figure, which only shows one realization of the experiment at one resolution. 
Indeed, this figure shows one realization of the experiment. However, repeating the same scaling analysis for other
realizations of the experiment gave very similar results. In this sense, averaging over several realizations did not give more
insight. 
This is what we meant by “Repeating the procedure for subsequent healing and damaging cycles and for multiple
realizations of the experiment initialized with different cohesion fields showed a similar evolution of the rate of decrease of

⟨ ˙εtot ⟩l with l between macro-ruptures events, with values of β in the vicinity of the rupture consistent with previous EB
model analyses (e.g., β = 0.15 ± 0.02 ; Girard et al., 2010a).” 
The figure below shows for instance the result of averaging ⟨ ˙εtot ⟩l computed as a function of the spatial scale, at five
equidistant stages (as indicated on figure 7a, formerly figure 6a) between the minimum in macroscopic stress that follows
the propagation of a fault (red) and the maximum that precedes the next macro-rupture (purple), over the second cycle of
stress build-up and macro-rupture for 5 different realizations of the uniaxial compression experiment with a resolution of N
= 100. The total deformation rate still shows a clear power law decrease with increasing spatial scale, with β largest for the
post-macro-rupture (red) and pre-macro-rupture (purple) stages. The averaging could alternatively be done over multiple
stress build-up/macro-rupture cycles of a single experiment. However, we believe that giving an appropriate description of
the method for partitioning of the results in different stress build-up/macro-rupture cycles and averaging ⟨ ˙εtot ⟩l  over
these multiple cycles so that to present an “average” figure such as the one below instead of figure 7 would make the
reading of this part of the Results section more dense than insightful. 

Moreover, we do not believe that varying the resolution would be relevant here. Increasing the resolution could indeed be
interesting, in the sense that it would allow performing the scaling analysis over a larger range of space scales. Obviously it
would also be computationally more expensive. Here, the analysis and the power law obtained already spans almost 2
orders of magnitude in l.
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