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ABSTRACT

In this study we analysed how an improved repregemt of snowpack processes and soil
properties in the multi-layer snow and soil schemiethe ISBA land surface model impacts the
simulation of soil temperature profiles over NoEhrasian regions. For this purpose, we refine
ISBA’'s snow layering algorithm and propose a paramzation of snow albedo and snow
compaction/densification adapted from the detalledcus snowpack model. We also include a
dependency on soil organic carbon content for ISB#ydraulic and thermal soil properties. First,
changes in the snowpack parameterization are dedluagainst snow depth, snow water
equivalent, surface albedo, and soil temperatueelétcm depth observed at the Col de Porte field
site in the French Alps. Next, the new model verdircluding all of the changes is used over
Northern-Eurasia to evaluate the model's abilitgitaulate the snow depth, the soil temperature
profile and the permafrost characteristics. Theltexonfirm that an adequate simulation of snow
layering and snow compaction/densification sigaifitty impacts the snowpack characteristics and
the soil temperature profile during winter, whileetimpact of the more accurate snow albedo
computation is dominant during the spring. In sumrttee accounting for the effect of soil organic
carbon on hydraulic and thermal soil propertiesromaps the simulation of the soil temperature
profile. Finally, the results confirm that this tggocess strongly influences the simulation of the

permafrost active layer thickness and its spatsfiution.
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1. Introduction

Snowpack properties are known to be of primary irfgyee for understanding the water
and energy budgets of the land surface, espedialljpmountainous and boreal regions. From
autumn to spring, solid precipitation is stored hiit the snowpack thereby modifying the
terrestrial albedo and roughness length, and inmgadhe radiative and energy fluxes at the
soil/atmosphere interface. During spring, the frestter released by snowmelt contributes to soil
infiltration, intense streamflow and large seasdltald events, and it directly modulates the land
surface evapotranspiration [Poutou et al. 2004; ala Yang 2006; Decharme and Douville
2007]. Snowpack also acts as an insulating laydreasurface which prevents significant heat loss
in the winter. Over North-Eurasian regions, asuised by Paquin and Sushama [2015], this last
process controls the temperature of the permafiist.defined as a soil that remains below 0°C
for two or more consecutive years, and it has aifsignt influence on the summer permafrost
active layer thickness, defined as the maximum ahmibaw depth. In summary, snowpack
properties drastically influence soil/atmospheteriactions during a large part of the year through
their impacts on many land surface processes.

Beside the importance of snowpack properties fatewstanding the water and energy
budgets of the land surface in northern regions,pitnysical properties of soil organic carbon (or
peat soil) also play a significant role. North-Esiea soils are very rich in organic carbon because
the low soil temperatures in this region inhibitcdmposition of dead plant material that
accumulates over time, thereby forming peat depoSibil organic carbon exhibits very different
hydraulic and thermal properties than mineral ¢Bibelter 1969; Letts et al. 2000]. It is
characterized by a very high porosity, a weak hylirasuction, and a sharp vertical hydraulic
conductivity profile from high values at the sudato very low values at the subsurface. This
generally induces a relatively wet soil with a $hal water table [Letts et al. 2000]. Its low
thermal conductivity and its relatively high heafpacity act as an insulator for soil temperature

that prevents the soil from significant warming idgrthe summer [Bonan and Shugart 1989;
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Lawrence and Slater 2008]. Over permafrost regitves hydraulic and thermal properties of soil
organic carbon partly control the soil depth reachy the 0°C isotherm which, in turn, defines the
thickness of the active layer during summer [Pagmd Sushama 2015]. Through its influence on
soil temperature and wetness, it impacts the centat part of the carbon cycle and the land
surface CQand CH emissions to the atmosphere [Walter et al. 2006p¥ et al. 2006].

In atmospheric, climate, and hydrological modétg tlynamics of the snowpack and the
evolution of water and heat profiles within thelsarie simulated using so-called Land Surface
Models (LSM). These LSMs, like the simple buckebesoe of Manabe [1969], were initially
developed over four decades ago in order to simulaalistic land surface water and energy
budgets in atmospheric general circulation moddsy, LSMs are used in many applications
such as hydrological and meteorological forecagtebal hydrological and biogeochemical
studies, and climate evolution prediction. Many LShkse multi-layer soil schemes in which the
vertical transport of moisture and heat into thd & explicitly solved for using diffusion
equations [e.g. Decharme et al. 2011]. Becausdatiaé soil depth is discretized using multiple
layers, these schemes allow the representatioimeofédrtical root distribution [Zeng et al., 1998;
Feddes et al., 2001; Braud et al., 2005], as welha surface/groundwater capillary exchanges
[e.g. Vergnes et al. 2014]. Finally, their couplwgh a multi-layer snowpack scheme permits a
representation of the interaction between cold jghygrocesses, such as the effect of snow on
soil temperature, hydrology, and freezing [Slaterale 2001; Luo et al. 2003; Gouttevin et al.
2012].

Three major classes of snowpack schemes existiMsLSingle-layer schemes, multi-layer
schemes of intermediate complexity, and detaileswwpack models. The first class was used
preferentially in the past within forecast and @i models. The snowpack was represented with
only one layer that evolves seasonally, which iaratterized as having a high albedo, a low
thermal conductivity, and a low thermal capacityaiidbe 1969; Verseghy 1991; Douville et al.

1995]. More recently, these simple single-layeresasbs have been replaced by intermediate
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complexity models inspired by the pioneering wofkAmderson [1979]. These schemes use a
multi-layer approach with the minimum number of desy needed to simulate all of the
macroscopic physical properties of the snowapck sscalbedo, compaction, density, and water
refreezing [Lynch-Stieglitz 1994; Loth and Graf 89Boone and Etchevers 2001; Brown et al.
2006; Oleson et al. 2010; Dutra et al. 2010; Sheedt al. 2010; Best et al. 2011; Kuipers
Munneke et al. 2011]. Finally, more complex snovipanmdels have been developed primarily in
support of avalanche forecasting, and more genefall all applications (including process
studies) requiring a detailed representation of vbdical profile of the physical properties of
snow. In addition to simulating macroscopic snovigaleysical properties, they explicitly account
for the time evolution of the snow microstructurezen by snow metamorphism, and the multiple
feedback loops involving internal snow processabtha energy and mass balance at the air/snow
and snow/ground interface [Brun et al. 1989, 19B#fdan 1991; Bartelt and Lehning 2002]. In
addition, these models can serve as a referentcbdatevelopment and evaluation of intermediate
complexity snowpack schemes.

The Interaction-Soil-Biosphere-Atmosphere (ISBA) M.Sdeveloped at Météo-France
currently uses a multi-layer approach for the sraskpgBoone and Etchevers 2001] and the soill
[Boone et al., 2000; Decharme et al. 2011]. ISBAhis land surface model embedded in the
SURFEX (SURFace EXternalized) modeling platform figlan et al. 2013], which is used in all of
the atmospheric meso-scale, regional-scale andlgtmale models of Météo-France, as well as in
regional hydrological forecasting systems, globalrblogical models and model chains in support
of avalanche hazard warning [e.g. Lafaysse eR@lL3; Vernay et al., in press]. The ISBA multi-
layer version was evaluated over many local oromgli field datasets [Boone et al., 2000;
Decharme et al. 2011, 2013; Canal et al. 2014eRaret al. 2014; Vergnes et al. 2014; Joetzjer et
al. 2015], increasing our confidence in the modeb&pability to simulate realistic land surface
processes under a variety of climate conditionswéiler, over cold regions, winter top soil

temperatures tend to be underestimated [Wang 2046] while during summer they are generally
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too warm. The first biases are attributable to tBBA multi-layer snowpack scheme of
intermediate complexity developed by Boone et200D] and based on Anderson [1979]. Indeed,
when the ISBA multi-layer soil scheme is coupledhwhe detailed Crocus snowpack model, the
winter soil temperature simulated at 20cm depthebehatches observations over the Northern
Eurasian regions [Brun et al. 2013]. Secondly, IS8#y accounts for mineral soil properties
while many studies pointed out that the specifiaperties of soil organic carbon are required to
simulate realistic soil thermal regime over coldioas [Nicolsky et al. 2007; Beringer et al. 2001;
Lawrence and Slater 2008; Lawrence et al. 2008kBaret al. 2011].

The present study focuses on the impact of impgpte representation of snowpack and
soil properties in the ISBA LSM to reproduce sndwamcteristics and soil temperature profiles
over cold regions. We replaced the original Booné Btchevers [2001] representation of snow
layering, albedo and snow compaction by adaptingesparameterizations used in the Crocus
snowpack model [e.g. Vionnet et al. 2012]. In additwe added a parameterization of the organic
carbon effect on hydraulic and thermal soil prapsrtbased on the pedotransfer function of
Boelter [1969] and inspired by works of Letts et[2D00] and Lawrence and Slater [2008]. The
changes in the snowpack parameterizations areefredtiated at the Col de Porte field site located
in the French Alps [Morin et al. 2012]. This dataseludes many observations at a daily time
step such as snow depth, snow water equivalerfaceualbedo and soil temperature at 10 cm
from 1993 to 2011. In addition the meteorologichkervations required to drive the model are
given at a 3-hourly time step over the same peiibé. new parameterizations were evaluated next
over the North-Eurasian region using the same @xjetal design as Brun et al. [2013] using in-
situ evaluation datasets of snow depth and soil pezaiure profile measurements and
meteorological driving data from a global reanalydio quantify the model's ability to simulate
the permafrost characteristics, two additional skt were used that estimate the location of
permafrost boundaries and the active layer thickoeer the Yakutia region. A brief review of the

ISBA multi-layer model is given in section 2, alf the snowpack and soil parameterization
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improvements and updates are presented in sectise@ions 4 and 5 describe the model
evaluation over the Col de Porte field site andNloeth-Eurasian region, respectively. Finally, a

discussion and the main conclusions are givenaticse6.

2. Review of the ISBA land surface model

2.1. Solil processes

The ISBA multi-layer model solves the one-dimenaloRourier law and the mixed-form
of the Richards equation explicitly to calculate tfhme evolution of the soil energy and water
budgets [Boone et al., 2000; Decharme et al. 20ihlgach layet, the closed-form equations
between the soil liquid water contemt,(m®.m™), and the soil hydrodynamic parameters, such as
the soil matric potentialy (m), and the hydraulic conductivitlg,(m.s?), are determined according

to the Brooks and Corey [1966] model adapted by [@sath [1974] as follows:

2b(i)+3

=0 2] ana )= ] 40 o

sat

where, b represents the dimensionless shape parametereo$difrwater retention curveysa
(m®.m*) the soil porosity, andsa (M) andksy (M.SY) the soil matric potential and hydraulic
conductivity at saturation, respectively. In thigdy, the heat and soil moisture transfers withia t
soil are computed using 14 layers up to a 12 mhdépte depth of the 14 layers (0.01m, 0.04m,
0.1m, 0.2m, 0.4m, 0.6m, 0.8m, 1.0m, 1.5m, 2.0mn3B.0m, 8.0m, 12.0m) have been chosen to
minimize numerical errors in solving the finiteféifenced diffusive equations, especially in the
uppermost meter of the soil [Decharme et al. 208Hturated hydraulic conductivity, matric
potential at saturation, and porosity of the miheodl are related to the soil texture [Noilhan and
Lacarrere 1995]. The total heat capacity of theemahsoil in each layer is computed as the sum of
the soil matrix, water and ice heat capacities hieig by the volumetric water and ice content

[Peters-Lidard et al. 1998]. The thermal conduttiaf the mineral soil is computed via a more
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complex combination of water, ice and soil condutiis as proposed by Peters-Lidard et al.
[1998].

The soil ice content tendency (partial time demxgtis solved explicitly in each layer of
the soil and accounts for ice sublimation and \etgw®t insulation effect at the surface [e.g. Boone
et al., 2000]. The liquid water content that carefre is limited by a maximum valu@gmay (M>.m’

%), computed as a function of temperature basecherGibbs free-energy method [Fuchs et al.

1978]:

: -1/b(i)
W max(i) = Weg (i) x min 1-0,[ o Tg(')_T*j )

9Weli) T,0)

wherews,: (m®.m*) is the soil porosity in each layerTy (K) the soil temperatureg (m.s?) the
terrestrial gravity constanty; (273.16 K) is the triple-point temperature for @ratandL; (3.337
x10° J.kg™) the latent heat of fusion. The total water contereach soil layer is conserved during
phase changes. When the soil freezes, the liquittrweontent will decrease owing to a
corresponding increase in soil ice content. Findlg maximum temperaturéax (K), used for

phase changes can be determined via the same f@Bbsnergy method :

Toli)=
max Lf _gw(|)

3)

where the soil matric potential is defined using Equation 1. Thus, this schemeuded
dependencies of water phase changes to soil texamd to the degree of soil humidity. The
coarser the soil texture, the larger the quantityater that will freeze at a given temperature. As
the soil becomes dry, the temperature that alloeszing drops. More details can be found in the
supplementary material of Masson et al. [2013] p(htbww.geosci-model-
dev.net/6/929/2013/gmd-6-929-2013-supplement.pdf)

2.2. Snowpack internal processes

The original ISBA explicit multi-layer snow schendeveloped by Boone and Etchevers

[2001] is a snowpack scheme of intermediate conifylerade in order to take into account for
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some processes such as snow mass and heat veetigstiibution, snow compaction, water
percolation and refreezing, and explicit heat catida at the snow/soil interface. Many of theses
processes, such as snow compaction or absorptiosolaf energy, are based on works of
Anderson [1976] and Loth et al. [1993]. The thdrrmanductivity of snow (Appendix A) is
computed via the snow density [Yen 1981]. An addiii term depends on the snow temperature
to account for vapor transfer through the snowgd&ein et al. 1999]. The time evolution of the
snow mass is linked to snowmelt, water freezingpevation, and liquid flow. The liquid water
content into the snowpack is simulated as a suitcesd bucket-type reservoirs. A maximum
liquid water holding capacityWmay iS computed in each layer. It varies from 3% @84lof the
snow mass according to a decrease in snow derftty/nderson [1976]. A liquid water flux is
generated when the liquid water content exceeds ttireshold. More details can be found in
Boone and Etchevers [2001] and only internal plajsicocesses of the snowpack discussed in
this study are described below.

2.2.1. Snow layering

In the original ISBA explicit snow scheme, thregdes are used for snow layering because
it is considered to be the minimum number requicetesolve adequately the snow thermal profile
within the snowpack [Lynch-Stieglitz 1994; Loth a@daf, 1998; Boone and Etchevers 2001]. The

algorithm that computes the snow grid thicknegsesf each layeri, is described as follows:

Az(1) = 5025h,,+(1- 5)005
Az(2)= 505h,, + (1~ 8)xmin[ 05005+ 034(h,, - Az(1))] with
Az(3)=5025h,, +(1- 5)(h,, - Az(1) - AZ(2))

=1 O(h,<02)

=0 O(h,>02) )

wherehgs, (M) is the total snow depth. As long as the snemvains below 0.2m, the fraction of the
total depth that defines the thickness of eachrlegmains with a fine resolution at the top and the
base of the snowpack. When the snow depth exce2ds the thickness of the first layer remains
equal to 0.05m, in order to adequately solve thendi cycle of the surface energy balance. In
addition, for large snow depth values, the secayerl thickness cannot exceed 0.5m because
density and heat vertical gradients are generakylargest near the top of the snowpack. The

9
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vertical grid is updated at the beginning of eadadmetstep before the computation of the other
snowpacknternal processes.

2.2.2. Snow compaction

The evolution of snow densitys, (kg.m*) in each layeri, is the sum of snow compaction
due to change in snow viscosity(Pa s), and settling due to freshly fallen sné\s>), following

Anderson [1976] and Loth et al. [1993]:

a2l Gct) win o)=63 ali)oui) ®

whereos (Pa) is the snow vertical stress. The snow visga@sid settling of new snow are solved

using two empirical exponential functions of snognsiity and temperaturés, (K), :

17(1) = Voexelu (T, ~T.o(0)) +v20.,(0))

&)= sexd-s, T )5 xma0. o, )~ ) ©
wherevo = 3.7 10 Pa sy, = 0.081 K}, v, = 0.018 m.kg?, so = 2.8 10° s, 5,= 0.04 K, 5,= 0.046
m2kg?, and pq = 150 kg.n? are empirical parameters calibrated by Anders®v§l The
minimum density of snow is constrained to be 50ky.ifhe snowfall densitypsnew (kg.m3), is

expressed as a function of wind spe¥d,(m.s%), and air temperaturél, (K), following an
experimental study of Pahaut [1976] :
Porew=2, +b, (T, =T, )+ V"2 7)
where the coefficients, = 109kg.n, b, = 6 kg.m*.K™, andc, = 26 kg.8%m ™2

2.2.3. Transmission of solar radiation and Snowedlit

The absorption of incident shortwave solar radigtRsy (W.m?), within the snowpack is
solved over a single spectral band. It uses an rexqi@l decrease of incoming radiation with
snow depth [Anderson 1976; Loth et al. 1993]. $® het shortwave radiatio@s, (W.m?)

absorbed by the snow leveljs given by:

Qi) = (1-a, )R, ex -;[ﬂsn(J)AZ(J)]j ®

1C



218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

whereas, is the dimensionless snow albedo, ggd{m™) the extinction coefficient of snow which
is given by :

Banli)=C, 021}/ Ao ©)

As shown by Bohren and Barkstrom [1974], this eotion of snow is directly related to its
density, the optical diametds,: (m), and a constam@®, = 3.8 10°m>2kg™. The optical diameter is

empirically linked to the snow density followingsample polynomial regression established by
Anderson [1976]:

1) = Min{d 0 0, + 9, % 2,(1)') (10)
wherednax (M) is the maximum value equal to 2.796%40) and the coefficientg; = 1.6 10°m,
andg, = 1.1 10°m™ kg* were calibrated by Anderson [1976]. The time etiotuof snow albedo

is modelled in a simple way using time constantsrdDouville et al. [1995]. A linear decrease
rate is used for dry snow and an exponential deeresaused for wet snow while the snow albedo
increases linearly with snowfall intensity [BoonadaEtchevers 2001]. The snow albedo is

constrained to be between its minimum valyg, = 0.5, and its maximuna,a,= 0.85.

3. Changes in explicit snow and soil schemes

3.1. Changes in snowpack internal processes

3.1.1. Snow layering

Detailed snowpack models use more than a dozersléysimulate well the snow thermal
profile and the snowpack stratigraphy [Armstrongl d&run 2008; Vionnet et al 2012]. This
configuration allows a good computation of the dalrcycle through the use of fine top layers,
while bottom layers are also sufficiently thin tasaere a good computation of the heat conduction
at the snow/soil interface. However, these modeisewarely used in global atmospheric, climate,
and/or hydrological models due to their high comapiohal costs partly due to the use of a large
number of layers. For this reason, the multi-lagresw scheme in ISBA was developed using only

three layers representing a good compromise beta@easonable simulation of the snow thermal
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profile [Boone and Etchevers 2001] and a low conmgutime. Today, such computational
limitations are less of a constraint and a larganber of layers can be used in this scheme. The
number of snow layers in ISBA was increased to itB two fine layers at the top and the bottom

of the snowpack using the following simple algamth

Az(i)= mln[ &j Oi<5 or 029

AZ(6)= 03d, - min[00.3d, - AZ5)]
AZ7) = 04d, +min[ 00.3d, - AZ(5)|+min[ 00.3d, - AZ9)] (11)
AZ(8) = 03d, —min[ 00.3d, - AZ9)]

d =hsn—i2jl:Az(i)—2Az(i)

where the constants are definedd@s+ 0.01m,d, = 0.05m,d03 = 0.15m,d4 = 0.5m,d5 = 1m, dg =

1m, 610 = 0.5m,011 = 0.1m, andd;> = 0.02m. For a snow depth below 0.1m, each lagsrthe

same thickness of 0.00833m. When the snow dephase 0.2m, the thicknesses of the first and
the last layers reach their constant values ofrd.@hd 0.02m respectively to reasonably resolve
the diurnal cycle and the snow/soil heat exchangesvever, to keep as much as possible the
information of an historical snowfall event, thadgthicknesses are updated only if the two first
layers or the last layer become too small or tagdaThis condition can be summed-up as

follows:

Az(|)<2m|n( ;]SZHJ or Az(i)>gmin(5i,%j 0i ={1,212} (12)

For example, for a total snow depth of 1m, if theekness of the top layer becomes lower than
0.005m or greater than 0.015m at the beginning toha step, the layer thicknesses of the entire
snowpack are recalculated with Equation 11 and shew mass and heat are redistributed
accordingly. A similar algorithm was also develogedthe 6 and 9 layer cases, but these results
are not reported here. In terms of snowpack lagetime main difference with the Crocus scheme

is the fact that the total number of layers is tams while in Crocus only the maximum number of
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layers is specified (typically 20 or 50) and thed®lodynamically uses a number of layers which
varies in time within this pre-defined constraidtdnnet et al 2012].

3.1.2. Snow compaction

In the new version of the snow scheme, the evaiutiosnow density in each layer is due
to snow compaction resulting from changes in sn@eosity [Brun et al 1989] and wind-induced
densification of near surface snow layers [Brualef997]. This wind-driven compaction process
is assumed to occur when wind velocity exceedgeshiold value that depends on snow surface
characteristics. This process is especially imporfar simulating the evolution of the snow
density over polar regions. Brun et al. [1997] pedhout that this process is also critical for
reproducing the snow thermal conductivity and thews temperature profile over these regions.

Therefore, the time tendency of snow density irhdager is computed as follows:

L (13)

ot (i) 7,(i)
where pumax (kg.m>) is the maximum density equal to 350 kg.nbelow which the snow
densification occurs during wind-driven compactieg,(s) the compaction rate of this process
(Appendix B), andr (Pa) the vertical stress in each layer. This stieg€omputed as the weight of
the overlaying layers. At the top of the snow pawilf the mass of the uppermost layer is used.

The vertical stress in each layer is then given by:

o(1)= gaz(1)o,,(1)
Ll (14)
:ggllAz(j)psn(j)] Oi>1

The snow viscosity is a function of snow densignperature, and liquid water contevy,

(kg.m?), and it is given as follows:

n(i)= fvljo(l) p;;O exr(a77 ><m|n(AT,],Tf -, i ))+ b,],osn(i))

fW(i)=1+10xmin(1_0' W i) ] (15)

W i)
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whereno (Pa s)is a reference viscosity equal to 7622370 Pa $kg.m°) is a reference density
equal to 250kg.M, Winax (kg.m?) represents the maximum liquid water holding citpa@.g.
section 2.2) and the constards =0.1K", b, = 0.023 m.kg", and AT, = 5K. The viscosity
dependence on snow temperature is limited accotdigghleef et al. [2014] who pointed out that
the impact of snow temperature on snow densifinatiecomes negligible at low temperatures.
The last dimensionless functidia, describes the decrease of viscosity in presehliguid water.
Finally, the snowfall density is computed as presgiy (Equation 7).

3.1.3. Transmission of solar radiation and Snowedlit

The absorption of incident shortwave solar radmtiRsw (W.m), within the pack is now
solved over three spectral bands according to Btual. [1992]. The first band ([0.3-0.8jm)
represents the ultra-violet and visible range, atfile two others ([0.8-1.5im and [1.5-2.8lum)
represent two near-infrared ranges. The total hettwave radiationQs, absorbed by the snow

leveli, is the sum of the absorption in each spectrallb&nand is given by:

0.0)= R - et - Elo 1l a9

wherew is the empirical weight of each spectral bandsaktpu0.71, 0.21, and 0.08 for [0.3-0.8],
[0.8-1.5] and [1.5-2.8um, respectively. As previously, the extinction dméént of snow,pfsn,
depends on density and optical diameter of snow.shioev albedogsn, is a function of the snow
optical diameter and of the age of the first layethe snowpack. The age dependency is limited to
the first band (visible range) and aims to repreties decrease of the snow albedo by impurities
from deposition in a very simple way. Indeed, trareount of light-absorbing impurities can
significantly reduce snow albedo in the visiblegarbut have no effect on the near-infrared range
[Warren 1984]. In each band, both the albedo aace#tinction coefficient of snow are computed

according to Brun et al. [1992] as follows:
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a,(1)= ma){O.G,min( 092096 - 158,/d,,,(1 ) min(l,mw{% ,Ff’_a]] x O.ZKL(J')}
ref

(Li)= ma><{40,000192,0 (i)/{/doe 5]
(2)= ><{0309 154‘/d0pt(15]
(2)i)= ma><{100001098p5 (i)/y/doni )]
(

(3)=088+346 2d-3231W/d" with d'=min[0.0023d,,,(i)

(Bi)=+

whereAq, is the age of the first snow layer expressed ysd&.s a reference age set to 60 days

D

Q

sn

(17)

&

Q

D

that modulates the snow albedo decrease due taitepuP, (Pa) is the near surface atmospheric
pressure, andPs (Pa) a reference pressure equal to 870hPa. Theabpiemeter of snow is
simply given by Equation (10) but is now also deparicbn snow age:

(1) = Min|d e 8y + 9, % 0 ()" + g5 xmin(15 A, () (18)

whereg; is the rate of increase of the optical diametesrafw with snow age. It is set to 0.5"10
m.day’ through calibration. The motivation to add this wnage dependency on snow optical
diameter is discussed in section 6.

The snow age for each layer is the time, in days;esithe snow has fallen. When a
snowfall event occurs, the fresh snow charactessticluding its age (O at time of snowfall) are
averaged out with the snow already present initeelayer according to their respective masses.
Finally, when the layer thicknesses of the entirevgpack are recalculated with Equation 11 and
12, the snow age is redistributed accordingly. Cajty, the age of snow in the first shallower
layers remains between 0 and a dozen days duringgmand increases during spring, while the
last deeper layers age continuously.

3.2. Effects of soil organic carbon on soil hydrawdnd thermal properties

North-Eurasian soils are rich in organic carbontesw in Figure 1. This figure represents
the soil organic carbon content of two soil horig@d-30cm and 30-70cm) aggregated at a 0.5° by
0.5° horizontal resolution and estimated from tharrhbnized World Soil Database (HWSD;

http://webarchive.iiasa.ac.at/Research/LUC/ExteWWalHd-soil-database/HTML/) at a 1 km
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resolution from the Food and Agricultural Organiaat[FAO 2012]. The parameterization of the
impact of soil organic carbon on hydraulic and mha&r properties in ISBA is based on
pedotransfer functions of Boelter [1969], and o&wWork by Letts et al. [2000] and Lawrence and
Slater [2008]. The pedotransfer functions of Bodit®&69] link the soil water retention at different
pressure levels to the fiber content of a peat keis et al. [2000] describe the vertical proble
hydraulic properties such as soil matric poterdiadl hydraulic conductivity at saturation for a
typical organic soil. The hydraulic properties charsfparply from the near surface where peat is
weakly decomposed (fibric soil) to the sub-surfagth moderately and well decomposed peat
(hemic and sapric soils respectively). Lawrence 8lader [2008] proposed a linear combination
of such soil organic properties with the standandemal soil properties.

In ISBA, before averaging soil organic with minepabperties, a typical peat soil profile is
computed for the model soil grid using a power fiorcfor each hydraulic propertyyea; found

in Table 1. For each solil laygrthis function is described as:

In(asapric/afibric )
ln(dsapric/d fibric )

apeat(i) = afibricz(i )ﬁ with ﬂ = (19)

wherez (m) is the depth of the considered soil grid nadgic and asapric the fibric and sapric
parameter values (Table i (M) the depth arbitrarily set to 0.01m where thefife starts to
depart from fibric values, amdl,,ic (M) the depth of 1m where the soil properties methe sapric
values according to Letts et al. [2000].

To determine the organic fraction of soil, the dignprofile of the soil carbon must be
known for the entire soil grid. Using the HWSD dsae, the soil carbon densities in the first

0.3m,piop (kg.1mi°), and the remaining 0.7m belop,, (kg.ni°), are known:

So Ssu
Iotop = Adp and psub: Ad :
sub

(20)

top
whereSqp and Sy (kg.m?) are the topsoil and subsoil organic carbon castegspectivelyAdiop
and Adgyp (M) the thicknesses of each observed soil hori@8 and 0.7m respectively). We

extrapolate the density present below 1m from ttiserved near-surface profile (Equation 20).
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The extrapolation assumes that the carbon profiteedses sharply with soil depth according to a
power function. The shape of this function is gilmnthe observed profile if the topsoil organic
carbon density is superior to the subsoil den$itjrerwise, the density of soil carbon below a 1m

depth,pdeep(kg.m'3), is taken equal to the subsoil density:

B
+5 Ad
pdeep = (1_ 5)psub +0 Stop sub !{ v deep J _ 1]

Ad,..,—Ad, , —Ad, o TAd,
deep top b top b (21)

5= {O Dptop s psub d _ _ln[stop/(stop + Ssub)] -
= '8 =
1 |]ptop > psub InI_Adtop/(Ad + Adsub)J

top

whereAdgeep(m) is an infinite soil thickness taken arbitradqual to 1000m.

Finally, the soil carbon density profilgsoc (kg.m®), over the entire soil grid is computed
using these three soil horizons and a simple lingarpolation at each grid node that conserves
the total soil carbon mass (Figure 2). The fractbthe soil that is organids,, in each layer is

determined assuming this simple relationship:

full)= Pucl) (22)

1= W (1))00nm
where pom (kg.m) is the pure organic matter density equal to 1890 [Farouki 1986] and
Wsat,peat the porosity of the peat soil profile computedngsEquation 19 and Table 1. As in
Lawrence and Slater [2008], this fraction is use@dmbine the standard mineral soil properties
with soil organic properties using weighted arithim@r geometric averages, depending on the
parameter (Table 1). An example of this methodhews in Figure 2 for soil porosity, soil

saturated hydraulic conductivity and soil heat citga

4. Local scale evaluation of snow processes at the G Porte site (France)

4.1. Experimental data set
The Col de Porte field site (45°17’'N, 05°45’E) isdbed at an elevation of 1325m in the
French Alps near Grenoble [Morin et al. 2012]. dnsists in a 50m by 50m square covered by

grass, mowed approximately once a month in summeernting on its growth rate. Soil textures
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(30% clay, 60% sand) are characteristic of a satay4oam soil that is very poor in organic
carbon. For this reason, this site is only usedetaluate the effect of changes in snow
parameterizations while changes in soil physics bannot tested. The atmospheric forcing
variables (air temperature, rain and snow rateshanidity, atmospheric pressure, wind speed,
long-wave and short-wave incident radiation) arailable at a one hour time step from Augu$t 1
1993 to July 31, 2011. It consists of a combinatafnin-situ measurements, roughly from
September to June each year, and the regionallysen8 AFRAN from June to September each
year (see Morin et al. [2012] for detalls).

The Col de Porte dataset includes many observatibsdaily time step for evaluating
land surface models. In this study, the observesvattepth, surface albedo and soil temperature at
10 cm are used to evaluate model simulations dwerentire period. The snow water equivalent
(SWE) is also used for this model evaluation butydealues are only available from 2001 to
2011. Snow depth is measured using ultra-sounchdggaiges with an accuracy of 1cm. Surface
albedo is computed as the total daily reflectearstix divided by the total daily incoming solar
flux. We estimate the uncertainty in surface albedbe about 10% based on the 10% uncertainty
in observed radiative fluxes reported by Morin kf2812]. Soil temperature is measured using
automatic probes with an accuracy of 0.1K. SWE iasueed using a cosmic ray sensor placed on
the ground and exhibits an uncertainty of 10%.Tlskid scores are used to compare model
results to the observations. The mean annual biagsunes the capability of the model to
represents the observed mean. To evaluate the rabili¢y to represent the observed day to day
variability, two statistical quantities are usete tsquare correlation®(y and the centered root
mean square error (c-rmse). It is computed by aatirg the simulated and observed annual
means from their respective time series before chimgp a standard root mean square error.

4.2. Model configuration
Four simulations were done to evaluate the effédhe different changes in the snow

parameterization detailed in section 3:
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» CTL uses Boone and Etchevers [2001] formulation fomsteyering (3 layers), snow
compaction, and snow albedo as described in se2tid

* SNLis similar to CTL in terms of snow compaction asfledo but uses the new snow
layering with 12 snow layers described in sectidn13

« CPTuses 12 snow layers asS$INLbut the compaction and the wind-induced densiboat
of near surface snow layers are computed usinguiations of Brun et al [1989 and 1997],
both described in section 3.1.2.

» NEWuses all the package of snow equations describseddtion 3.1: 12 snow layers, the
new snow compaction/densification, but also thecspkrepresentation of the snow albedo
(section 3.1.3).

For all of the simulations, the snow is assumeddwer the entire grid-cell (the snow
fraction set to 1) as long as the snow remainsepted he effective roughness length of snow is
set to its usual value of 0.001m. The grid-cellgswamed to be entirely covered by grass with a
root depth of 1m, the leaf area index varies frafinif@ winter to 1 in summer, and the snow-free
surface albedo is prescribed as 0.2. The model leédsusoil temperature, moisture and ice
content in each of the 14 soil layers correspontting soil depth of 12m. The model was run with
a 15-minute time step from Augusf’, 11993 to July 31, 2011. The model was spun-up by
performing fifty iterations of the first two yeaf®ugust, 1993 to July, 1995). This spin-up
represents a total of one hundred years, and thssdetermined to guarantee that the water and
heat profiles were equilibrated over the 12m sejptl of ISBA. Results are then evaluated over
the entire period.

4.3. Results

Figure 3 and 4 show an overview of the four siriokes performed at the Col de Porte in
terms of snow depth, SWE, surface albedo and sopéeature at 10cm. A quick look at the time
series indicates that all of the model versionscimdhe observations relatively well. However,

annual statistics show a clear hierarchy betweenfdbr experiments. The snow depth statistics
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shows that the new snow compaction/densificatiogordhm has a positive impact on the
snowpack simulation. Indeed, both 68T andNEW experiments exhibit the lowest bias and c-
rmse for twelve of the eighteen years. However,dbmparison to SWE data does not allow a
discrimination between the four simulations, eviethé c-rmse of th&lEWexperiment is the best
for seven of the ten years. The surface albedo treNEW simulation is clearly better than the
albedo from the other experiments: bias and c-raneehe best for all years (Figure 4). The soil
temperature bias and c-rmse are also reduced QyENéexperiment (for ten of seventeen years)
compared to the other simulations. Thus, accourfonglifferent spectral bands within the snow
albedo calculation has a significant positive impgatthe energy balance of the snow-soil system.
The average seasonal cycle of snow depth, SWE, sudlhedo and soil temperature at
10cm represented in Figure 5 highlights the quealitiand weaknesses of the different
parameterizations by focusing on the snow seasotof@r to May). The corresponding statistics
for the winter (DJF), spring (MAM) and the entirerpd are given in Table 2. The comparison of
SNLto CTL indicates that the increase in number of snowrtafrem 3 to12 improves the snow
depth, SWE and winter soil temperature simulatioharf@e in snow compaction (froBNL to
CPT) improves the seasonal cycle of snow depth and $WEespecially the maximum value.
The seasonal and total biases in Table 2 verifyrdsalt and show the same behavior for winter
soil temperature, although it is difficult to sasually from Figure 5. For these three variablbs, t
simulated time variability is also improved fro@ITL to SNL to CPT as shown by the other
seasonal and total scores (c-rmse dnihrTable 2. Finally, the new spectral albedo sohéfrom
CPTto NEW has a drastic impact on the snowpack simulatiogpring. As shown by Figure 5
and Table 2, the new spectral albedos clearly imptbe simulation of other variables during this
period. They induce a sharp springtime snowmelt wittrong decrease in snow depth and SWE.
The snow insulation during spring is thus less ingodrand allows the soil surface to warm up

faster. As a result, the model is capable of repecod) the strong soil warming observed in April
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(Figure 5). Not surprisingly, the soil temperatstall scores for spring and the whole period are
drastically improved although there is a slight@egtion in winter.

Figure 6 shows daily mean time series of the snanwsidy and temperature profiles
averaged over the snow season for each experiMétiit.only 3 snow layers@TL), the density
distribution is more uniform than using the newwrlayering scheme with 12 layerSNL. The
significant densification of the bottom layersSiLis the main process responsible for the snow
depth and SWE improvements observed in Figure 5 Balole 2. In addition, the better
representation of the vertical density profile,tthesults in less dense and thus more insulating
surface snow layers from November to February,ddacda better insulation of the bottom snow
layer from the atmosphere and thus to higher teatpess of the bottom snow and top solil layers.
This explains the skill scores improvement foundvinter soil temperature in Table 2. The new
snow compaction schem€RT) tends to increase the density contrast betweertap and the
bottom snow layers. The snowpack is also denserwhianSNL leading to the strong decrease in
snow depth observed in Figure 5 and to the bekiéirscores in snow depth over each period
(Table 2).

CPTalso results in a small warming at the bottormmhef$nowpack which slightly heats the
soil temperature compared &NL Finally, the spectral albedo schemEW) has a limited effect
on the snow density profile but results in a sligltblder snowpack than i@PT and everSNL
(not shown) due to the large daily winter albedesnsin Figure 5. This is the main reason for the

lower winter soil temperatures wihEWthanCPT andSNL(Table 2).

5. Simulations over North-Eurasia

5.1. Numerical experiment design and observatidiaghset

The experimental design used here is close to ttugtoped by Brun et al. [2013]. The
region considered (35°N to 85°N, 25°E to 180°E) cevEastern-Europe, Russia and Siberia
(Figure 7). The ISBA land surface model is run &0.%° by 0.5° spatial resolution using the

Interim Re-Analysis (ERA-I; http://www.ecmwf.int/e@ebkearch/climate-reanalysis/era-interim)

21



478

479

480

481

482

483

484

485

486

487

488

489

490

491

492

493

494

495

496

497

498

499

500

501

502

[Dee et al. 2011]. ERA-I meteorological variables axtracted with a 3-hourly frequency in order
to represent the diurnal cycle. This reanalysis ovee time period from 1979 to the present.
Many details about ERA-I can be found in Dee eR@llfl] and an evaluation of its performance is
provided in Berrisford et al. [2011]. For precipiten, the monthly ERA-I precipitation are
rescaled to match the observed Global Precipita@matology Center (GPCC) Full Data
Product V5 (http://gpcc.dwd.de) as proposed by Revle and Douville [2006a]. This method
conserves the 3-hourly chronology of the ERA-I priation but ensures a reasonable monthly
amount [Szczypta et al. 2012]. Brun et al. [2018hped out the significantly better performance
of this ERA-I scaled GPCC forcing product in simurdgt North-Eurasian snowpack variables
compared to the ERA-I precipitation or other “staté¢he art” global scale atmospheric forcings.
To evaluate snow and soil temperature simulatioesgral in-situ dataset are used. As in
Brun et al. [2013], the Historical Soviet Daily Smo Depth (HSDSD;
http://nsidc.org/data/docs/noaa/g01092_hsdsd/ihg@k). compiled by Amstrong [2001] was used
in the current study. It consists in daily snow tllepmeasurements taken at synoptic stations
following the World Meteorological Organization (WD) standards. WMO requires the
measurements to be taken in bare ground open areésarings with regular grass cutting. These
snow depth data are therefore representative af apeas of bare ground or those covered with
very short grass. This dataset starts in 1881 avitbw stations and ends in 1995. Considering that
ERA-I starts in 1979, the model simulations are divam 1979 according to Brun et al. [2013].
263 HSDSD stations are available over this peridti approximately half of them without any
missing data. We chose to use only the stationgentinee difference between the local and the
ERA-I elevation is less than 100m to avoid tempeeahiases for instance that would be directly
due to the low resolution of ERA-I. We also onlypkéhe stations where the number of days with
a non zero snow depth measurement over the emtiredas superior to 100 days, and that have at

least 8 days with snow measurement per year. Withfiiter, the number of available stations
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decreases to 158, which remains acceptable. Masbrs$ are located in Russia and Western-
Siberia with only a few in Eastern-Siberia (Figuje 7

The second source of observations is the Russiatoridesl Soil Temperature (RHST)
dataset compiled by Zhang et al. [2001] over Siberia
(http://data.eol.ucar.edu/codiac/dss/id=106.ARCS%07Data coverage extends from the 1800s
through 1990, but is not continuous. We comparednoadel results over the 1979-1990 period.
Similar to snow depth, soil temperature statiorssambject to WMO standards and are located in
open area sites. We used the same criteria anéov depth. Only stations with local elevations
close to the ERA-I altitude (less than 100m diffeenare used. In addition, only stations with at
least 36 months of observations (at least 3 yaarsfal2) are kept. Most soil temperature sites are
collocated with snow depth sites (Figure 7). Meamants were taken at 20cm, 80cm, 160cm and
320cm depth. For each depth, 95, 48, 48, and 8®@rsta respectively, were available for model
evaluation. The spatial distribution of these staiess shown in Figure 7 for 20cm and 160cm
depths.

To quantify the capability of the model to simulabe permafrost characteristics, three
datasets are used. The first dataset is the Circaim-Map of Permafrost and Ground Ice
Conditions (http://nsidc.org/data/ggd318) editedBogwn et al. [2002]. This dataset is available at
a 0.5° by 0.5° resolution and shows the continualiscontinuous, isolated and sporadic
permafrost boundaries. The second dataset givessatoein-situ observations on active layer
thickness collected by the Circumpolar Active LayeMonitoring (CALM,;
http://www.gwu.edu/~calm/) since the 1990s to 2(QBBown et al. 2000]. Over the studied
domain, 233 monitoring sites are available. To campath simulations performed at a 0.5° by
0.5° resolution, 89 virtual stations have been oatiegh from the 233 original sites by averaging all
stations in each 0.5° by 0.5° grid-cells. The laghdet is an estimate of the active layer thickness
over North-West-Siberia before the 1990s. This datais based on the map of landscapes and

permafrost conditions in Yakutia (http://doi.pasgale/10.1594/PANGAEA.808240). It gives
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access to the mean and standard deviation of tis¢ pnobable active layer thickness in each grid
box at 0.5° by 0.5° resolution. All details canfbend in Beer et al. [2013].
5.2. Model configuration

Three experiments using the ISBA land surface mtateked by the ERA-I scaled GPCC
atmospheric dataset are performed using the sanfegemtion. In addition to th€TL (old snow
scheme) anlEW (new snow scheme) experiments already describeddtion 4, we performed
one simulation using the parameterization of theaot of the soil organic carbon on the
hydrologic and thermal soil properties. This lagpemment, calledNEW-SOCuses the new snow
and soil-property schemes described in sectioraBdl3.2, respectively. As previously, the model
determines the temperature, liquid water and icgestd evolution in each of the 14 soil layers
corresponding to a total soil depth of 12m. The rhasleun with a 15-minute time step from
January 1, 1979 to Decembre 31, 2013. The model's spin-ug tsenty iterations of the first
five years (1979 to 1983) of the atmospheric fagcrepresenting a total of one hundred years.

In ISBA, we use a series of twelve sub-grid indejeem patches per grid cell in order to
account for land cover heterogeneity. Land coveraipaters such as Leaf Area Index (LAI),
vegetation height, vegetation/soil albedos, andimgodepth are prescribed for each sub-grid
patch. The dominant patches present in the modeltbeeNorthern-Eurasian region are bare soill,
grassland/tundra, deciduous forest, coniferous dbdi@est, and C3 crops in the South. The
fraction of each surface type within each grid lmxsed to compute the grid box average of the
water and energy budgets. Some other processdsasistrface runoff, dripping from the canopy
reservoir, and soil infiltration account for subegparameterizations. More details can be found in
Decharme and Douville [2006b] and Decharme e2&l18].

For all of the simulations, the grid-cell fracticovered by snow evolves according to the
simulated snow depth and is different for bare and vegetated areas (Appendix C) in each land
cover patch. As was the case for the Col de Pomperanent, the effective roughness length of

snow retains its usual value of 0.001m. The landasarparameters used by ISBA are specified
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according to the 1-km resolution ECOCLIMAP-II datab@Baroux et al., 2013]. LAI, vegetation
height, and vegetation/soil albedos are prescribethe twelve vegetation sub-grid patches based
on a mean annual cycle at a 10-day time step. dbiéng depth is specified for each vegetation
type according to Canadell et al. [1996]. It ranffesn 0.5m to 1.5m for tundra and temperate
grassland, and from 2m to 3m for forest. The soitukal properties are given by the HWSD
database at 1 km resolution whilethe topographficrimation is specified according to the 30-
arcsecond resolution GTOPO30 data set.

5.3. Results

Figure 7 presents a quantitative comparison betwkenobserved and simulated snow
depth and soil temperature over Northern-EurasiaaBe in-situ observations were collected in
bare ground open areas and/or clearings with reguéss cutting following the WMO standards
as mentioned previously, they are compared to sdepths and soil temperature profiles
simulated by the ISBA bare soil sub-grid patch alofhis patch exhibits conditions which are
closest to those at the corresponding field sassis generally the case for ISBA in this kind of
comparison [Decharme et al. 2013]. The simulatiggnegented here is tiMEW-SOCexperiment
that seems to capture well the snow depth andtswiperature spatial distributions. For snow
depth, the latitudinal gradient is well respect&te lower soil temperature along a southwest-
northeast transect is also well simulated.

The seasonal cycles of daily snow depths and mostilytemperatures (Figure 8) clearly
show the biases of th€TL simulation and the improvements due to the newwsaad soil
representations. The seasonal cycles and the t&illl stores are computed using the
measurements and simulations for all stations tiverentire observed periods. ISBA globally
underestimates the snow depth from December thrBaghuary with no clear difference between
CTL andNEW (or NEW-SOGQ. However, the springtime snow melting is drasycanproved by
the new snow scheme inducing a better simulatedoseadity. This fact is confirmed by some

other quantitative comparisons. The average numbéays per year with observed snow on the
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581 ground for all in-situ stations is 150.7 day3TL simulates 158.7 days against 151.5 days for
582 NEW On average, the last day of the snow seasoryiswaber 281.6 when starting on July first.
583 CTL goes beyond this date by more than 9 days whilblEd/Nit is only 2 days (day number 283).
584 Theses results are consistent with the model evaluat the Col de Porte field site (section 4). As
585 could be expected also, the new physical soil ptaggeNEW-SOQG play a minimal role in the
586 snow depth simulation. The seasonal cycle of thietsoiperature profile confirms that the new
587 snow scheme induces a warmer soil in winter conthay€TL, and it strongly reduces the cold
588 bias of CTL. The effect of soil organic carbon is especiallyasisable during spring and summer.
589 NEW exhibits a warm bias for each soil horizon whl&W-SOC with more insulating soils,
590 reduces this weakness.

591 These improvement in snow depth and soil temperatneeconfirmed by the spatial
592 distributions of their seasonal skill scores (bi@sd c-rmse). Figure 9 shows the spatial
593 distributions of snow depth seasonal skill scof@as(and c-rmse) during winter and spring. No
594 clear differences among these simulations appeavinter while the bias and c-rmse of many
595 stations are improved in spring by the new snovesth The springtime snow depth is simulated
596 in an acceptable manner BYJEW, while CTL exhibits a significant overestimation. This fact is
597 confirmed by total scores given in each of the fane winter, regardless of the experiments,
598 ISBA underestimates snow depth measurements at statigns, especially in the Northern and
599 Western parts of the domain (Figure 9).

600 The spatial distribution of soil temperature seakskid scores simulated at 20 cm and 160
601 cm depth during winter is given in Figure 10. Religss of the region, the generalized cold bias
602 found over all stations witlCTL is drastically reduced with the new snow scheme #re
603 interannual variability (c-rmse) is largely imprakdn summer (Figure 11), as was already shown
604 in Figure 8, NEW-SOGs in better agreement with observations compaoedBW regardless of
605 the soil horizon (lower c-rmse) even if a slightdcbias appears at the subsurface as shown by the

606 negative total bias found at 320cm depth. NEW experiment overestimates the temperature
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profile measurements at many stations near thasrbut less-so at a 320 cm depth. So, it seems
that the subsurface cooling in thEEW-SOCexperiment is too intensive. But in fact at 320 cm
depth, the simulated soil temperature in the wagpart of the domain remains quasi unchanged
betweenNEW-SOCand NEW The best total scores found on Figures 8 and itout soil
organic carbon by thEWexperiment are in fact due to error compensateiwéen the cold and
warm biases simulated in the western and eastetiofohe domain, respectively.

The effect of soil organic carbon content on sorhperature profile is also especially
observable in terms of the simulated permafrostragtaristics. The observed and simulated
locations of permafrost boundaries are comparédguare 12. Regardless of the experiment, ISBA
generally simulates acceptable boundaries eveheifpermafrost limit extends slightly too far
south in the western part of the domain. This figai® shows the spatial distribution of active
layer thicknesses simulated by tINEW and the NEW-SOCexperiments. The active layer
thickness in the model is computed as the maximepthdreached each year by the 0°C isotherm
in the soil approximated via a linear interpolatimeiween the last positive temperature node going
down from the surface and the first negative terjpee node. As expected from the lower
summer soil temperatures wWitkEW-SOC(Figure 9 and 11), the active layer is shallower.
However, this comparison with the limits of diffatgpermafrost types does not allow to determine
which simulation leads to the most accurate ad@yer thicknesses. The comparison with the
CALM data given in Figure 12 seems to show tN&W-SOCsimulates a more accurate spatial
distribution of the active layer thickness. Thisuless confirmed by Figure 13 that shows the
estimated and simulated active layer thicknesseste Yakutia region. Estimations from Beer et
al. [2013] present a strong latitudinal gradienthwan increase in active layer thickness from the
north to the south. Both experiments exhibit suotfiles. However, the active layer thickness
simulated byNEW-SOCis in better agreement with these estimations thase byNEW. The

latitudinal zonal average confirms this result.

6. Discussion and Conclusion

27



633

634

635

636

637

638

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

In this study, the impact of improved representatd snowpack and soil properties in the
ISBA LSM to simulate snow characteristics and $erhperature profiles over cold regions was
analysed. ISBA’s representations of snow layeriagpedo, and compaction were updated by
incorporating some parameterizations of the detall#ocus snowpack model. In addition, a
simple parameterization of the soil organic carbkéiect on hydraulic and thermal soil properties
was introduced based on previous work [Boelter 19&9ts et al. 2000; Lawrence and Slater
2008]. The model is evaluated first over the CoPdete field site in the French Alps [Morin et al.
2012] in order to isolate the changes in the snaWwparameterization, and second over the North-
Eurasian region to analyze the model's ability tousate snow depth, soil temperature profile and
permafrost characteristics.

Changes in the snowpack parameterizations indudeeable improvements in the
simulated snow depth, SWE, surface albedo and emipérature at the Col de Porte (field) site.
The new snow layering algorithm with 12 layers pésmairefinement of the vertical distribution of
density and temperature in the snowpack leadirgligbt improvements in simulated snow depth,
SWE, and soil temperature during winter. The derdificn of the snowpack with the new
compaction scheme, which increases the densityasinbetween the top and the bottom snow
layers, has a significant positive impact on snaptd and winter soil temperature. Finally, the
new spectral albedo scheme clearly improves thelation of the springtime surface albedo that
allows a better simulation of the snowpack charettes and soil temperature during melting at
the end of the snow season.

It must be noted that the large improvement in sativedo in spring is mainly due to the
use of snow age in the diagnostics of the opticamdter of snow (Equation 18). Without this
parameterization, the surface albedo is strongbrestimated in winter and, to a lesser extent in
spring at the Col de Porte field site, with a largs and c-rmse for all variables compared to the
new version of ISBA (not shown). The optical diaeraif snow strongly controls the near-infrared

albedo, while impurities mostly affect the albedathe visible spectrum [Wiscombe and Warren
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659 1981]. This increase of snow optical diameter wiithetis necessary to represent well the decrease
660 in spectrally integrated albedo with age. Howevke, increase of snow optical diameter is not
661 only a function of snow density as parameterizeddbglerson [1976] in Equation (10), but it is
662 also due to snow metamorphism, which is macrosetipidriven by snow temperature and snow
663 thermal gradients. Several complex parameterizatgxist to explicitly represent the evolution of
664 snow optical diameter according to these procegsgs Carmagnola et al. 2014]. Nevertheless,
665 for the sake of simplicity, we just use a snow dgpendency in the diagnostic of snow optical
666 diameter with a limitation at fifteen days (Equatid8). This simple diagnostic allows the model
667 to reasonably match the explicit computation of tpdical diameter of snow simulated in the
668 Crocus model (not shown). The good results of tH&@AISnodel at the Col de Porte field site
669 reinforce this choice.

670 The positive impacts of the new ISBA snow schemecardirmed when tested over the
671 North-Eurasian region with an important humber ofmgield in-situ snow depth and soil
672 temperature stations. Winter snow depths are $fidigtter simulated with the new version and
673 the winter soil temperature cold bias obtained whinold version of ISBA is clearly reduced. This
674 fact confirms that the physics used in snow schemmeas primary importance for adequately
675 simulating the snow insulating effect that prevesas from getting too cold in winter [Slater et al
676 2001; Luo et al. 2003; Gouttevin et al. 2012; Pagamd Sushama 2015]. Another important
677 impact of changes in the ISBA snow scheme overNbgh-Eurasian region is seen in spring
678 when the snowmelt is well reproduced. As shown tkerCol de Porte (field) site, this is mainly
679 due to the new parameterization of spectral snieda.

680 Nevertheless, regardless of the model version usiedylated winter snow depths are
681 generally underestimated compared to in situ olagemns. The cause of this underestimation is
682 not trivial. The first source of uncertainty can hb#ributable to the GPCC precipitation
683 measurements that do not account for wind unddrdatding to a possible underestimation of

684 solid precipitation during winter [Adam and Letteriera2003, Brun et al., 2013]. Besides
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uncertainties related to the atmospheric forcihg,gnow depth underestimation can be due to the
non-explicit representation of snow metamorphisndekd, in similar experimental conditions
over the Northern Eurasian region, the winter snapthl simulated by the detailed Crocus
snowpack model did not exhibit the same problermuifBet al. 2013] and the main remaining
difference between Crocus and ISBA is now restlietienost entirely to the explicit simulation of
snow metamorphism. In Crocus, the viscosity of lay@mposed of facetted crystals and depth
hoar snow types is increased [Vionnet et al.,, 201#ich leads to reducing the overall
compaction rate of snowpack undergoing temperatarglitions conducive to such snow types,
and this is consistent with the situation descrialedve.

Taking into account soil organic carbon in soil pbgk properties logically plays a
minimal role in the simulated snowpack behaviouswidver, this process has drastic impacts on
the summer soil temperature profile because iwallthe soil to remain cool during spring and
summer as shown in previous studies [Bonan and &@8hu®89; Lawrence and Slater 2008;
Dankers et al. 2011]. Consequently, the spatiatidigion of the permafrost active layer thickness
simulated by the new version of ISBA is in bettgreement with estimations from Beer et al.
[2013] over the Yakutia region. This result is irregment with Paquin and Sushama [2015] who
showed that the hydraulic and thermal propertiesodforganic carbon partly control the thickness
of the active layer during summer. However, spaitservations of permafrost characteristics on
the global scale are still very scarce, and if labde, they are static and don’t allow the study of
long term trends and inter-annual variability.

This model validation should ideally be extendedralkecold regions (e.g. North America,
Greenland, etc...) but considering that North-Eurasiaepresentative of such regions, some
important conclusions are confirmed by this study:

* An adequate simulation of snow layering and snomgaction/densification is important

in order to represent well winter snowpack chargsties and the soil temperature profile.
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* Snow albedo strongly controls the simulation ofgphangtime snow characteristics and the
melting timing.
 To account for soil organic carbon in terms of tlod physical properties drastically
impacts the simulation of summer soil tempertudifg and hence the permafrost active layer
tichkness and its spatial distribution.
Finally, these conclusions underscore the fact tt@trepresentation of snowpack characteristics
and soil thermal processes are of primary impoddoc studying permafrost vulnerability under
climate change conditions, especially if the castiial carbon cycle is considered due to the
strong interaction between soil thermal processeb soil organic carbon decomposition with

release of greenhouse gases.
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APPENDIX A
Snow thermal conductivity
The snow thermal conductivity is computed as action of snow density
following Yen [1981]. It also accounts for vaporarsfer in the snow using a simple
parameterization from Sun et al. [1999]. This predesspecially important at low snow densities

and at high altitude. So the snow thermal conditgti%s, (W.m*.K™), in each layer is given by:

N ,OL(I) 188 &x ) k2
Asn(l)_/‘ice( pwj +Pa ma){o’kl Tsn(i)_ksj (Al)

wherelice (W.m*.K™) is the thermal conductivity of ice equal to 2.2m.K™, py (kg.m?) the
water densityP, (Pa) the air pressur®, (Pa) a reference pressure equal to 1000hPa, &nd th

coefficientsk; = -0.06023 W.rit.K?, k, = 2.5425 W.rit andks = 289.99 K.

APPENDIX B

Wind-induced densification of near surface snovetay Following Brun et al. [1997], the
compaction rateg,, of wind-induced densification of near surfacewgrayers is computed using
several steps. First, a mobility index%,on that describes the potential for snow erosioneiach
snow layer is computed as a function of snow dgnsit

r )= amo{l.o - ma{o, Mﬂ (B1)

Prob
wherepsamin = 50kg.m® is the minimum density of snowmos a reference density of 295kgm
and the dimensionless constamio,, = 1.25. Secondly, a wind-driven compactionindé,
combining the mobility index and the near surfaireaspheric wind speed:
Fu(i)=1-aexp-beaNV, )+ i) (B2)
wherex, = 1.25 is a dimensionless coefficient for gusgdisis from average wind speed, and the
constantsa, = 2.868 andb; = 0.085 s.nt. A positive value off}, indicates that wind-driven

compaction can occur. Compaction rate from theaseris then propagated to the layers beneath,
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following an exponential decrease, until it meetsnaw layer having a negative wind-driven

compactionindex. For each layer, this compactioa isscomputed as follows:

=275 it 1,0)=mador, (en -a (el ()| @)

wherer, (S) is a time constant of one day, and the cotstar 10 ando, = 3.25.

APPENDIX C
Grid-cell snow fraction
At regional and/or global scale the snow fractips, for each patch of the ISBA land
surface model is computed as the sum between tigegoaund snow covered fractiops,, and
the fraction of vegetation covered by sng@, weighted by the vegetation fraction of the pasche

covered by vegetatiofieg The snow fraction is thus computed as follows:

psng = mln(l hsn/ hsng)

C1
psnv = hsn/(hsn + Wsnv20veg) ( )

psn = (1_ fveg) psng + fveg psnv with

wherehs, (M) is the total snow depthg,y (M) a ground snow depth threshold sets to 0.(%w,

(m) the vegetation roughness length, amg, a coefficient set to 24 is specified for each
vegetation patch. It is equal to 0.0 for bare <bB5 for grassland/tundra as well as for temperate
and boreal forest, and varies exponentially acogrdo the leaf area index (LAI) for crop types.
Zoveg Varies for each vegetation type and is computed ftypical vegetation heightye, as
follows:

Zge, = Max 0001013xh,, ) (C2)

For woody vegetatio)eyis assumed constant over time. It ranges from f0nropical forests
and 20m for coniferous boreal forests to 15m, 10rBno for temperate forests and 2m for bushes.

For herbaceous planth,, = LAI /6, with LAl the leaf area index given by the ECOCILAW

database. It ranges approximately from 0.01lm tenG@ grassland/tundra. Finally, the height of

crop types is related to an exponential functiorLAf and has a height of 1m before maturity
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775 defined as a LAI of 3.5 im™?. More details on these physiographic parametansbeafound in

776 Masson et al. [2003].
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TABLE CAPTIONS

Table 1 —The peat soil hydraulic and thermal parametereslused in ISBA for fibric and sapric

soil. Wy (M.m™) is the prorosityw. (m®.m™) the water content at field capacity specified as

matric potential at -0.1 bar for peat sail,ix (m®.m?>) the water content at wilting point (matric

potential of -15 bar)b the dimensionless shape parameter of the soilrwatention curveysat

(m) the soil matric potentiakss (M.S?) the soil hydraulic conductivity at saturatian(J.m>.K™)

the soil heat capacity of organic matter(W.m*.K™) the thermal conductivity of soil matrix, and

Adry (W.m1.K™?) the dry soil thermal conductivity. For pedotrarsiuinctions of Boelter [1969], the

fiber content in fibric soil is assumed to be eqoal6.8 % against 21.8 % in sapric soil in oraer t

reach soil porosity values close to Letts et aQ0[@. The method for averaging mineral soil
properties with peat soil values using the fractodrsoil that is organic is also given for each
parameter.

Apeat Fibric soil Sapricsoil  Sources M ig\?rera;g;eat

Waat 0.930 0.845 Letts et al. [2000] and Boelter [1969] Arithmetic

Wc 0.369 0.719 PTF from Boelter [1969] Arithmetic
Wit 0.073 0.222 PTF from Boelter [1969] Arithmetic

b 2.7 12 Letts et al. [2000] Arithmetic
Wsat -0.0103 -0.0101 Letts et al. [2000] Arithmetic
Ksat 2.810* 1.0 10’ Letts et al. [2000] Geometric

c 2.510° 2.510° Farouki [1986] Arithmetic

As 0.25 0.25 Farouki [1986] Geometric
Adry 0.05 0.05 Farouki [1986] Geometric
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1023 Table 2 —Daily skill scores simulated by each experimentat de Porte for snow depth, SWE,
1024 albedo and soil temperature at 10cm over the numbpoint measurement, The bias, centred
1025 root mean square errors (c-rmse) and square ctixnrelélz) described in section 4.1 are shown.
1026 The best scores are given in bold.
. o Experiments
Period Criterion CTL SNL CPT NEW
DJE bias 0.126 0.108 0.074 0.089
— (n=1624) c-rmse 0.159 0.157 0.126 0.130
£ r? 0.863 0.870 0.907 0.900
e
‘g. MAM bias 0.165 0.127 0.077 0.027
o] (N=1656) c-rmse 0.223 0.192 0.169 0.155
= - 2 0.845 0.878 0.884 0.900
c
n Al bias 0.102 0.082 0.053 0.041
(n=4737) c-rmse 0.176 0.157 0.130 0.126
r2 0.889 0.908 0.923 0.927
DJE bias 12.329 6.196 4.934 8.887
(n=835) c-rmse 38.331 35.004 34.476 36.079
e r? 0.901 0.913 0.915 0.911
'_@' MAM bias 25.022 19.064 16.352 0.334
— (n=887) c-rmse 61.138 57.204 55.699 49.583
“;J r? 0.861 0.872 0.876 0.900
@ Al bias 13.851 9.169 7.648 2.981
(n=2310) c-rmse 45.641 42.267 41.134 38.100
- r2 0.902 0.910 0.913 0.924
DJE bias 0.047 0.047 0.047 0.045
(n=1456) c-rmse 0.076 0.076 0.076 0.074
r2 0.528 0.535 0.533 0.506
= VA bias 0.077 0.077 0.076 0.023
3 (n=1516) c-rmse 0.119 0.117 0.115 0.080
j_g - r2 0.768 0.785 0.792 0.889
Al bias 0.048 0.046 0.045 0.026
(n=4101) c-rmse 0.101 0.098 0.098 0.082
r? 0.858 0.869 0.871 0.905
DJE bias -1.082 -1.009 -0.962 -1.032
o (n=1323) c-rmse 0.892 0.837 0.797 0.811
§ r? 0.234 0.234 0.272 0.279
T —~ .
o X MAM bias -0.646 -0.624 -0.606 -0.199
g' = (n=838) c-rmse 2.109 1.995 1.967 1.701
o § - r2 0.827 0.848 0.852 0.896
3 Al bias -1.121 -1.079 -1.049 -0.936
(n=2237) c-rmse 1.650 1.591 1.569 1.519
- r2 0.871 0.880 0.883 0.894
1027
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FIGURE CAPTIONS
Figure 1 — Spatial distribution of the observed soil orgacécbon content over two soil horizon
(0-30cm and 30-70cm) at 0.5° by 0.5° resolutions@tations come from the Harmonized World
Soil Database at 1 km resolution of the Food andcéijural Organization.
Figure 2 — Parameterization of the effect of soil organic carl{SOC) on soil hydraulic and
thermal properties. The soil organic carbon dengityfile, pso; iS given by Equation 21 using a
top soil organic carbon content of 10 kif,na sub soil content of 15 kginand via a simple
linear interpolation at each soil grid nodes tlatserves the total soil carbon mass. The fraction o
the soil that is organidse, in each layer is determined assuming a simpéiogiship between this
last soil organic carbon density profile and aralded peat soil density profile (Equation 22).
Examples for the soil porositwsa;, the soil saturated hydraulic conductiviky,, and the soil heat
capacity,c, are given. Dotted lines represent vertical homeges mineral soil properties, dashed
lines the idealized peat soil properties, and pliaies the resulting combined soil properties using
averaging method sums-up in Table 1.
Figure 3 — Overview of the four experiments performed at th@ @e Porte field site. Daily
simulated and observed data for snow depth (tod)SAWE (bottom) are provided for 18 and 10
years respectively. In-situ observations are irclglahe CTL simulation in blueSNL in green,
CPTin orange, antNEWIin red. The corresponding statistics are giveteims of annual bias and
c-rmse for each year by measurements periods.
Figure 4 —As Figure 3 but for surface albedo (top) and sitperature at 10 cm depth (bottom).
Figure 5 —Daily mean annual cycles of snow depth, SWE, sarédbedo, and soil temperature at
10 cm depth simulated (colours) and observed (blatkthe Col de Porte field site. The
corresponding skill scores are given in Table 2erQadl panels, the grey shadow corresponds to
the uncertainty in in-situ measurements as discugsesection 4.1. The observed snow depth

exhibits an accuracy aflcm, the soil temperature is measured with a poecisf 1K, while

uncertainties in SWE and surface albedo is ®&8f0.
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Figure 6 —Daily mean annual cycles of snow density (Kg)rand snowpack internal temperature
(°C) simulated by the four experiments over 18 gedrthe Col de Porte field site.

Figure 7 —Quantitative comparison between observed (plaities) and simulated (plain fields)
daily snow depth and monthly soil temperature atn2@nd 160cm depths over the Northern-
Eurasia. Results from the bare soil sub-grid patohe of theNEW-SOGCsimulation are presented
because in-situ measurements have been collectgueim areas following the WMO standards as
mentioned in section 5.1.

Figure 8 —Mean annual cycles of observed and simulated daitpw depth and monthly soll
temperature profiles. The mean cycles are compuwyeaveraging all simulated or observed mean
annual cycles at each station. However, total skiires (bias and c-rmse) found in each panel are
computed merging together all simulated or obsetwee series of all stations over the entire
observed periods.

Figure 9 —Daily snow depth skill scores (bias and c-rmse)usited by theCTL and theNEW
experiments during winter (DJF) and spring (MAM)eoithe Northern-Eurasia and expressed in
meters. Total scores given between parenthesemanguted by merging together all simulated or
observed daily time series of all stations for esehson.

Figure 10 —Monthly soil temperature skill scores at 20cm a®@cn depths simulated by the
CTL and theNEW experiments during winter and expressed in degfetsius. Total scores (bias
and c-rmse) are given for each panel.

Figure 11 —Monthly soil temperature profile bias simulatedthg NEW (left) and theNEW-SOC
(right) experiments during summer and expressedegrees Celsius. Total skill scores (bias; c-
rmse) are given in the top-panel for each soilzuori

Figure 12 —Distribution of permafrost characteristics. The NSlestimated limits of continuous,
discontinuous, sporadic and isolated permafrogonsgare shown in the top panel. In each panel
the red lines correspond to the observed boundfatliyeoentire permafrost region. In the middle

and the bottom panels, the mean active layer tlesses simulated over the 1990-2013 period by
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the NEW and theNEW-SOCexperiments are shown and compared to observafrons the
CALM network (circles). Total skill scores are givior each experiment.

Figure 13 —Estimated and simulated active layer thicknesses the Yakutia region. Estimations
before the 1990s are given by Beer et al. [2013]enhe NEW and theNEW-SOCexperiments
are averaged over the 1979-1990 period. The estdratd simulated latitudinal zonal averages
are shown over the last panel where Beer et aldp6stimations are in blacklEWin blue and
NEW-SOQn red. Dashed lines correspond to uncertaintiegctive layer thicknesses estimations

computed using standard deviations provided wighdditaset.
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1092 Figure 2 — Parameterization of the effect of soil organic carl{SOC) on soil hydraulic and
1093 thermal properties. The soil organic carbon dengitfile, psoc IS given by Equation 21 using a
1094 top soil organic carbon content of 10 kéf.ma sub soil content of 15 kginand via a simple
1095 linear interpolation at each soil grid nodes tlatserves the total soil carbon mass. The fraction o
1096 the soil that is organids,, in each layer is determined assuming a simpéiogiship between this
1097 last soil organic carbon density profile and aralded peat soil density profile (Equation 22).
1098 Examples for the soil porosityisa, the soil saturated hydraulic conductivikys;, and the soil heat
1099 capacity,c, are given. Dotted lines represent vertical homeges mineral soil properties, dashed
1100 lines the idealized peat soil properties, and pliaies the resulting combined soil properties using
1101 averaging method sums-up in Table 1.
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Figure 3 — Overview of the four experiments performed at th@ @e Porte field site. Daily
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years respectively. In-situ observations are irclglahe CTL simulation in blueSNL in green,

CPTin orange, antNEWin red. The corresponding statistics are giveteims of annual bias and

c-rmse for each year by measurements periods.
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Figure 4 —As Figure 3 but for surface albedo (top) and stperature at 10 cm depth (bottom).
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Figure 5 —Daily mean annual cycles of snow depth, SWE, sertdbedo, and soil temperature at
10 cm depth simulated (colours) and observed (blatkthe Col de Porte field site. The
corresponding skill scores are given in Table 2erQadl panels, the grey shadow corresponds to
the uncertainty in in-situ measurements as discugsesection 4.1. The observed snow depth
exhibits an accuracy aflcm, the soil temperature is measured with a poecisf 1K, while

uncertainties in SWE and surface albedo is ®&8f%6.
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1118 Figure 6 —Daily mean annual cycles of snow density (kd)rand snowpack internal temperature
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1121 Figure 7 —Quantitative comparison between observed (plaities) and simulated (plain fields)
1122 daily snow depth and monthly soil temperature atn2@nd 160cm depths over the Northern-
1123 Eurasia. Results from the bare soil sub-grid patohe of theNEW-SOGsimulation are presented
1124 because in-situ measurements have been collectgoeim areas following the WMO standards as
1125 mentioned in section 5.1.
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Figure 8 —Mean annual cycles of observed and simulated daibw depth and monthly soil
temperature profiles. The mean cycles are compuwyealveraging all simulated or observed mean
annual cycles at each station. However, total skiires (bias and c-rmse) found in each panel are
computed merging together all simulated or obsemiee series of all stations over the entire

observed periods.
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Figure 9 —Daily snow depth skill scores (bias and c-rmse)usited by theCTL and theNEW
experiments during winter (DJF) and spring (MAM)eoithe Northern-Eurasia and expressed in
meters. Total scores given between parenthesemanguted by merging together all simulated or

observed daily time series of all stations for esehson.
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1138 Figure 10 —Monthly soil temperature skill scores at 20cm a®@cin depths simulated by the
1139 CTL and theNEW experiments during winter and expressed in degfedsius. Total scores (bias
1140 and c-rmse) are given for each panel.
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1142 Figure 11 —Monthly soil temperature profile bias simulatedthg NEW (left) and theNEW-SOC

1143 (right) experiments during summer and expressedegrees Celsius. Total skill scores (bias; c-

1144 rmse) are given in the top-panel for each soilzwori
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Figure 12 —Distribution of permafrost characteristics. The N6lestimated limits of continuous,
discontinuous, sporadic and isolated permafrogonsgare shown in the top panel. In each panel
the red lines correspond to the observed boundatiyeoentire permafrost region. In the middle
and the bottom panels, the mean active layer tlesses simulated over the 1990-2013 period by
the NEW and theNEW-SOCexperiments are shown and compared to observafrons the

CALM network (circles). Total skill scores are givéor each experiment.
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1154 Figure 13 —Estimated and simulated active layer thicknesses the Yakutia region. Estimations
1155 before the 1990s are given by Beer et al. [2013]enhe NEW and theNEW-SOCexperiments
1156 are averaged over the 1979-1990 period. The estdratd simulated latitudinal zonal averages
1157 are shown over the last panel where Beer et al.3p6stimations are in blacklEWin blue and
1158 NEW-SOGn red. Dashed lines correspond to uncertaintiegctive layer thicknesses estimations

1159 computed using standard deviations provided wighddtaset.
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