Dear Editor, Dear Reviewers,

attached please find the revised version of the manuscript. For revision, we thoroughly followed
the reviewer's comments as indicated in the attached point-by-point answers and as uploaded in
the TCD discussion section.

As an overview, the main changes to the manuscript comprise:

- The manuscript has been slightly restructured to better focus on relevant aspects; three
sections have been added to the appendix. They contain: Al) discussion of the fabric anisotropy,
A2) Details of the weighted averages of the Maxwell-Garnett equations as suggested by Reviewer
#1, A3) as in the original paper, A4: calibration of the snow scat instrument. (moved from the
data section)

- The theory section has been split into two sections: Sec2: calculation of the permittivity,
Sec3: Measuring the anisotropy via copolar phase differences.

- A section targeting the signal propagation and signal processing aspects to obtain the CPD
from the copolar coherence has been added to clarify that the propagation paths can be
calculated to a common point P (as questioned by reviewer #1).

- The SnowScat calibration has been moved from the measurement section to the appendix;

- The figures showing measurement data have been moved from the "Analysis" section to the
"Measurement" section, including an interpretation of the measurements.

- a 4th computer tomography dataset has been added.

- a discussion with respect to the crystal fabric anisotropy has been added to the "Analysis"

- a section showing the author contributions has been added.

A latexdiff document indicating the changes made is attached to this letter for convenience.

Best regards,
Silvan Leinss



Anonymous Referee #1

General Changes:
Author: A forth validation data set from computer tomography has been added which shows similar
results as the existing three datasets.

General comments:

R1l: Leinss et al. presented a method of microwave remote sensing to detect birefringence of
electromagnetic waves that propagate through thicknesses of snow. First, dielectric mixture
theory that relates between the geometrically anisotropic features of snow and the anisotropic
dielectric permittivity is given. Then, microwave propagation model for the obligque incident
angle and scattering at the bottom of the snow thickness was given. The authors performed radar
measurement of snow at a test site in Finland. The authors demonstrated the copolar phase
difference (CPD) had temporal variations in four winter seasons. With sets of data for snow
thickness and snow density that was manually measured, the authors converted the CPD to the
geometrical anisotropy of snow. The geometrical anisotropy of snow was verified by direct
measurements of the snow microstructure using X-ray absorption micro-tomography. The authors
demonstrated that settling of the snow particles that occur in several days after the deposition
could be observed. The authors suggested that detection of the CPD variations are indicator of
the fresh snow. In addition, the CPD observed from the satellite showed the same temporal
variation that was observed at the test site.

R1l: I evaluate that this is a nice paper that opens use of the birefringent features of snow for
microwave remote sensing. Handling of the dielectric mixture theory seems sound and fair to me.
Experimental settings, processing of the data and interpretation for the data were almost
properly presented, with which I could agree. Overall, the readers of this paper can learn a lot
about a remote sensing method that can provide progress in snow science related to metamorphism
and remote sensing of snow metamorphic properties.

R1: I have relatively minor criticisms/concerns at points as listed below as the specific
comments.

Comment: Frequent use of a term "recrystallization" does not seem proper to me to express
metamorphism where vapor sublimation and condensation play major roles.

Answer: The term "recrystallization" has been removed from the paper and was replaced by the
more appropriate term "metamorphism".

Comment: For explanation of the method in the abstract and conclusion, the authors tend to
mention little about the principle of radio wave birefringence, whereas it is a key of the
method. It should be explicitly mentioned.

Answer: The "principle of radio wave birefringence" is now mentioned in both, abstract and
conclusion.

Comment: In the experimental method, to derive the snow anisotropy from the CPD, we need to know
both thickness and density of snow independently. The authors tend to mention little on this
point when the authors wrote summary of their experiment, for example, in the abstract and in
the concluding remarks. Without providing such information, many readers may think that the snow
anisotropy can be precisely determined by the CPD measurement alone, without any additional
measurements. It seems more fair to me that prerequisite of the method is given.

Answer: The need for thickness and density/SWE has been added to the abstract, the conclusion
and also the introduction of the method-section (sect. 2).

Comment: Besides, there are some misleading citations for the history of the measurement of the
dielectric anisotropy of snow and firn, which should be fairly repaired.

Answer: We thank the reviewer for checking carefully the citations. We think, by answering your
comments below, this point should be adressed adequately.

Comment: Though it is not mandatory, I recommend that author contributions are given at the end

of this paper as a good habit of the collaborative paper.

Answer: This section has been added to the paper. A few people which also contributed to the
paper were added to the acknowledgements.



Abstract in general

Comment: It seems to me that there is a big step of the context between lines 2-8 and lines 9-
19. In the former, the authors' statement is that snow anisotropy can be remotely sensed. In the
latter, the authors' statement is about observation. There is no mention for the basic principle
in this abstract. A sentence should be given to fill the gap. My suggestion is something like
"Snow i1s dielectrically anisotropic medium that has an axis of symmetry in the vertical due to
anisotropic distribution of ice matrix and pore spaces. Such dielectric anisotropy can be
detected by microwave remote sensing using a principle of radio wave birefringence and oblique
wave propagation."

This kind of mention for the basic principle will better lead readers, I think.

Answer: Large parts of the abstract have been rewritten and your suggestions have been
thankfully taken into account.

Abstract, L.2.

Comment: It seems to me that the term "recrystallize" is not proper. As many snow scientists
have used, it seems better that the author choose a term "metamorphose". In crystal physics,
"recrystallize" means more about migration of molecules within solid ice, from a domain of
molecules (crystal lattice) to another. Such diffusion of molecules should exist in snow
metamorphism. However, sublimation and condensation play major role in initial changes of the
snow properties in particular 3D geometry. "recrystallize" is only one phase of various
phenomena. Considering this, I suggest that a more general term "metamorphose" is a better
choice.

Answer: Thanks for this nice explanation. We fully agree that the term "recrystallization"
should be teplaced by "metamorphism". This was done where neccesary.

Abstract, L.3.

Comment: A term "oriented ice crystals" has vague meaning. Readers who know that ice crystal has
c-axis and a-axis will wonder if this paper talks about either crystal axis orientation or
macroscopic shape of ice matrix, or both. I understand, in this paper crystal axis orientation
is not discussed. If it is so, some different expression seems better. It is mostly 3D geometry
of ice and pore spaces that give such anisotropic effects (an anisotropy in mechanical, thermal,
and dielectric properties). Not crystal-axis orientation.

Answer: The term "oriented" has been removed from the abstract and has been replaced by
"spatially anisotropic distribution of the ice matrix".

Abstract, L.4-8.

Comment: I felt that the contrast or comparison was a bit strange here. Anisotropy of snow have
been observed by many methods using snow samples. In this paper, the authors discuss microwave
remote sensing method that can detect changes in average anisotropy over thick ice.

A problem in the expression is that the authors wrote a context as if microwave remote sensing
were an alternative method to detect anisotropy in microscopic manner. It is a method to detect
dielectric properties of the target (snow in this case) in macroscopic manner. I agree that such
macroscopic properties in the media reflects microscopic properties in snow. However, the remote
sensing method itself cannot clarify what is going on in microscopic scales. I suggest the
authors to avoid to give an impression to readers that this paper gives an alternative method to
detect microscopic features.

Answer: We replaced "alternative method (...) to determine the anisotropy" by "method to
determine the depth-averaged anisotropy on macroscopic scales". This should clarify that
microwaves cannot be used to determine the microstructure but that only the macroscopic effect
due to the microstructure can be measured.

Main text:

L.23 in P.6062
Comment: I suggest that "metamorphism processes" is better than "recrystallization processes"
with a reason same as abstract L.2.



Answer: agreed and changed.

L.24 in P.6062
Comment: The authors used a term "electromagnetic". I suggest that a term "dielectric" is better
here. This word is more directly related to what the authors observed.

Answer: agreed and changed.

L.26 in P.6062 . L.2 in P.6063

Comment: The authors give introduction like this to show a contrast between sample measurement
and the microwave remote sensing. However, microwave remote sensing is a method to detect
macroscopic nature of the targets. It does not seem proper that the authors give an impression
to readers that sample measurements have a problem of actions of sampling. Both are necessary
scientific approaches.

Advantages of the microwave remote sensing include (i) repetitive measurements for inaccessible
locations using satellites or airplanes, and (ii) the measurement can cover very wide area.
Disadvantage is that it cannot be as detailed as the ground measurements. I suggest the authors
to tell these aspects to readers. Destruction of samples by snow sampling does not seem to
matter.

Answer: A short section about advantages and disadvantages of microscopic measurements vs.
microwave remote sensing techniques have been added. The sentence about destructive sampling has
been removed.

L.3 . 12 in P.6063

Comment: I felt a bid odd to find that an example of the polar snow first appeared in this
paper. In the long history of seasonal snow studies, are there no studies that investigated
anisotropy in the deposited snow?

Answer: This paragraph has been rewritten and early examples for anisotropy measurements of
seasonal, deposited snow are cited.

eg. - Photographs by Kojima, Kenji (1960), in "Thin Section of Snow Cut by a Heated Wire.",
Contributions from the Institute of Low Temperature Science, vol. 16.

- a review about dielectric measurements: Evan, S (1965) "Dielectric properties of ice and
snow—A review", Journal of Glaciology vol 5.

- and the reference to the anisotropic thermal measurements of (Izumi, 1975). "Studies of
metamorphism and thermal conductivity of snow, 1", Low Temperature Science Series A, vol. 33.

After that, the reference to (Alley, 1987) is given.

L.8 in P.6063
Comment: I suggest "metamorphism" rather than "recrystallization".

Answer: agreed and changed.

L.14 in P.6063

Comment: (Pfeffer and Mrugala, 2002) should be (e.g., Pfeffer and Mrugala, 2002) because there
are earlier examples that these authors cited.

In addition "driven by a vertical water vapor flux under temperature gradients" seems better. I
suggest to add "under temperature gradients".

Answer: agreed and corrected.

L.10 . 12 in P.6063

Comment: For the vertical anisotropy of geometry, the authors mentioned that it was driven by a
vertical water vapor flux. The authors did not mentioned any cause of the horizontal anisotropy
of geometry here. I think that a short mention will help readers' understanding.

Answer: This point is adressed later by the paper of Schleef (2013) and Lowe (2011).

L.13 . 16 in P.6063

Comment: The anisotropy of snow was determined from the computer tomography data by a paper
Fujita et al. (2009) below as well. To be fair, I suggest this paper should be naturally added
to citation with (Lowe et al., 2011, 2013).

Fujita, S., Okuyama, J., Hori, A., and Hondoh, T.: Metamorphism of stratified firn at Dome Fuji,
Antarctica: a mechanism for local insolation modulation of gas transport conditions during
bubble close off, J. Geophys. Res.-Earth, 114, 1.21, doi:10.1029/2008JF001143, 2009

Answer: The references to Lowe are given for the method of the statistical analysis. However, a
reference to the paper of Fujita(2009) has been added later where anisotropies in polar firn are
mentioned. This paper is indeed very interesting.



L.17 in P.6063

Comment: Vertical structures have been found in samples of polar firn (the same paper above and
the paper below), too. To be fair, Fujita et al. (2009) and Fujita et al. (2014) should be
naturally cited here.

Fujita, S., Hirabayashi, M., Goto-Azuma, K., Dallmayr, R., Satow, K., Zheng, J., and Dahl-
Jensen, D.: Densification of layered firn of the ice sheet at NEEM, Greenland, J. Glaciol.,

60, 905.921, doi:10.3189/2014J0G14J006, 2014

Answer: agreed and added.

L.2 . 3 in P.6064

Comment: The authors wrote "The origin of horizontally aligned structures has been discussed
with respect to settling of fresh snow (Schleef and Lowe, 2013)".

However, I did not find such a context in the cited paper. Perhaps I did not read this paper
deep enough to detect the cited context. However, the other readers may find the same problem. I
suggest the authors to point out where readers should see in the citation.

Answer: We agree that here the wrong citation was given. The correct citation should be "Lowe
(2011)" which is already given in the next sentence. We also added two references which indicate
that snow crystals fall already with a preferentially horizontally aligned orientation.

- Garrett, T. J. and Fallgatter, C. and Shkurko, K. and Howlett, D. "Fall speed measurement and
high-resolution multi-angle photography of hydrometeors in free fall", in Atmospheric
Measurement Techniques (2012), vol 5 no 9.

- Matrosov, Sergey Y. and Reinking, Roger F. and Djalalova, Irina V. "Inferring Fall Attitudes
of Pristine Dendritic Crystals from Polarimetric Radar Data", Journal of the Atmospheric
Sciences (2005), vol 1 no 62.

L.2 . 6 in P.6064

Comment: The authors used several lines here to explain a relation between the isothermal
metamorphism and the horizontally aligned structures. However, cited papers are all for
artificial snow in the laboratory. Please mention how plausible such horizontally aligned
structures of snow really appear in natural snow.

Answer: References have been added which show horizontal structures in natural snow (Matzler, 87,
Fig. 2.15) and Calonne (2012). Both papers are already referenced at other places in the paper.

L.7 in P.6064

Comment: I wonder why dielectric anisotropy was suddenly introduced here. Please provide an
explanation. Why not mechanical properties, thermal properties or optical properties? It seems
too sudden.

Answer: A paragraph has been added to the introduction to prepare the reader for different
methods to determine the anisotropy of snow (microscopic, macroscopic in the field, and by
remote sensing). I think this prepares the reader now that different scales are adressed.
Additionally, we added "e.g." to the sentence to indicate that dielectric measurements are not
the only method to determine the anisotropy.

The sentence was changed to "On macroscopic scales, the anisotropy of snow can be characterized
by macroscopic properties of snow like e.g. the anisotropy of the dielectric permittivity".

L.9 . 11 in P.6064

Comment: The authors wrote, "the di-electric anisotropy can be measured with different
polarizations of the electromagnetic field in microwave resonators filled with snow (Jones,
1976) ."

Readers will surely read this sentence as if Jones (1976) had measured snow. It is not true.
Note that "Jones (1976)" is a method paper and that only crystal quartz was measured. The
authors sentence make readers misunderstand that Jones (1976) measured snow. Fujita et al.
(2009) and Fujita et al. (2014) are real applications of the method to snow. Matsuoka et al.
(1997) was the real application of the method to ice crystal. Please provide precise citations.
Ignorance 1is insult to earlier studies.

Reference: Matsuoka, T., Fujita, S., Morishima, S., and Mae, S.: Precise measurement of
dielectric anisotropy in ice Ih at 39 GHz., J. Appl. Phys., 81, 2344-2348, 1997.

Answer: I totally agree that this sentence is not clear and that this reference is misleading.
See also comment/answer below.

L.13 . 15 in P.6064

Comment: Lytle and Jezek (1994) did not use open microwave resonator. They measured wave
propagation speed. I find that the authors are sometimes misleading readers in terms of
citations.

I suggest description something like below.

"Using open microwave resonators, different permittivities in the vertical and horizontal
direction have been found in multi-year firn on the Greenland ice sheet (Fujita et al., 2014)



photographic (Lytle and Jezek, 1994) and computer tomographic analysis (Fujita et al.,2009).

Answer: Thanks for the suggestions. Your suggestion has been added in a slightly adapted form to
mention the design of Jones (1979).

I'm not sure if the paper of Matsuoka et al. (1997) should be mentioned here as it focuses on
the crystal anisotropy of ice and not the structural anisotropy of snow. However, I cited the
paper Matsuoka et al. (1997) in the section about the definition of the "structural anisotropy".

Here it is indeed relevant to consider the anisotropic properties of ice with respect to the
crystal orientation/c-axis.

L.16 in P.6064

Comment: It seems to me that there are big steps in the context in this introduction here. It is
the same problem that I pointed out for the abstract. The authors skipped introduction of the
physical principle and earlier examples that used the principle.

First, if the media has dielectric anisotropy, in principle, electromagnetic waves propagating
through the medium have polarization effects due to birefringent nature of the medium. Rather
than suddenly introducing satellite-based observation, the authors should mention this basic
physical principle to readers.

Second, it seems to me that the authors should tell to readers that there is no real measurement
of dielectric anisotropy in seasonal snow.

"seasonal snow", "radar" and "satellites " are big steps in introduction, I felt.
I suggest that the authors should provide introduction something like below.

"Snow i1s dielectrically anisotropic medium that has an axis of symmetry in the vertical due to
anisotropic distribution of ice matrix and pore spaces, as it has been observed. Such dielectric
anisotropy can be detected by microwave remote sensing using a principle of radio wave
birefringence of the electromagnetic wave propagation. The use of principle of the birefringence
to remote sensing has been used to explore internal structure of the ice sheets and glaciers
with radio wave (e.g., Hargreaves (1977, 1978), Fujita et al. (2006) and Matsuoka et al.

(2009)) . As for detection of birefringence of seasonal snow, Leinss et al. (2014) determined the
anisotropy of seasonal snow with radar satellites; they analyzed propagation differences of
differently polarized microwaves within snow."

References

Hargreaves, N. D.: The polarization of radio signals in the radio echo sounding of ice sheets,
J. Phys. D. Appl. Phys., 10, 1285-1304, 1977.

Hargreaves, N. D.: The radio-frequency birefringence of polar ice, J.Glaciol., 21, 301-313, 1978.
Matsuoka, K., Wilen, L., Hurley, S. P., and Raymond, C. F.: Effects of birefringence within ice
sheets on obliquely propagating radio waves, IEEE Trans. Geosci. Remote Sens., 47, 1429.1443,
10.1109/TGRS.2008.2005201, 2009.

Fujita, S., Maeno, H., and Matsuoka, K.: Radio-wave depolarization and scattering within ice
sheets: A matrix-based model to link radar and ice-core measurements and its application, J.
Glaciol., 52, 407-424, 2006.

The authors did not invent the use of principle of the birefringence to remote sensing. I
suggest that earlier examples for snow and large ice masses should be naturally introduced to
readers.

Answer: Thanks for this extended explanation for the history of remote sensing of anisotropic
properties of ice sheets and also for the numerous references. I added your suggestion with very
small modifications.

The following paragraph gives also historical reference for remote sensing of seasonal snow as
Leinss (2014) was also not the first who observed birefringent effects in seasonal snow.

L.23 . 25 in P.6064

Comment: It seems to me that "a contactless, destruction-free" are not something to be
emphasized. This aspect is clear if the authors tell it is radar remote sensing.

I suggest something like below.

"Polarimetric radar remote sensing methods can provide information of the dielectric anisotropy
of snow from large distances. Areas of many thousands of km2 can be observed with air- and space-
borne sensors repeatedly if it is observed from orbit of the satellite. They provide a
complementary tool to detailed ground sampling/measurements such as computer tomography or
dielectric anisotropy as large areas and volumes of natural snow can be observed as an averaged
manner. h

I suggested here to mention the dielectric anisotropy. Indeed it is a measurable quantity and
this is the very quantity that causes the birefringence. Between pCT measurement and the
microwave remote sensing, a quantity dielectric anisotropy is necessary.

Answer: I agree and thankfully took your suggestion into account. I made also clear, that only
"area-, depth- or volume-averaged properties are measured".



L.29 in P. 6064 . L. 3 in P.6065

Comment: The authors wrote "Currently, polarimetric radars are only used to characterize the
anisotropy of falling snow or rain". To be precise, it is not true considering the radar remote
sensing of the ice sheets and glaciers with radio wave (e.g., Hargreaves 1977, 1978, Fujita et
al. 2006 and Matsuoka et al. 2009).

Answer: Considering your references concerning ice sheets which have been added, I changed this
sentence to "Today, polarimetric upwards looking radars are used (...)"

L.3 . 5 in P.6065

Comment: This is repetitive statement about the dielectric anisotropy. The authors already gave
statements snow is dielectrically anisotropic material. It is equivalent to the propagation
speed difference.

I suggest that the statement here should be removed or rewritten.

Answer: as many examples are already given for the vertical dielectric anisotropy (eps V >
eps _H) this sentence has been removed.

L.5 and L.11
Comment: "opposite effect" meaning is unclear to me.

Answer: It has been clarified that for fresh snow a larger horizontal permittivity has been
found (The "opposite effect" to firn, where eps V > eps H).

L.9
Comment: "both effects" meaning is unclear to me.

Answer: "both effects" means vertical and horizontal anisotropies. This has been clarified.

L.10
Comment: TerraSAR-X" appeared suddenly. The authors should give a short basic information for
this instrument. Not all readers are familiar to this.

Answer: "sattelite time series of TerraSAR-X" has been replaced by "time series of polarimetric
radar measurements using the satellite TerraSAR-X (Stangl et al., 2006; Werninghaus and
Buckreuss, 2010)"

References:
M. Stangl and R. Werninghaus and B. Schweizer and C. Fischer and M. Brandfass and J. Mittermayer
and H. Breit (2006) "TerraSAR-X technologies and first results", Radar, Sonar and Navigation,

IEE Proceedings, vol 153, no 2.
Werninghaus, R. and Buckreuss, S. (2010) "The TerraSAR-X Mission and System Design", IEEE
Transactions on Geoscience and Remote Sensing, vol 48 no 2.

L.13
Comment: "negative values" meaning is unclear to me.

Answer: (eps x < eps_z) has been added.

L.14 . 16 in P.6065

Comment: Meaning is unclear to me. It seems that the statements are for detectable resolution.
However, I did not understand. Why does this statement of the resolution in introduction? It
does not seem important at all at this stage of this paper.

Answer: This paragraph has been clarified to point out that the CPD can be used to precisely
measure the dielectric anisotropy of the snow pack. The dielectric anisotropy is now defined as
$\Delta\epsilon =\eps_z - \eps_ xS$.

It has also been added (as suggested for the abstract) that snow depth and density are required
to measure the dielectric contrast eps x - eps z.

L.17 in P.6065

Comment: What is dielectric anisotropy? Definition was not given so far anywhere.

Does it mean something measurable with a resolution of 0.0001? It seems unnecessary precision in
practice. Can the authors provide?

Answer: See answer above.
L.27 in P.6065

Comment: "TanDEM-X" appeared suddenly. Please provide introductory information for this
instrument.



Answer: "TanDEM-X" has been removed from the paper. This is not 100% correct, however it avoids
a lot of confusion. TanDEM-X is often referred to a satellite formation consisting of two almost
identical satellites, TerraSAR-X and TanDEM-X (TanDEM-X = TerraSAR-X-Add-on for Digital
Elevation Measurements). The measurements of both satellites are (with respect to the
application in the paper) identical. Therefore, I think it is justified to claim that a few
datapoints which actually were measured by the "other" satellite TanDEM-X were measured by
TerraSAR-X.

L.11 in P.6066

Comment: It was written as "different choices for the length scales". It is not clear that the
authors have shown two or more different choices. Different from what? What does a choice of the
exponential correlation length mean as compared to the other correlation? An explanation to
readers seems to help. What "choice" do the authors suggest to use for studies of the snow?

Answer: A reference (Loewe 2011) was given which describes different correlation lengths. We use
the exponential correlation length as it has been commonly used in microwave modeling.
("microwave modeling" has been added). It has further been added, that the exponential
correlation length is conveniently fitted to the correlation functions, but that for scattering
effects limitations occur. New reference to (Lowe, 2015) added.

Reference: L\"owe, H. and Picard, G., "Microwave scattering coefficient of snow in MEMLS and
DMRT-ML revisited: the relevance of sticky hard spheres and tomography-based estimates of
stickiness", The Cryosphere (2015), vol. 9, no 6.

L.14 . 16 in P.6066

Comment: It seems to me ax and az are dimensions in the horizontal axis and in the vertical axis,
respectively. Then, the magnitude of A for grains with given ratio between longest and shortest
length seems dependent on whether the longest length is vertically or horizontally oriented. Is

there my misunderstanding by me somewhere?

Answer: "magnitude of A" means "|A|" (without sign). According to Eqg. (1), when e.g. ax = 2 and
az = 1, then A = 0.66. Swapping ax and az leads to A = -0.66. (Same magnitude, opposite sign.).
This is not the case in the definition A' where for the same numbers (ax = {2, 1} and az = {1,
2}) A' = 2 and A' = 0.5 follows which has a difference of 1 and 0.5 to the isotropic case of A'
= 1.

"the magnitude of A" has been changed to "the magnitude |A|". The given example has been added.

L.6 in P.6067

Comment: The authors wrote "In the following we define the coordinate axes such that z is
parallel to the normal vector of the earth surface and the x and y plane is parallel to the flat
earth surface."

It seems that this was already assumed in eqg. 1. I am confused to see that this definition
appeared only here.

Answer: I moved this definition before the definition of the anisotropy. Thereby, z is defined
by gravity (analog to the definition of vertical) and x,y is defined as horizontal.

L.20 . 22 in P.6067

Comment: The authors wrote "However, the relative permittivity, eps {eff, MG} calculated with
the Maxwell-Garnett formula underestimates the measured permittivity."

Does this mean that the measured permittivity of the isotropic snow was higher that the model
calculations or opposite? This point is unclear to me. Please clarify.

Answer: To me "underestimate" means that the MG result is lower than the measured values. I
added: to "the measured permitticity (Matzler 96)" "which is slightly higher" to clarify this.

L.26 in P.6067 . L.2 in P.6068 "We found...."

Comment: Meaning of this sentence is unclear to me and probably to the other readers.

Do the authors intend to claim that the weighted average of the Maxwell-Garnett formula and the
"inverse" Maxwell-Garnett formula agree with the empirical data of the permittivity of snow
measured with the resometer method (Matzler, 1996). Is it correct? Please clarify to readers.

In addition, the authors wrote that deviation was within 0.7 %. 0.7% of what?

I suggest authors to develop their analysis in the appendix of this paper or as supplementary
information. Otherwise, I am afraid that this part of the analyses are left as a black box for
readers, which readers cannot digest only by reading this paper.



Answer: This has detailed in Appendix A: Effective permittivity from weighted average of
Maxwell-Garnett equations

Comment: As for the footnote #2 in P.6068, it is not understandable for me, too. What are fAh or
fAs? What is 3.171/3?

Answer: This has also been clarified in Apprendix A.

Equation 3
Comment: Please provide physical meaning of this equation to readers if it is possible.

Answer: Eqg. (3) considers that for a low ice volume f vol eps eff,MG should provide better
results as here, a few ice particles are embedded in a matrix of air. For large snow densities,
it is better to model the permitticity by air inclusions in ice. The equations provides
therefore a smooth interpolation of both boundary cases. (This arguments have been added to the
appendix) .

L.4 in P.6068
Comment: Please provide unit of fI.

Answer: This is also mass per volume and can be g/cm”3 or kg/m”3.

L.7 . 9 in P.6068

Comment: Please indicate temperature range that this study is applied. It seems that temperature
range for this study is above about -10 degrees C. Is it correct? How did the authors handle
temperature dependence of the permittivity? Did the authors approximate values of the
permittivity?

Answer: For the entire paper, a fixed permittivity for ice of 3.179 was used. This corresponds

to -10 degree C. The temperature dependence of the permittivity is about 1% in the range of the
experiment (-30 ... 0 degree C) and therefore smaller than the uncertainty in density of a few

percent.

Comment: In addition, nothing is mentioned for the fact that ice crystal has dielectric
anisotropy with a size more than 1 % of the ice permittivity (Fujita et al., 1993; Matsuoka et
al., 1996). Did the authors think that effects from this is negligibly small? Please explain to

readers.

Answer: This is an important point and has been added in a separate subsection (including the
reference to (Fujita et al., 1993; Matsuoka et al., 1997). Currently, it is not clear how large
the crystal anisotropy of natural snow is, but evidence exists that the crystal anisotropy could
have a small effect on the dielectric anisotropy (Riche et al, 2013). However, the dielectric
anisotropy due to crystal orientation would have the opposite sign than the dielectric
anisotropy due to a structural anisotropy.

Reference: Riche, Fabienne and Montagnat, Maurine and Schneebeli, Martin "Evolution of crystal
orientation in snow during temperature gradient metamorphism" (2013) in Journal of Glaciology
vol. 59 no 513.

EQ.7 in P.6069
Comment: "s" is not defined or explained here. In addition, what is physical meaning of this
assumption? Please provide explanation to readers if possible.

Answer: Here, I refer already to (Sihvola, 2000) which provides this equation. "s" is a
integration variable which can be substituted by a dimensionless quantity u = s/a _x"2 as
mentioned later.

L.24 in P.6070
Comment: Meaning of "spatially anisotropic microstructure" is unclear to me. Does it mean that
anisotropic microstructure is variable from one location to another? If so, please write so.

Answer: "spatially" has been removed. We mean only "anisotropic microstructure".

L.24 . 26 in P.6070

Comment: The authors wrote "The effective permittivity can be measured when snow is observed
with a polarimetric radar system by analyzing the Copolar Phase Difference, CPD." It does not
seem true to me. How can we detect the permittivity by microwave remote sensing?

Answer: This sentence has been corrected to " The difference of the vertical to the horizontal
permittivity of snow can be measured when snow is observed with a~polarimetric radar system by
analyzing the Copolar Phase Difference, CPD, when snow depth and density are known."



L.1 . 2 in P.6071

Comment: To be precise. I suggest the authors to express "measuring the vertical anisotropy of
snow". Nadir-looking radar systems can still measure the horizontal anisotropy of snow if there
are such structures.

Answer: Thanks for the suggestions. "vertical" has been added.

L.3 in P.6071

Comment: The authors mentioned "a requirement ".

It seems to me that another requirement is that microwave signals that were scattered at the
distinct boundary with snow, such as soil, should be detected. The authors need to analyze CPD
form such distinct target. Propagation "through" snow is an important experimental setting. In
case of very cold glaciers or ice sheets without such clear "bottom" of snow, it seems that a
method described here cannot be used. Please clarify such points to readers.

Answer: Thanks for pointing this out. Indeed, this is an important requirement.

L.6 . 9 in P.6071

Comment: The authors wrote here as "several GHz". However, in this paper, the authors used 10 -
17 GHz. These numbers seem more than "several".
Please inform readers of what will happen if we use higher frequencies, for example, 17 - 30 GHz?

Answer: I think, this is covered in the section "Generalization for scattering multilayer
systems".

L.10 in P.6071

Comment: The authors wrote "The dielectric anisotropy can precisely be measured with the CPD".
It does not seem true to me. It is CPD that can be measured precisely in a condition that there
is a clear scattering object behind the snow as propagation path. Average of the dielectric
anisotropy over propagation paths can be calculated only if observers can determine lengths of
the propagation paths and density of snow. Even if the radar system is capable of detecting
precise CPD, it does not necessarily mean that precise dielectric anisotropy can be detected.

Answer: I think this point has been adressed above where I mention, that ground is required
below the snow pack.

Comment: In addition to this aspect, I did not see in this paper any discussion about effects
from footprint. It seems that footprint width can give some averaging effects for the wave
propagation of the side-looking radar.

Answer: Generally, radar systems have a very good range resolution of a few meters therefore,
within one pixel, there is almost no variation in incidence angle. In our paper, we indeed
averaged the CPD over the footprint of the antenna which covered an incidence angle range of
about 5 - 12 degree (depending on frequency) .

It has been added to the paper, that 1) the incidence angle with in the area of interest should
be considered, and 2) (in the data processing section) that the CPD within the antenna footprint
has been averaged. However, the effect of averaging is small as the CPD depends sufficiently
linear on the incidence angle within the range of incidence angles of 5 - 8 degree.

L.5 . 6 in P.6072

Comment: The authors wrote "Hence, the H-polarization is delayed by the ordinary refractive
index nO"

Meaning of this sentence is unclear to me. What does this delay mean? Delay as compared to
propagation in air or delay as compared to the extraordinary wave?

Answer: The sentence has been rephrased to "Hence, the propagation velocity of the H-
polarization is determined by the ordinary refractive index $n 0$".

Figure 2
Comment: This figure seems to show slightly tricky geometry. It seems untrue that paths of the
VV wave and HH wave meet at the same point of the target of the snow/soil boundary.

Answer: This seems indeed a bit arbitrarily chosen. However, it is a strict requirement
otherwise the copolar-coherence is lost. Only common scatterers within one range resolution cell
of the radar contribute to the CPD. When the delay between the HH and VV polarization is larger
than the range-resolution of the radar, this condition is not anymore fulfilled and the
coherence is lost. This has been discussed in detail in a new section "Copolar phase difference
of polarimetric radar systems".



L.1 in P.6076
Comment: The authors are using approximation that ice has no dielectric anisotropy. Please
clarify it to readers.

Answer: We added a sentence: "We note here, that $\Delta \zeta$ vanishes only for isotropic ice

which is not generally the case for ice on glaciers and ice sheets where the crystal axis of ice
(c-axis) has a preferential orientation (e.g. \citealp{matsuoka97, fujitald})".

L.12 in P.6076

Comment: "Delta epsilon" should be minus (-0.05) if we exactly follow the definition of "Delta
epsilon” in this paper (eps x - eps_z).
gas observed in Fujita et al. (2014 ) h at a site in Greenland ice sheet. I suggest to add this.

Answer: Thanks for finding this typo. From this value, a negative CPD of -70° per meter would be
expected. This has been corrected and "at a site in Greenland ice sheet" has been added.

L.16 . 17 in P.6076

Comment: "Similar anisotropy values have been observed in Alley (1987); Schneebeli and Sokratov
(2004) ."

It was not clear to me similar to what. I read these two papers but I could not identify what
was really cited here. In addition, the authors should mention what kind of snow they are
talking about. The former is the Antarctic firn. The latter seems to be artificial snow under
temperature gradient. In contrast the authors' major topic in this paper seems seasonal snow. It
seems that all these types of snow and firn are treated equally.

Answer: It has been added, that Antarctic firn was used by (Alley 1987) and natural and sieved

seasonal snow by (Schneebeli 2004). "similar" refers to the range of the determined structural
anisotropy. This has been clarified by citing numbers for A' as given in the two papers.

L.23 in P.6077
Comment: What does "SDvar" stand for? Snow Depth variability or something like that? An
explanation will help readers.

Answer: The abreviation "SDvar" for Snow Depth variability course is now given.

L.17 in P.6078

Comment: "sectors can be found in (Leinss et al., 2015 )."
This way of citation occurred at many points in this paper. I think that "sectors can be found
in Leinss et al. (2015)" is correct. If so, please repair many such points in this paper.

Answer: I think, both styles are correct. On http://www.the-

cryosphere.net/for authors/manuscript preparation.html it is written: In general, in-text
citations can be displayed as "[..] Smith (2009) [..]", or "[..] (Smith, 2009) [..]".

To me "can be found in Leinss" sounds a bit like it can be found inside the body of Leinss. Of
course, correct would be "can be found in the publication of Leinss (2015)" but I see "can be
found in (Leinss, 2015)" as a shorter version of "in the publication of ~". Please correct me if
I'm wrong here.

Section 3.2
Comment: A lot of abbreviations started to appear, such as SSI, SDTAl, SMT etc. It is hard to
remember everything for readers. I suggest that a list for abbreviations is provided.

Answer: A table listing the abbreviations is now provided.

Section 3.3 First line

Comment: The authors wrote "Snow density was manually measured in the snow pit once every week."
Was it measured over the entire thickness? If so, please inform readers of it already here.

In addition, in this paper, it is important to inform readers that manual measurement of density
and independent measurement of the snow thickness is necessary to derive snow anisotropy from

the CPD.

Answer: Both, the depth-average and the vertically resolved density were measured. However, for
this paper, no vertical density profiles are required, therefore we wrote "The depth-averaged
snow density was measured manually..."

Your second point is already adressed in comments above.

L.3 in P.6079


http://www.the

Comment: Please let readers know what SWE means when it is used first in this paper.
Answer: "snow water equivalent" was added.

L.5 in P.6079
Comment: What is GWI? Please explain to readers briefly. Is there any good citation for this
instrument? What is the measurement principle?

Answer: It has been added that SWE was determined "from measurements of gamma ray absorption
within the snowpack using the Gamma Water Instrument".

The measurement principle is described in the given reference about SWE determination (Leinss,
2015) . Unfortunately, there is no reference for the GWI.

L.9 in P.6079
Comment: "where" -> "were" ?

Answer: corrected.

L.10 . 12, in P.6083

Comment: The authors wrote "For three dates anisotropy measurements are compared with anisotropy
data from computer tomography." It should be clarified for which three dates. It took time for
me to understand. Perhaps it should be as follows.

For the three dates when the muCT measurements were done, anisotropy measurements are compared
with anisotropy data from computer tomography.

Answer: This has been clarified by writing: "The anisotropy obtained from the computer
tomography analysis of the four profiles CT-1 to CT-4 were compared with the anisotropy obtained
from the CPD for the four corresponding dates when the samples were taken in the field". Note,
that we added a forth anisotropy profile.

L.19 . 20, in P.6083

Comment: The authors wrote "The snow density was determined by dividing SWE, as determined in
(Leinss et al., 2015), by the snow depth measured by the sensor SDAT1."

Readers will not understand this sentence unless they know physical meaning of SWE.

Answer: The definition of SWE = average snow density x Snow depth is given to provide the reader
the physical meaning of SWE.

L.24, in P.6084

Comment: "Lemmetyinen et al. (2013, p. 399(49))" Is this paper publicly available and
accessible? If it is not to access for readers, perhaps the authors provide the data in the
appendix or as the supplementary information.

Answer: The NOSREX report (Lemmetyinen et al, 2013) is available on the ESA datahub for campaign
data. The URL is provided now in the references.

L.29, in P.6084

Comment: The authors wrote "melt-refreeze events caused the formation of a crust at the bottom
of the snow pack". It seems crust should appear at the surface of the snow pack. Like me, the
other readers may not imagine a crust at the bottom of the snow pack.

Answer: Of course, the crust appeared first at the top of a very shallow early winter snow pack
but was then covered by snow therefore, the crust is situated at the bottom of the snow pack.
The sentence has been rephrased to: "Due to warm temperatures, depth hoar was largely absent and
melt-refreeze events in early December caused the formation of a~crust in the shallow snow pack
which was later covered by snow."

L.25, in P.6085
Comment: Again I suggest that "recrystallization" should be replaced by "metamorphism".

Answer: done.

L.12, in P.6086
Comment: Citation of Bormann et al. paper is a bit confusing. It is not very clear if the
citation is for the density range or the density dependency of the CPD. Please clarify.

Answer: This paragraph has been rephrased:

"The average anisotropy of the snow pack can be estimated, because the CPD shows only a~weak
density dependence for the density range of seasonal snow. For seasonal snow, densities of 0.15
and 0.4\,\unit{g\,\unit{cm”{-3}}} have been reported \citep{bormannl3}. Within this range, the



L.14, in P.6086
Comment: There seems no "Figure 3a". It is Figure 3 (right).

Answer: yes. This has been corrected.

Section 4.2

Comment: So far when I read this paper, I had an impression that the dielectric anisotropy could
be calculated purely by remote sensing (contactless, destruction free, according to the
authors). However, I noticed that an important point of the method in that the data of the ice
thickness and the snow density should be observed independently.

Answer: This has been clarified in several points; also here it has been added that the CPD "can
be inverted with the additional information of snow depth and a good approximation of snow
density to get a CPD based estimate for teh depth-average anisotropy."

Comment: Also, it seems unclear that observations using multiple angles of theta and multiple
frequencies are necessary for data processing. I think that such information should be provided
in the abstract and the conclusion. Otherwise, until readers reach this section 4.2, readers
will think that the dielectric anisotropy of snow may be observed by a method of microwave
remote sensing alone. In reality, ground observations for density and snow thickness are
necessary. In addition, it seems that the readers should know what will happen if the remote
sensing data with only single theta value and single frequency is available.

Answer: Only snow density and snow depth are regired. Different frequencies provided redundant
estimates for the ansisotropy. Different incidence angles could in principle be used to
eliminate either snow depth or density due to the nonlinear dependence in incidence angle.
However, I think the nonlinearity is too small to be used.

The anisotropy was determined independently for all different incidence angles and the results
for different incidence angles were compared. This requires the assumption that the snow
properties do not vary spatially for different antenna footprints. The careful preparation of
the test site and the snow depth variability measurements support this statement.

Comment: The authors showed that the standard deviation of the anisotropy of snow is very small.
But this small standard deviation can be attained based on multiple settings of \theta values
and frequencies. Is it so?

Answer: I'm not sure, if I understand your comment correctly. The standard deviation is the
standard deviation based on multiple settings of theta and frequencies. I rephrased the sentence
to:

"The standard deviation for each time is given by the scatter of the individual estimates
$A(\theta 0, f)$ for each $\theta 0$, and $£$." I hope this clarifies / answers your question.

L.24 . 25, in P.6087
Comment: I did not understand meaning of an expression "wavelengths "fit" into the snow volume".

Answer: I hope, "wavelengths "~ fit'' into the propagation path through the snow volume" is more
clear.

L.16, in P.6089
Comment: Please specify +4% and -8% relative to what.

Answer: Relative to the anisotropy measured by computer tomography. This has been corrected.

L.1 . 2, in P.6090

Comment: "as it is expect for snow recrystallized by temperature gradient metamorphism"

I suggest as follows.

"as it is expected for snow geometry modified by temperature gradient metamorphism h

Here, I consider definition of recrystallization in metallurgy or ice crystal. If the authors
feel that this term can be still used for sublimation and condensation, please explain basis for
it.

Answer: As in other cases, also here the term "recrystallized" has been replaced by
"metamorphic" and the sentence has been rephrased to: "as it is expected for the geometry of
metamorphic snow which was exposed to temperature gradients"

L.12 . 14, in P.6090
Comment: "Further, the CPD decreases during periods of cold temperatures due to temperature
gradient metamorphism." To clarify more, I suggest to modify "due to growth of the vertical



Answer: Thanks for the suggestion. It has been clarified as suggested.

Equation 26
Comment: Please provide readers what "SD" means. I think it is snow depth.

Answer: SD = snow depth has been added.

In the equation 26 and Figure 18

Based on my poor understanding, I did not understand what "tau" meant and how I should see
Figure 18 right top and right bottom. Please better explain meaning of these to me and to
readers.

Answer: The parameter "tau" is the temporal offset between the time series snow depth, SD(t),
and the time series CPD(t). This is now explained more in detail.

L.11, in P.6091
Comment: fresh "snow"?

Answer: thanks, "snow" was missing here.

L.12 . 14, in P.6093

Comment: The authors wrote as "The propagation delay difference of orthogonally polarized
microwaves was measured by the CPD which was then used to determine the structural anisotropy of
snow."

I suggest to clarify that the method is for snow with known thickness to derive average
anisotropy over the thickness. For example, geometry of the optics is clearer if it is written
as follows.

"The propagation delay difference of orthogonally polarized microwaves through known thickness
of snow was measured by the CPD which was then used to determine the structural anisotropy of
snow averaged over the snow thickness."

Answer: This suggestion has thankfully been included together with the comment below: This
sentence reads now: "The propagation delay difference of orthogonally polarized microwaves
through known thickness of snow was measured by the CPD which was used to estimate the
dielectric anisotropy of snow to determine then the structural anisotropy of snow averaged over
the snow thickness."

L.16 . 19, in P.6093

Comment: I would suggest that the authors explicitly tells to readers that the CPD values were
converted to the dielectric anisotropy of snow using the snow thickness that were determined
independently. Otherwise, many readers may misunderstand that the CPD alone can determine the
pricese snow anisotropy.

Answer: see answer above.

Comment :

The authors wrote that the standard deviation of 0.005 as small numbers. However, this
evaluation is a result of measurements using multiple theta and multiple frequencies. In
addition, snow thickness and the density should be known independently. These experimental
settings should be mentioned.

Answer: I see your point. I added: "The standard deviation is based on measurements of different
incidence angles and frequencies and confirms the provided theory though does not represent
systematic errors due to uncertainties in snow depth and density."

L.19 . 20, in P.6093

Comment: The authors wrote, "Copolar phase differences ranging from -30 to +135°C were measured
for 50-60 cm deep snow at a frequency of 13.5 GHz."

Readers may wonder why these numbers are specifically given here. Are these numbers symbolic for
the present study? In addition, actual snow depth ranged up to ~100 cm. Readers will wonder why
50 - 60 cm deep snow was highlighted.

Answer: "The large variation of CPD values shows that the anisotropy of snow must be considered
when the CPD is analyzed in polarimetric studies of snow covered regions." (this sentence has
been added.)



L.22 . 24, in P.6093

Comment: The authors wrote, "Only small deviations of 5 - 10 degree"

Readers will not understand whether this angle is for incidence angle or the CPD. In case this
is the CPD, readers feel hard to understand how deviations of 5 - 10 dgree mean as a size of
uncertainty.

Answer: It has been clarified that here I mean the deviations of the CPD from the modeled data.
Further, the 5-10 degree have been put into relation with the range between -30 and +135 degree
in order to provide an idea about the relative accurary.

L.25, in P.6093
Comment: I hope to find one of keywords "dielectric anisotropy" somewhere in this line, to tell
basic principle of the birefringence.

Answer: the keywords "dielectric anisotropy" have been added: "The linear frequency dependence
verifies our assumption that the CPD is a~volumetric property of snow which is determined by the
dielectric anisotropy and is which is related to the structural anisotropy of the ice matrix and
pore spaces of snow." In the second sentence of the conclusion, the keyword "birefringence" has
been added.

L.6 . 10, in P.6094

Comment: "A weak correlation was found and an optimal acquisition interval of 8.15 days was
determined to detect the depth of fresh snow . It was observed that the evolution of the CPD
shows a delay of about 2.3 days compared to the evolution of snow depth, which indicates an

average settling time of a few days."

Due to my poor understanding, I did not understand the relation between tau and the optimal

acquisition interval in this paper.

Answer: As answered on your comment further above, I hope that this has been clarified now. The
parameter tau has been described more detailed there.

Around L.18 in P.6094

Comment: The authors wrote "The possibility to observe the anisotropy of the snow pack by remote
sensing techniques". This technique require independent determination of the snow thickness and
the snow density. Readers should know how this requirement can be satisfied in the practical
remote sensing. A short paragraph to discuss this point will help. Otherwise, some readers may
think there is no such requirement.

Answer: A short paragraph providing some information about independent determination of snow
depth and snow density using remote sensing data has been added.

L.20 . 23, in P.6094
Comment: I did not understand at all what kind of principle was meant here.

Answer: The paragraph has been rephrased.

L.14, in P.6095
Comment: "Dielectric anisotropy" should be explicitly stated here, because it was exactly used
in experimental principle used in this paper.

Answer: "especially the dielectric anisotropy" has been added.

Technical corrections

Comment: L.19 in P.6064

(Li et al., 2008) should be Li et al. (2008).
Answer: corrected.



Anonymous Referee #2

General comments: This paper describes the measurement of CPD and its relationship to snow’s
anisotropy and SWE/density. Multiple seasons of snow measurements were conducted and the
measured data were compared to the model described in the paper. The measured anisotropy of snow
showed a good agreement with the results obtained from the micro-CT scan of the snow pack.

General comments:

Comment: What is the transmit power used?

Answer: The transmit power is approximately 10 mW. However, the SnowScat Instrument is a
"Stepped Frequency Contineous Wave" Radar, therefore a good SNR is achieved by an integration
time of about 5 ms for each frequency. The transmit power is not relevant for the content of the
paper. To give a reference for technical data, a reference where this specification (10 mW) can
be found was added in section 3.1 (Micrwave measurements). (See p. 9 in "SnowScat, X- to Ku-Band
Scatterometer Development: D13 SnowScat User Manual" ESTEC/A01-5311/06/NL/EL) This paper is
available on request via ESA or from Gamma Remote Sensing.

Comment: What is the effect of surface roughness and features on the measured CPD? How is the
effect being isolated from the anisotropic of snow?

Answer: The effect of a rough snow surface and also of rough layer boundaries within the snow
pack is now more clearly discussed in the section "Generalization for scattering multilayer
systems". An additional section discusses the effect of a rough underlying ground surface in
"Contribution of a rough ground surface".

In the present work, scattering contributions from the snow surface and layers within the snow
pack are shown to be small, as the snow water equivalent could be precisely determined using
differential interferometry as shown in the paper "Snow Water Equivalent of Dry Snow Measured by
Differential Interferometry" by Leinss et al in IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing (2015), vol. 8 no 8.

The reference and argumentation has been added to the section "Microwave Measurements".

The effect of the underlying ground has already been discussed in section 4.7 "Effect of
Underlying Ground". The time series data (Fig. 7 - 10) show, that during dry snow conditions,
the CPD is very close to zero.

Specific comments:
Comment: p. 6071; line 1-3: Nadir-looking radars can also measure 2D anisotropy if there is a
difference in crystal orientation along the xy-plane.

Answer: Of course, this is correct. But we do not see any reason which could cause any
anisotropy in the xy-plane in a snow pack situated in flat terrain. As mentioned in the last
paragraph of the section "Definition of structural anisotropy" "We restrict

our model to flat terrain and do not consider shear stress or temperature gradients not parallel
to gravity, which can both occur on steep terrain."

Comment: p. 6071; line 6: It appears the statement is a bit contradicting as the anisotropy is
caused by the particle scattering

Answer: I disagree. In the present paper, snow is considered as an effective medium (see 1st
paragraph of section "Relative permittivity as a function of anisotropic inclusions") which is
transparent but which has a dielectric anisotropy. The dielectric anisotropy is caused by a
different polarizability of the anisotropic ice grains and not by scattering effects.

Comment: p. 6080, line 10: Is it possible to show a raw radargram of the quad-pol data as well
as the SLC radargram with reference to the geometry depicted in Figure 5? It is interesting to
see the spatial variability of the raw radar signal.

Answer: Here I refere to Figure 3 in the paper "Snow Water Equivalent of Dry Snow Measured by
Differential Interferometry" by Leinss et al in IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing (2015), vol. 8 no 8. The figure shows a time-averaged
"radargramm" with respect to the imaging geometry as shown in Fig. 5 our paper. Please note,
that the SnowScat system is a side-looking radar therefore each range cell contains the
integrated backscatter signal of the snow surface, snow volume and the underlying ground.

I like to refer also to the conference paper "Snow Structure Evolution Measured by Ground Based
Polarimetric Phase Differences" by

S. Leinss; J. Lemmetyinen; A. Wiesmann; I. Hajnsek, (2014); in Proceedings of 10th European
Conference on Synthetic Aperture Radar (EUSAR). In this proceeding paper, time-resolved
radargrams are shown which indicate that the microwaves completely penetrate the snow volume as
long as the snow is dry. In this paper, the delay difference between dry snow and wet snow at



Comment: p.6086, line 21: Can the authors show a comparison between CPD meas and CPD model
before optimization and after optimization, and the corresponding number of iterations and
change in fitting parameters? Is the data in Figure 14 before or after optimization?

Answer: Equation (19) contains only one free parameters, the Anisotropy A. As written in section
4.2 "Estimation of the average anisotropy of snow", all other parameters (wavelength or
frequency, snow depth, incidence angle, density) are known. The minimization of Eqg. (24) is done
by simply testing about 2000 anisotropy values between -1 and 1. The anisotropy value which
minimizes Eqg. (24) is defined as A(theta, f) and depends on incidence angle and frequency. To
avoid confusion with iterative optimization algorithms, the term "iterative" has been removed
from the caption of Fig. 11 and replaced by "minimization with respect to A".

Figure 14 shows the standard deviation and mean difference between measured and modeled CPD
values. The modeled CPD values are based on the average of the anisotropy values obtained by
minimization. The standard deviation of the anisotropy A(\theta,f) is snown in Fig. 12.
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Abstract. Saew—settles—ander—the—foree—of —pgravity—and
spatial distribution of ice and pores generally shows an
anisotropy which is driven by gravity and temperature
radients and commonly determined from stereology or

computer tomography. The structural anisotropy induces
anisotropic mechanical, thermal, and dielectric propertiesef

radar—meastrements—The—copolar—phase—differenees—. We
present a_method based on radio wave birefringence
to_determine the depth-averaged, dielectric_anisotropy of
seasonal snow_with radar instruments from space, air
or_ground. When snow_depth and density are known,
the _birefringence allows determination of the dielectric
wm@wmm@m

linearly polarized microwaves propagating obliquely through

the snow pack. The dielectric and structural anisotropy are
linked by Maxwell-Garnett-type mixing formulaste-previde

] Lani

eompared-with-. The anisotropy evolution of a natural snow
ack in Finland was observed over four winters (2009-2013)
using the ground-based radar instrument "SnowScat". The

evolution indicates horizontal structures for fresh snow
%I%(Mmm

computer tomographic in-situ &msetfepyme&sufemeﬂ%s

the-same-temporal-evolution-as-measurements. The ground
based CPD measurements were compared with space-borne
EPP-measurements from the satellite TerraSAR-X —which
showed the same temporal evolution. The presented dataset
provides a valuable basis for the future-developmentof-snow

] loof ineludi . . :
snowdevelopment of new snow models which include the

anisotropy of the snow microstructure.

1 Introduction

Peposited-snow-s-
After_deposition on_the ground, snow_crystals form
a porousand-highly-metamorphic-material-, sintered material
which continuously undergoes reerystallization—processes
metamorphism to adapt to the external—thermedynamic
foreing-determined-thermodynamic forcing imposed by the
atmosphere and the underlying—soil. The mierostructare—of
the-sintered-snow-crystals-constitates-porous microstructure,
defined by the 3D distribution of the ice matrix and
the pores space, determines the thermal, mechanical and
electromagnetic—properties—of-snowdielectric_properties of
the snow pack. Hence, an-anisotropie-a spatially anisotropic
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distribution of the microstructure leads to a macroscopic
anisotropy of snow properties.

Characterization of the microstructure is difficult and
requires work intensive samplingwhich—ean—disturb—the
and data_processing but enables a_unique insight into
the structure at micrometer scales. Macroscopic (point)
methods _commonly applied in the field can be used
to_determine snow properties averaged over sample
volumes of several centimeters. Methods based on remote
sensing _complement these point methods in_providing
sampling_resolution between meters and kilometers also
for inaccessible locations. For snow, radar remote sensing
methods measurement of snow_properties averaged over
the microwave penetration depth. This makes it possible to
estimate the depth-averaged dielectric anisotropy of seasonal

snow with radar instruments.

L1 Observations and cause of the structural
anisotropy of the snow

Anisotropic structures have been identified in thin-seetions

of—polar—snow—(Alley 1987 Furthermere:—photographs
of thin section cuts of seasonal snow with preferentially
horizontal structures for fresh snow and vertical structures
in _old _snow__ (Kojima, 1960; Davis and Dozier, 1989;

been reported also in thin sections cuts of polar
firm (e.g. Alley, 1987). The formation of anisotropic,

vertical snow structures has been observed by thin
section photography, when snow reerystallization
metamorphism was driven by a vertical water va-
por flux PlefferandMragala; 2002 Vertieal—straetures
have—also—been—tound—in—conjancton—with—anisotropie
] L i Huzioka 1075).

] . ] . f .
] . ; Davi Deogi 089,
%%%%%%lw%wm
The anisotropy of snow can s&&s&%ﬂ%b%ww@ly
determined from the heterogeneous—spow—matrix—snow

microstructure by spatial correlation functions (Vallese and
Kong, 1981; Mitzler, 1997) of—computed from stereologi-
cal (Alley, 1987; Mitzler, 2002) or computer tomography
data E6we-et-al5204452043)(Lowe et al., 2011, 2013). To-
day, computer tomography is often considered as the “state of
the art” for destruction-free ebservation-observations of the
snow microstructure within volumes of a -few cm® and with

a spatial resolution ef-afew-miecrometers—Even—a—temporal
resolution—is—possiblefor-snowsamples—which-are—on the
micrometer-scale. The non-destructive CT_measurements
allow imaging of the same sample multiple times to observe
the temporal evolution of the microstructure for samples
kept under laboratory conditions (Schneebeli and Sokratov,
2004). Laboratory-experiments-

Laboratory experiments using computer tomography re-

vealed the characteristics of grain growth and sintering dur-
ing isothermal metamorphism (Kaempfer and Schneebeli,

2007) as-well-as-during-or alternating temperature gradients
. q s (P S 1L 2009).
. . . f
izt itiall
e £ . f .
(Pinzer and Schneebeli, 2009). The formation of vertical
structures from initially horizontal structures has been

observed in laboratory samples if vertical temperature
gradients _are applied (Schneebeli and Sokratov, 2004;

Riche et al., 2013; Calonne et al., 2014). Vertical struetares
have—also—and horizontal _structures have been found
in_artificial snow_from the cold-laboratory but also_in
natural seasonal snow (Calonne et al., 2012). Vertical
structures have also been found in samples of polar firn

(Horhold-etal.; 2009 Lomonaco-ctal,; 201 H-and——vertical

and-(Horhold et al., 2009; Fujita et al., 2009; Lomonaco et al., 2011; Fuj

In_contrast_to_vertical structures which are known

to_be caused by vertical temperature gradients, hor-
izontal structures have been—found—in—seasonal—snow

(Calonne etal., 2012).The —originof -horizontally—aligned

sow-{Sehicet f‘ﬂd Eower2013)-Settling is also ass“ﬁ*fd o
a different origin. A predomininant horizontal orientation
is_initially created by the deposition of anisotropic,
atmospheric _growth forms _(plates, needles, dendrites)
which predominantly align horizontally in the gravity field
Matrosov et al. (2005); Garrett et al. (2012). Snow _settling

can further contribute to horizontal anisotropies in the in-
termediate stage of isothermal metamorphism ;—since—for

isothermal-conditions-(LLowe et al., 2011), where only grav-
ity breaks the symmetry between vertical and horizontal di-

rectionstb6we-etal;204HH).

1.2 Field observations of the dielectric anisotro

On macroscopic scales, the anisotropy of snow can be
determined—characterized by measuring the anisotropy of
the thermal conductivity (e.g. Izumi and Huzioka, 1975)
or of the dielectric permittivity. Despite—the—fact—that
fhe—eheleem%amse&ep%ﬂﬂfmeh—smaﬂef—fh%Due to
the _contrast_in_thermal conductivity between ice and
air, the anisotropy of the thermal conductivity is much



S. Leinss et al.: Anisotropy of seasonal snow measured by polarimetric phase differences in radar time series 3

stronger compared to the anisotropy of the thermal

conductivity —(héwe-etal-2003)dielectric _permittivity,
which is determined by the contrast in permittivity between
ice and air, £ice /a2 3 (LOWe etal,, 2013). Still, dielectric
measurements have been discussed already in 1965 with
respect to_the shape and orientation of ice crystals (e.g.
Evan, 1965).

The dielectric anisotropy of snow, Ag, in_the following
defined as the difference between the horizontal and vertical
permittivities, Ac = & = &,, the—dielectrie—anisotropy—can
be measured with—precisely using different polarizations
of the electromagnetic fieldin—microwave—resonators—filled

with-snow-(Jones; 1976)—Using-, The dielectric anisotropy
due to the c-axis orientation of the crystal fabric of ice
(Matsuoka et al., 1996, 1997) has been measured with open
microwave resonators -different-permitivities-of the design
of e.g. Saito and Kurokawa (1956); Jones (1976). With the
same method, the dielectric anisotropy due to a structural
anisotropy_has_been _measured and higher permittivities
have been found in the vertical and—herizontal-direction

Me%een—%%dlrectlon compared to the horizontal

direction in multi-year firn on both, the Greenland ice

sheet (Fujita et al., 2014) «Amsetrep&me&suremeﬂts—wﬁh
mierowave—resonators—were—alse—and on the Antarctic ice
sheet (Fujita et al., 2009). Using a method of microwave
propagation, Lytle and Jezek (1994) also_detected a larger
vertical permittivity in multi-year fin on the Cireenland
ice sheet and Sugiyama et al. (2010) found similar results in

Antarctica. Some of these anisotropy measurements were
performed in conjunction with photographic (Lytle and

Jezek, 1994) and computer tomographic analysis (Fujita
et al., 2009) - ltis-evenpossible to-determine-the-anisotropy
of seasonal-snow—with-—radar—satellites;—when—which both
showed vertical structures in the snow microstructure,

1.3 Dielectric anisotropy observed by microwave
remote sensin

The observation of _structural anisotropy in _seasonal
snow _together with the observations of a _dielectric
anisotropy_in polar firn indicate that also_seasonal snow
is_a_dielectrically anisotropic medium_that has an axis
of symmetry in_the vertical. Such dielectric anisotropy
can_be detected by microwave remote sensing _methods
using the principle of radio wave birefringence for
the_propagation of electromagnetic _waves. The radio
wave birefringence has_been used to_explore internal
structures of ice sheets and glaciers with radio waves
e.g., Hargreaves, 1977, 1978; Fujita et al., 2006 and
Matsuoka et al., 2009). The birefringence of seasonal snow
was observed in radar satellite data by Leinss et al. (2014b);
they determined the dielectric anisotropy by analyzing the

propagation differences of differently polarized microwaves

are—analyzed——propagating obliquely through the snow

pack. Also with passive microwave sensors, strong po-

larimetric signatures have been found over the Greenland
ice sheet: in (Lietal5s2008)—the—found—Li et al. (2008),
the observed passive microwave signatures could not be
explained by surface features, but were discussed with
respect to microstructural variations of the anisotropy of
snow, as predicted by Tsang (1991).

Polarimetric radar remote sensing methods provide
a—contactlesstoolto—measure—the—can provide information
of the dielectric anisotropy of snow destruction-free;—and
from large distances. Areas of many thousands of km?2
square-kilometers can be observed with air- and space-

borne sensors—Fhey—provide—a—, even repeatedly by
satellites during every repeat-pass of an orbit. Remote
M}hods rovide therefore a complementary tool to

We%—b%—%s%ﬁ%the detalled round measurements

such as computer tomography or in-situ measurements.
However, with radar remote sensing methods, area-, depth-

or volume-averaged snow properties are measured.
Still, publications related to polarimetric propagation

effects in deposited seasonal snow are rare, despite the
fact that a differential propagation speed in falling snow
was already noticed in 1976 for weather radars (Hendry

et al, 1976). Cuorrently—polarimetrie—radars—are—enly

Today, polarimetric upwards looking radars are used to char-
acterize the orientation and anisotropy of falling snow er+ain

ebsewed——when—the—ph&s% articles rain

Matrosov et al., 2005; Garrett et al., 2012; Xle etal., 2012 Ho an et al.,

In contrast to the observations for firn on ice sheets, where

the vertical permittivity €, was found to be larger than the
horizontal permittivity &4, a larger horizontal permittivit
was found in freshly deposited snow using ground-based

radar _measurements: Chang et al. (1996) measured the
propagation difference between vertically (VV) and hor-
izontally (HH) polarized microwaves s—by measuring the
so called Copolar Phase Difference, CPD, measured—by
a-ground-based-radar-and found that the CPD increased after
snow fall. The increase of the CPD was explained by a hor-
izontal anisotropy of the microstructure of deposited fresh
snow(Chang etal., 1996).Bothetfectswere observed—in
satellite-time-seties-of~, In polarimetric radar measurements
of the satellite TerraSAR-X s—where—a——significant
(Stangl et al., 2006; Werninghaus and Buckreuss, 2010),

both, vertical and horizontal anisotropies were observed at
different times by Leinss etal. (2014b): a positive corre-
lation between the CPD and the depth of fresh snow was
found, but-alse-indicating horizontal structures in fresh snow
with &, > ¢, They also observed the opposite effectwas
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ebserved, where a strong temperature gradient in the snow
pack forced the CPD towards negative values (2)(g, < &,).

1.4 Paper structure

In this paper, we present and apply an electromagnetic model
to determine the mean-depth-averaged structural anisotropy

of a dry snow pack via the dielectric anisotropy derived
from the CPD measured by—with polarimetric radar sys-

tems. The modelconsistently-builds-onthe-description-ot-the
mierostraeture-of-snowpaper is structured as follows:

to_model the anisotropic dielectric permittivity from
the _structural anisotropy of snow. A link to_the
characterization of the microstructure in terms of spa-
tial correlation functions —Fhe-medelis-applied-onEPD
freasurements-aeqtired-with—the-SnowSeat-Instrment

- Sect.3_derives the CPD measured by polarimetric
radar systems for a anisotropic dielectric medium of
known thickness and negligible losses by scattering and
absorption,

- Sect.4 describes the experiment and the field data
collected within four winter seasons from 2009 to 2013.

are discussed with respeette-in view marker events of
snow fall, snow metamorphism and melting. Forthree-

- Sect.5_analyzes the CPD time series in_order
to_determine the evolution of the depth-averaged
anisotropy of the snow pack. For four selected dates,
we-compare-the derived anisotropy with-the-anisetropy

determined—is compared with measurements obtained
by computer-tomography. Furthermore, we compare the

measured CPD time series of two winter seasons with
space-borne ebsefv&&eﬂ&ﬁeffkradar observations from
the satellite TerraSAR- Xand-tanDEM-X—and-disetss
the-question;of-, Then we discuss whether the CPD can
be used to determine the depth of fresh snow.

- Sect. 6 concludes the paper.
2 Eleetromagneticmodel-or-measuring-Dielectric

ermittivity as a function of the structural
anlsotropywthﬁelafﬂﬂetﬂer—ad-ar—systems

The ice matrix of snow can have two different anisotropies
which both can influence the anisotropy of the dielectric
permittivity. The structural anisotropy, discussed in_this
section, is given by an anisotropic spatial distribution of the
ice matrix i.e. the shape of ice crystals. The fabric anisotropy,
discussed in_appendix A, is given by the crystal axis
orientation of ice crystals but its effect on the permittivity
of seasonal snow is small compared to_the effect of the
structural anisotropy.

In this section we—an adapted version of the

Maxwell-Garnett mixing formulas is presented to pro-
vide a relation between the structural anisotropy of snow,

snow density and the effective dielectric permittivity €qfrs
.
lagi .I’ detooki E ”N; 3

2.1 Definition-of structural-anisetropy

In the following we define the coordinate axes such that z
is the vertical (parallel to gravity) and the x and lane is

aralle] to the flat earth surface. We restrict our model to

flat terrain and do not consider shear stress or temperature
gradients not parallel to gravity, which can both occur on
steep terrain.

2.1 Definition of structural anisotro

We define the structural anisotropy, A, as the normalized dif-
ference between the characteristic horizontal dimension, a,
and the characteristic vertical dimension, a, of the “grains”
in the ice matrix:

Ay — Gy

A= —r —
%(aw+GZ)

)

Different choices for the length scales a,, and a, are possible
(Lowe etal., 2011). Recent work for microwave modeling
has mainly used the (exponential) correlation lengths, a, =
Pex,» and a, = pex -, as defined in Mitzler (2002)and-derived

frem—. The exponential correlation lengths are convenientl

derived by an exponential fit to spatial correlation functions
(Lowe et al., 2011).

If the anisotropy is defined as in Eq. (1), the magni-
tude ef—4-| A| for grains with given ratio between longest
and shortest length is independent of whether the longest
length is vertically or horizontally oriented. This is different
for an alternative definition A’ where the anisotropy is de-
fined as the vertical-to-horizontal size ratio of ice grains. The

difference of the two definitions with respect to the isotropic
case (A = 0 and A’ = 1) becomes clear when comparing e.g.
(ag =2, a; = 1) with (g, = 1, a. = 2). The definition A" is
commonly used to simplify electromagnetic modeling. The
anisotropy A’ can be converted to Eq. (1) by

/7%72—14 B
Aiaz7_2+A or A=

1—A

1+ AT

@
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We note that the anisotropy A’ differs from the definition in
terms of the “degree of anisotropy” (DA) which is used in
(Hildebrand et al., 1999; Schneebeli and Sokratov, 2004).
For the DA, the absolute orientation in space is lost since
the definition is based on the ratio of the largest and small-
est eigenvalues of the mean intersection length (MIL) tensor.
The anisotropy A’ (defined as € in Torquato and Lado, 1991
or A(l,) in Calonne et al., 2014) can be further related to the
anisotropy-parameter () used in Calonne et al. (2014) by the
definition in Lowe et al. (2013, Eq. 4).

2.2 Relative permittivity as a function of anisotropic
inclusions: Maxwell-Garnett formulas

The CPD measured by polarimetric radar systems depends
on the difference of the dielectric permittivity €. measured
in the x and z direction. The aim of this subsection is to
establish a link between the effective permittivity eefr ; for
i € {z,y, 2} and the structural anisotropy A.

The following model is based on an empirical exten-
sion of the classical Maxwell-Garnett mixing formulas for
aligned mixtures of ice inclusions in a host medium of air
(e.g. Polder and van Santen, 1946; Sihvola, 2000). To mo-
tivate the necessity of the empirical extension we briefly
revisit the application of Maxwell-Garnett mixing formu-
las in the isotropic case. For isotropic snow (A =0) the
permittivity €efr; should agree with measurements of € for
isotropic snow. However, the relative permittivity, €e MmG»
calculated with the Maxwell-Garnett formula underesti-
mates the measured permittivity (Mitzler, 1996) which is
slightly higher. It was found that eef, Mg is equivalent with
the lower Hashin—Shtrikman bound (Sihvola, 2002; Hashin
and Shtrikman, 1962). The upper Hashin—Shtrikman bound
is equivalent with the “inverse” Maxwell-Garnett formula,
Eeff, MG, inv» Which models air inclusions in a host medium
of ice (Sihvola, 2002). Therefore it is preferable to com-
bine both bounds in a reasonable way to determine eq.
We found that the following weighted averageagrees—with

(—\V}e&m&&nﬂﬂd—M&tﬂer—HQQ—Eqs—%ﬂfM3wi&hm~less

Eeit = (Eeff, MG + Eeft, MG, inv * fvoi€ice) /(1 + froiSice)-

e

agrees best with values from literature (for details see
Appendix B). The ice volume fraction f,, relates the den-
sity of snow p (g/cm?) to the volumetric mass density of air
and ice by

P = fvol * Pice + (1 - fvol) Pair__ fvol Pice- (4)
In the microwave regime between 1020 GHz, the relative
permittivity of pure polycrystalline ice is given by gice =
3.171+0.02, and shows a weak temperature dependence

(Mitzler and Wegmiiller, 1987, Fujita et al., 1993; Matsuoka et al., 199¢
As the uncertainty for snow density measurements of some
percent is larger than the temperature dependence of the
permittivity, a fixed permittivity of 3.17 corresponding to
approximately —10°C has been used in this paper.

According to the Maxwell-Garnett theory for isotropic
mixtures, efr, Mg 1S given by

Eice — Cair
)
Eice + 25air - fvol(gice - Eair)

Eeff, MG — Eair + 3fvolf‘;anr

with the relative permittivity of air, £, = 1 (e.g. Sihvola,
2000). The “inverse” Maxwell-Garnett result, £es MG, inv-
follows by swapping €, and €iee in Eq. (5) and replacing fyo
by 1 — fyo1 (Sihvola, 2002). Note that the Maxwell-Garnett
theory is a mean-field theory and additionally requires the
inclusions to be much smaller than the wavelength of the mi-
crowaves in the medium (ay,a,,a, < A/ +/ett)s so that scat-
tering in the snow volume can be neglected.

For non-spherical inclusions, Eq. (§) has to be adapted
by introducing depolarization factors, /V;, for aligned el-
lipsoidal inclusions (e.g. Cohn, 1900; Polder and van San-
ten, 1946, or Sihvola, 2000). As settling and tempera-
ture gradient metamorphism act in the z direction, we
model the elliptical inclusions as oblate or prolate spheroids
which have their symmetry axis parallel to z. Accord-
ing to {Sihvela;2000)-Sihvola (2000) the permittivity of
anisotropic mixtures is given for each spatial dimension ¢ €
x7 y7 z by

Eice — Cair
(6a)
Eair + (1 - fvol) (Eme Eair)

The “inverse” Maxwell-Garnett form of Eq. (6a) reads

Eeff, MG,i — Eair + fvolgalr

Eair — Eice
Eice + fvolNi (Eair - Eice) ’
(6b)

Eeff, MG, inv,i — Eice T+ (1 - fvol)f‘fice

Both equations are used in Eq. (3) to calculate the effec-
tive anisotropic relative permittivities €qff o, Eetf,y and Eefr -
for snow. Results for the permittivity and the deviation from
the isotropic case are shown in Fig. 1.

The depolarization factors N; are assumed to be equivalent
for both Eqs. (6a) and (6b) and-as both equations describe

the polarizability of elliptical particles. The depolarization
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Maxwell-Garnett mixing formulas Ae=¢gs — Euiy
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Figure 1. Left: Relative permittivity et of snow with isotropic
(A=0), vertically oriented (A= —0.5) and horizontally ori-
ented (A = +0.5) inclusions calculated by the weighted Maxwell—
Garnett formula MGw), Eq. (3). The dots indicate the empirical
function given by Eq. (46) in Wiesmann and Mitzler (1999). Right:
the dielectric anisotropy, Ae = &cfr, o — £eff,», as a function of ice
volume fraction fvo and anisotropy A according to Eq. (3).

factors NN; are given according to (Sihvola, 2000) for el-
lipsoidal inclusions with the dimensions as,ay,a. by the

elliptic integral of second kind

<o
Gyl ds

2 0/<s+a3>¢<s+az><s+az><s+az>"

Ni= ©)

where the integration variable s of unit squared-distance
describes an  ellipsoidal surface larger than the
surface  of the elliptic inclusion where s—=20

Landau and Lifshitz, 1960, §4, p20-30). The dimensions
ay = ay define the (horizontal) diameter of the spheroids

and a, is their vertical length. Note that Sihvola (2000)
used the ellipsoids’ semi-axis. However, the depolarization
factors do not depend on the absolute size of inclusions
and are invariant under rescaling a; — Aa; for arbitrary A.
Consequently, it is possible to parametrize the depolarization
factors directly by the anisotropy A’, which can easily be
verified by substituting s in Eq. (7) with the dimensionless
quantity v = s/a2. N; is then given by

o0

du
-5 ®)
2 J (uta(i,2)/(ut+ 12 (ut A2)
with 4 (4,2) = 1 for i€x,y and 04:(i,2)=
A? for i=2z  Closed form expressions for

the elliptic integrals can be found e.g. in
The depolarization factors satisfy N, + N, + N, =1 for
any ellipsoid (Polder and van Santen, 1946). For spherical
inclusions all three depolarization factors are N; = 1/3 and
Eq. (6a) is equivalent with Eq. (5).

2.3  Series expansion of permittivity from spatial

correlation functions: equivalence with
Maxwell-Garnett formulas

Although ice grains show a much more complex structure
than simple ellipsoids, the model of ellipsoids is realistic
enough for the transverse isotropic symmetry of the dielectric
tensor Z. This becomes more obvious from the exact series
expansion of the dielectric tensor for arbitrary anisotropic
microstructures, which can be expressed in terms of spatial
correlation functions (Rechtsman and Torquato, 2008). In the
Appendix, we show that under the less restrictive assump-
tion of a transverse isotropic two-point correlation function,
the truncation of the exact expression using n-point corre-
lation functions (Rechtsman and Torquato, 2008, Eq. 16) at
second order (n = 2) exactly leads to the Maxwell-Garnett
result (Eq. 6a) in which the depolarization factors N; are ex-
pressed in terms of the anisotropy parameter () as given in
(Loweetal.,2013) via N; = Q fori = z,y and N, = 1-20).
This implies that the present dielectric model and the thermal
conductivity model from (Lowe et al., 2013) are based on ex-
actly the same microstructural parameters. In view of recent
attempts to unify microstructural descriptions of snow for
microwave modeling (ILowe and Picard, 2015), we also note
that the Maxwell-Garnett formula (Eq. 6a) can be likewise
obtained as the low-frequency limit of the quasi-crystalline
approximation for aligned spheroids (Ao and Kong, 2002).

2.4 Anisotropy-measured-by radar systenis

3 Dielectric anisotropy measured by polarimetric
radar systems

The depth-averaged anisotropy of a snow pack of known
depth and density can be estimated when it is observed with
a obliquely looking polarimetric radar system by-analyzing
the Copolar-Phase Difference. CPD-The CPD-is-a-measure
for-and the phase difference of the backscatter coefficients

of two perpendicular polarizations is analyzed. The phase

difference follows from the radio-birefringence of snow and
mmm the propagation delay ef-between two

orthogonally polarized microwaves and—is—derived_inthis
section—with-respeetto—csro—reflected at the bottom of the

snow pack,
e .

3.1 Experimental and geometric considerations

For measuring quantitatively the dielectric anisotropy of
the snow_pack, the angle between the field vector of the
electromagnetic field and the principal axis of the dielectric
tensor € must_be known. Iwo_orthogonally polarized
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microwaves should be be chosen such that the polarizations

are delayed by different components of the dielectric tensor
in_the vertical, therefore one polarization must be at least
partially aligned with the vertical while the other polarization
must_be oriented horizontally. Side-looking polarimetric
radar systems like real or synthetic aperture radar systems are
suitable formeasuring-the-anisotropy-of srow,-whereas-using
NMWMMM
W@Mnadlr lookm g radar systems like-(e.g.
ground penetrating radarsare-net—-A—requirement) as long as
there is no anisotropy in the horizontal (xy-) plane.

A further requirement is that the depth where most of the
microwave energy is backscattered is known. For dry snow
and frequencies of a few GiHz where the volume scattering
contribution in_shallow seasonal snow is negligible (e.g2.
or Leinss etal., 2015, Fig, 5), this requirement is easy to
fulfil] and the scattering center corresponds to the soil below
the_snow_pack. However, for deep firn on ice sheets or
glaciers it can be difficult to obtain a good estimate on the
penetration depth. The following method is not suitable for
wet snow, as the dielectric properties, especially absorption

and the penetration depth, strongly depend on the water
content.

3.2 Definition of the CPD and signal-processing basis

The Copolar Phase Difference, CPD, is a measure for phase
difference resulting from different propagation speeds of two
orthogonally polarized microwaves. The CPD is defined as
the phase difference between the complex-valued backscatter
coefficients, Syy and Spp. The scattering coefficient Syy
for the V. polarization (V_transmit, V. receive) is defined
by the coherent superposition of all scattered fields of
the ensemble of scatterers contained in the corresponding
range resolution cell of the radar (the pixel). The random
distribution_of scatterers in_the resolution cell defines the
unknown_but deterministic_scattering-phase of Syy. The
scattering coefficient Sy is defined the same way but for
perpendicular transmit (H) and receive polarization (II). If
the scatterers don’t have a polarization dependent scattering
phase, the (random) phase values of Syy _and Spp are
spatially_correlated and show a zero-phase difference, if
no_birefringent medium exists between_the radar and the
scatterers. The (complex-valued) spatial correlation function
is defined by the copolar coherence
idcrD {(Svv - Sfiu)

- itom — . ©
e EERETE)

The magnitude of the copolar coherence is given by the
correlation coefficient which ranges from 0 to

seattering-or-absorptiontosses-1. The CPD is equivalent to
the phase of the copolar coherence, . The notation

indicates a spatial average over about 10 to several thousands
of pixels containing the backscatter coefficients of each
polarization and the asterisk * denotes complex conjugation.

The magnitude of the coherence is reduced when two
corresponding resolution cells (of same range but different
polarization) _contain_ scatterers which do_not_show a
correlation_between_orthogonal polarizations. This is_the
case_for objects showing strong multiple scattering (e.g.
orLeinss-etal; 2015, Fig-S)-—rough surfaces and strongly
scattering_ volumes). The coherence is also reduced when
the_corresponding range-resolution_cells, represented by
Syy and Syy, are not perfectly overlapping and do therefore
not contain exactly the same ensemble of scatterers. This
occurs e.g. for large propagation delays AR between the
cells, the coherence is reduced proportional to 1— AR/dr.
The coherence is totally lost when AR exceeds the range
resolution dr of the radar system. For partially overlapping
resolution cells, only scatterers which are both contained
in_the resolution cell of different polarizations _contribute
constructively to_ the coherence; other scatterers lead to
decorrelation. The contribution of correlated scatterers
to_the CPD can therefore be described by two polarized
waves which have a common wave front before propagating
through a birefringent medium and which are scattered at
exactly the same point P on the ground. This scattering
geometry is the basis of Figure 2.

The dielectric anisotropy can precisely be measured with
the CPD, because the CPD, defined as the phase of a signal,
can be determined with a precision of a few degrees (frac-
tion of one wavelength) relative to the total phase delay
of many wavelengths which is accumulated during prop-
agation through the snow pack (Guneriussen et al., 2001,
Eq. 5), and (Leinss et al., 2015, Eq. 14). For example, for I m
deep snow of density p = 0.25 g cm ™~ a dielectric anisotropy
—e—=H-2Ac=¢, —e, =10"* causes a CPD of 1°
relative to the total phase delay of 5700° measured at a radar
frequency of 10 GHz and a radar incidence angle of 40°.
The dielectric anisotropy of transparent media (e.g. a dr

snow pack) can therefore be measured much more accuratel
with the CPD compared to the time-delay between two
erpendicularly polarized microwave pulses.
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3.3 CPD of birefringent, non-scattering media

In order to derive the CPD, the wave propagation through
snow is formulated analogue to transversely isotropic media
as done in anisotropic optics (Saleh and Teich, 1991). Con-
sidering snow as transversely isotropic is reasonable since
gravity and the direction of the water vapor flux in snow
break isotropy in the vertical direction, therefore the optical
axis is given by the z axis.

According to anisotropic optics, we define the refractive
index in the z direction as the extraordinary refractive in-
dex n.. For transversely isotropic media, the extraordinary
refractive index, n., differs from the ordinary refractive in-
dices, n,, which is defined in the (z, y) plane (Fig. 2). The
refractive indices are related to the relative permittivity de-
fined in Eq. (3) together with Eqs. (6a) and (6b) by

(10a)
(10b)

2
N5 = Eeft,x = Eeff,y
2
e

Ny = Eeff, -

The anisotropy of snow can only be determined with polari-
metric radar systems when microwaves are transmitted with
a large enough incidence angle ¢, with respect to the opti-
cal axis. The polarizations of a side-looking radar system are
defined orthogonal to the propagation vector k of the inci-
dent beam such that the horizontal polarization (H) is ori-
ented parallel to the observed surface (cf. Fig. 2). Hence,
the propagation velocity of the H-polarization is delayed
determined by the ordinary refractive index ng. The vertical
polarization (V) is defined perpendicular to H and the propa-
gation vector k. The V-polarization is not parallel to the op-
tical axis z as for side-looking radar systems the incidence
angle ¢y can never reach 90°. Therefore, the electric field
of the V-polarization always has one component along the
optical axis z and one component perpendicular to it, along
z. For the V polarization, the refractive index ny depends on
the propagation angle ¢y in the medium and can be described
by the refractive index ellipsoid (Saleh and Teich, 1991)
2 .2
1 _cos c9v+sm 0\/. 11

n(v)  ng "

The refractive indices for the H and V polarized wave are®

(12a)
(12b)

nyg = Ny
none

2 cog2 2 gin?
\/necos v +n2sin” by

ny (09\/)

The refraction at the air-snow interface is described by
Snell’s law which for the H polarization is

i Sinfg = ny sinfy. (13a)

3Note that the equation for n% in ¢2-(Leinss et al., 2014b) is an

approximation of Eq. (11) for small anisotropies. The approxima-
tion follows from Eq. (11) by writing ng = € —0 and nf = €+ 0
and applying a first order Taylor expansion in &, neglecting terms

k /P 23 .
(BSA) O’o}b e/kp Sy ! / common
ef}zw %y ' wave front
. e

T
layer 1 2= S ) (9 Az
o A>0 o e H,1 2 ' ¢1

layer2 .. N=1, p,... ouq “Axyy Axyy

layer N e\/,N

N 0 0 Ne Oy

n,<n - Az
z I mo<ne Lone "
A<0 Mo
y X AXH,N P
hd ~ R Axyy

Figure 2. An electromagnetic wave (H or V polarized) is trans-
mitted in k direction with respect to the radar coordinate system
(H,k,V) and with an incidence angle 8y with respect to the snow
surface. The electric field of the H polarized wave is perpendicu-
lar to the optical axis (z), and sees the ordinary refractive index
no (therefore called the “ordinary wave”). The electric field of the
V polarized wave has a component parallel to the optical axis and is
affected by the extraordinary refractive index n. (the “extraordinary
wave”). For horizontally aligned anisotropies (A > 0) the extraordi-
nary wave travels faster (n. < n,) whereas for vertical anisotropies
the ordinary wave is faster (n, < n.). As refraction differs for both
waves, also the optical distances differ when measured from a com-
mon wave front to the same point P on the ground. Describing

the radar reflection at a common point / seems arbitrarily chosen,

however only reflections from common scatterers within one radar
resolution cell contribute to the CPD as described in Sect. 3.2. The

structucal anisotropy of the layers is shown as expected for fresh
snow (layer 1) deposited on top of old snow (layer /V). The layer of
fresh snow with density p1 and thickness Az; is drawn with hor-
izontal structures with a anisotropy A > 0. The thick layer of old
snow is drawn as vertical ice grains (A < 0) reerystallized-under
grown by temperature gradient metamorphism. The theory in this
paper is true for any random layering of densities and anisotropies
due to Snell’s law as long as absorption or volume scattering are
negligible.
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For the V polarization, the refractive index ny depends on
v, which in turn depends on nv. The modified Snell’s law

Nair Sinfy = ny (By ) sinfy (13b)
has therefore to be solved simultaneously with Eq. (12b). It
follows that

ny(fv) = \/ + <1 — n2> nalrsm 26,. (14)

Equation (14) can be used in Eq. (13b) to calculate the angle
0y . Note, that 6y is only implicitly contained in Eq. (14) by
0o and Snell’s law (13b). For a birefringent medium, ¢y does
no longer describe the direction of propagation of an optical
beam (which does the Poynting-Vector), but instead the di-
rection which is perpendicular to the wave fronts (the wave
vector k). As we are interested in the retardation of wave
fronts, we use 6y which determines the direction of k in the
birefringent medium. For multi-layer systems comprising N
anisotropic layers which all have the optical axis parallel to
the z axis, Eqs. (13a) and (13b) are valid for every layer be-
cause Snell’s law holds at each layer-interface

njsinﬁj :nj+1sinc9j+1 fij:071N—1 (15)
and with ng = ngy;.

The difference in propagation delay between both polar-
izations can now be calculated. Fig. 2 shows the geometry
of a multilayer system where each layer 7 can have a differ-
ent anisotropy A; and density p;. The layers are numbered
from top (1) to bottom (V). Two sinusoidal plane waves, de-
scribed by E(t,7) = Eoe!“*=*") with the same frequency
v = w/(27) are transmitted to the snow surface with an inci-
dence angle #,. For a fixed time ¢, the phase difference mea-
sured along a distance 7 is given by ¢ = k-r, where the mag-
nitude of the wave vector |k| = 2; % in the medium is defined
by the refractive index n and the vacuum wavelength Aq. The
two paths for the ordinary (H) and extraordinary (V) waves
which connect a common wave front with a point P at the
snow-soil interface are shown in Fig. 2. The two-way phase
difference along this path is given by

@cpD = Pvv — Pun (16)

which correspond to the measured copolar phase difference
(CPD) between the VV and HH channel of a radar system.
The twoJetters—corresponds—to-letters H and V denote the
polarization of the transmitting-V-andH)andrecetvingV
and-Hehannelmeasured signal with VV = (vertical transmit,
vertical receive) and HH = (horizontal transmit, horizontal

receive). For monostatic radar systems, the same coordinate
system (H,k,V) is used for transmission and reception of
the microwave signal, which is called “Back-Scatter Align-
ment” convention, BSA. The reversal of the k vector in
the BSA causes a sign-change of the phase ¢, hence the

physically expected phase difference ¢pp is related to the
phase difference measured in the BSA coordinate system by

7 CPD

oo = (=1)- éiao a7
(cf. Liineburg and Boerner, 2004 or Lee et al., 1999,
Sect. 3.1.3). With respect to Fig. 2, the polarimetric propa-
gation delay and consequently the CPD is given by the phase
accumulated during the propagation through the snow pack
plus an offset in air

N N
bepp =2 Adv; =2 Adu; — 264

j=1 Jj=1
N N

=2 2VaT 9 IR 9 18
; costly ; ; cost ; Pir (1%

The in-air phase difference ¢y = koA Ly, depends on the
sum of horizontal displacements > Azv ; — Az ; and the

wave vector in air, ko = 27,/ Agwith g & 1, and is given
by

N
Dair = ko - sin@oZAzj (tanfv ; —tanb ;). (19)

j=1

The ordinary and extraordinary wave vectors are given by

2 2
™y and ]{V: YINIAYA

ko =
W 2o

(20)
Equation (18) can be rearranged and combined with Eqs. (19)
and (20) and it follows that the CPD can be formulated in the

BSA convention (cf. Eq.17) by

4
Gepp = (— ”Z% Al(ps, Ay, bo). @1

The contributions of individual layers of thickness Az are
given by the relative-specific path length difference

Al(p, A,0p) = \/n%, —sin? 6 — \/n%I —sin? 6. 22)

The relative-specific path length difference defines the opti-
cal path length difference relative-te-the-per thickness AZ of
an anisotropic medium observed under a surface incidence
angle 6. The refractive indices ny and ny are defined for
each individual layer by Eqs. (12a) and (14) using the effec-
tive permittivity from Eqs. (10a) and (+8a10b), which was
derived in Sect. 2.2 for a given snow density p and structural
anisotropy A.

The horizontal structures in setded-freshsnow-eauses-{resh
snow cause a faster propagation speed for the VV polariza-
tion than for HH. Consequently, HH will have a larger phase
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Figure 3. The relative-specific path length difference A(¢, expected
between vertically and horizontally polarized microwaves accord-
ing to (Eq. 22), is plotted for snow with horizontally aligned oblate
ice grains (A = +0.2) overincidence angle (left), and snow density
(right).

delay than VYV at the receiving antenna. This results in a pos-
itive {H-eopelar-phase-difference-dyv—-emm-dueto-a-CPD,

Gepn = dyy — du. due to the sign-change because of the
BSA.

Fhe-relative-The specific path length difference, A¢, in-
creases with incidence angle (Fig. 3, left) and with increas-
ing densities below 0.2gem™3 (Fig. 3, right). When the
snow density increases beyond 0.3gcm™2, refraction re-
duces the alignment of the V polarization with respect to the
optical axis and consequently A( decreases (Fig. 3, right).

Therefore, a broad maximum of A( is observed for densities
between 0.2 and 0.4gcm > (Fig. 3, right), where only a

weak density dependence exists.
Also, above a density of about p=0.55, the dielec-

tric eentrast——e=—anisotropy Ae =&, —¢, decreases
(Fig. 1, right) such that A{ vanishes at p= pj. Where
no air inclusions are present anymore. A—broad—maximarn

of—We note here, that A( is—observed—for—densities

between—0-2-and—6-4eem—"(vanishes only for dielectric
isotropic_(polycrystalline) ice. This is not generally the
case as for ice on glaciers and ice sheets the crystal axis
of ice (c-axis) can have a preferential orientation (e.g.
Matsuoka et al., 1997; Fujita et al., 2014).

The weak dependence of A¢ on snow density, at least for
the density range of seasonal snow, allows for a quite rough
estimate for snow density when the CPD is used to determine
the anisotropy of snow. For seasonal snow, densities of 0.15
and 0.4gem™* have been reported (Bormann etal., 2013).
Within_this range, the CPD varies by less than 20% as
shown by Fig. 3‘tht9—wherea}fﬂest—ﬂede&sﬁy—depeﬂdeﬂee
exists(left).

In contrast to the nen-invertible—density—dependenceof
Acweak density dependence, A¢ depends almost linearly on
anisotropy A for all densities and incidence angles (Fig. 4,
left and right). Therefore, the CPD is mainly determined
by snow depth Az and the anisotropy A which makes
determination of A almost independent on snow density.

When-we-tseHq—

30°

AZ x 10°
AC x 10°
o

-20 -

L L 1 L
-04 -02 00 02
Anisotropy A

1 1 1
02 00 02 04
Anisotropy A

L
-0.4

Figure 4. The relative-specific path length difference A¢, according
to (Eq. 22), plotted over anisotropy for different snow densities but
fixed incidence angle, 8y = 30°, (left) and for different incidence
angles but fixed snow density, p = 0.25g cm ™3, (right).

3.4 Discussion of the CPD regarding literature results
For firn (with p=0.4gcm 3, Ae = —0.05), as observed
by Fujita et al. (2014) for the upper 5 meters of the

ice_sheet at NEEM in_the northwest of Greenland, we

would expect a vertical anisotropy A= —0.25 (2bH—te
caleutate—the—CPD—A’ — 1.3). Similar_fim_ conditions

(p=0.4gem * Ae=—0.05) have been found by
Fujita etal. (2009) at Dome Fuji in Antarctica who
determined a_slightly lower structural anisotropy of
A~ 1.15. Similar anisotropy values of A’ = 1.2 or greater
have been observed in Antarctic firn by Alley (1987).
The density and dielectric measurements of both_studies
of Fujita indicate that a CPD of ¢cpp = —80° per meter
would have been measured for the radar parameters of the
satellite TerraSAR-X as used in_the following study: in
Leinss etal. (2014b) a CPD of 60-150°/ m was measured
for fresh snow (p =0.2) in Finland at 32.7°7 and 9.65 GHz,
which would correspond to a horizontal anisotropy between
A=+02and +0.5 (A”* = 1.2 and 1.7). Somewhat lower
anisotropy_values have been found for natural, undisturbed
as_well as for sieved seasonal snow where for both cases
the horizontal anisotropy (A’"" = 1.12 and 1.17) decreased
and reached in one case a vertical anisotropy (A’ = 1.12)
(Schneebeli and Sokratoy, 2004).

Compared to the simplified model of Leinss et al. (2014b),

where refraction_was not included, we get about 5-10%

lower values eompared—to—the—theery—in—7-whererefraction
was—notineluded-for the CPD using Hq. (21). Refraction
leads to a decreasing z component of the V polarization,
consequently the birefringentbirefringence effect is reduced
as well. Using the weighted average of the two Hashin—
Shtrikman bounds to calculate £.¢ leads to an additional de-
crease of up to 30 % for higher snow densities —compared to

the model published by Leinss et al. (2014b).
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3.5 Generalization for scattering multilayer systems

Equation (21) is valid for a multi-layer system, where scat-
tering and absorption are negligible in or between different
snow layers. In the present work, we solely concentrate on
non-scattering and non-absorptive media for which all scat-
tered energy returns from the bottom of the multi-layer snow
system.

For multi-layer systems like—snow—with—veryJtarge—ice
eratnse-g-deep-mult-yearfirn-on-glaciers;-but-alsefor-wet
and-eonseqtently-absorbing snow-where scattering occurs at
the snow surface, at layer boundaries or within snow layers,
or where microwave-absorbing layers are present, the loca-

tion of the main scattering center is difficult to define and
depends strongly on the scattering and absorption properties
of the snow velume-pack. _

The scattering properties are given by the ratio of grain
size to wavelength but also by the surface roughness and
the dielectric contrast between neighboring layers. Scattering
within_the snow pack can occur e.g. in_old metamorphic
snow like depth hoar, in snow which contains ice layers and
melt-crusts but also in deep snow on glaciers where the snow

depth exceeds the penetration depth of microwaves,
In the following we briefly outline how Eq. (21) can be

generalized (o estimate the CPD when scattering of different
layers needs to be included.

In order to generalize our model for media where volume
scattering cannot be neglected, we define — possibly com-
plex — amplitude scattering factors jz; for each layer bound-

ary. The scattering contribution of the first layer boundary,
the _air/snow_interface, is_given by sig. The phasor e’
whichresultsfrom-defining the CPD of the first layer con-
tributes with ;-the backscatter amplitude factor y;_of the

first-to-second layer boundary to the total phase difference.
The reflection frem-after the second layer accumulates the

CPD of the first and of the second layer, so that the second
phasor is given by e®{#1+%2) and so on. The total phase dif-
ference is then

pepp = g + 11 - €9 4 pig - Glorten) |

=D im0 [ [rmaeo’e®. with g = 0.
(23)

Scattering within layers can be accounted for by subdividin
a homogeneous layer into a sufficient number of finite layers.

For homogeneously scattering and/or absorbing volumes,
| 5] would decrease exponentially, whereas j+; can be quite
heterogeneous for ice layers which occur e.g. in the percola-
tion zone of glaciers (Parrella et al., 2015) —or for snow packs

which contain e.g. melt crusts and ice layers. In such cases,
assumptions must be made for the penetration depth or the

penetration depth must be determined independently and the

inversion of the CPD to determine the anisotropy can quickl
be questionable.

3.6 Contribution of a rough ground surface

The method to determine the anisotropy of snow as presented
in_the previous sections relies on the assumption that
the CPD of the underlying ground is zero or at least
known (see Sect.5.6). Radar experiments have shown that
the CPD s close to_zero for soil at small incidence
angles but shows an_increasing standard deviation for
rough surfaces. It has also been found that the CPD
increases to_a few ten degrees with incidence angle
for rough soil(Sarabandi, 1992; Oh et al., 2002). The CPD
is_also_influenced by vegetation cover, especially for
oriented vegetation (Ulaby etal., 1987). Therefore, CPD
measurements of snow free ground are recommended to
verify if any CPD bias exists.

4 Experimental data

For the validation of our model we analyzed radar data ac-
quired within the Nordic Snow Radar Experiment (NoS-
REx) campaigns ¢5(Lemmetyinen et al., 2013). The NoS-
REx campaigns consisted of extensive field measurements
and various active and passive microwave measurements
acquired at a test site near the eity—town of Sodankyld in
northern Finland. The test site, shown in Fig. 5, is an al-
most flat forest clearing which is surrounded by boreal for-

est. ew-The test site is covered by low taiga-type vegetation
grew&eﬂ—fh&sﬁeﬂfrwghﬁgkrwmmeral 5011 B&Hﬂg

%ﬁﬂdwas—me&sured—wr&kseven—sﬂeks%ee&tedrlw

is equipped with various sensors to measure meteorological

data and snow properties. For the radar measurements, two
sectors were defined on the test site, sector 1 -apart—The-seven

SHMM%DWW@
forest clearing, sector 2 between trees.

4.1 Microwave measurements

The radar data were acquired by the SnowScat Instrument
(SSI), which was installed on a 9 m high toweren—the—test
stte—The-SST, The tower is shown in the-inset-of-Fig. 5, the
SSILwith its two horn-antennas is shown in the inset.

SnowScat is a fully polarimetric, coherent,
continuous-wave  stepped-frequency,  real  aperture
radar and operates between 9.2 and 17.8GHz

Wiesmaniet-al; 2008 Werner-et-al520H03(Wiesmann et al., 2008; We:

It was originally developed and built for snow backscatter
measurements within the ESA ESTEC project KuScat,
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Figure 5. The radar data and meteorological measurements were
acquired at-on the above shown test site nearnearby the town of
Sodankyld, Finland. The SnowScat Instrument +SSI —is—showa-in
the-(insetand-) was mounted on a 9m high tower. The reference
target (sphere) used for calibration can be located behind a tree.
The SSI scanned sector 1 and 2 with different azimuth (az) and

incidence angles 6.

Meteorelogieal-The meteorological sensors

SMT=-Setlmeistare-and-soi-temperatares AWS-Automatie-weather
station—CT+, €F-2-MeteoMast, SDAT1, GWI, and €F-3-AWS are

thetocations—ofsnow—specified in Table 1. Snow profiles which

were taken at CT-1 to CT-4 for analysis by computer to-
mography. Snow density was measured in the snow pit, with the

Gamma water Instrument (GWI), and was also derived from the
snow water equivalent (SWE) determined by the SSI as described

in (beinss-et-ab-20+5)Leinss et al. (2015). The variability of snow
depth was measured with seven sticks {inside the ellipse "SDvar)".

contract No. 42000 20716/07/NL/EL. Both antennas of the
instrument can transmit and receive in horizontal (H) and

vertical (V) polarization.

meastrements—were—repeated—The (-3dB) beam_ width
of the horn antennas ranges from 5 to 12 degree, depending
on polarization and frequency.

Radar acquisitions were acquired of both sectors of the test

site every four hours. The sectors were scanned in azimuth-
subsectors of 6° by rotating the antennas around the vertical
axis (az). The scan was done for each of the four nominal
incidence angles (#; = 30°,40°,50°, and 60°) resulting in
17 x 4 acquisitions for sector 1 and 5 x 4 acquisitions for sec-
tor 2. Each subsector was measured in all four polarization

combinationspel-cVAVSHHVH-HVE—, VV, HH, VH, and
HYV, using the full frequency range. A detailed description

showing the acquisition geometry, the antenna patterns and
the polarimetric backscatter signal frem-the-two-of both sec-
tors can be found in (Eeinssetal52045)Leinss et al. (2015);
In_this publication, the snow water equivalent (SWL), later

Table 1. Abbreviations for different sensors and measurements

SSL Snow Scat Instrument (ground based radar)
CT# Snow profile number # acquired in the field
and analyzed by computer tomography (¢CT)

CLL Profile sampling date: 03-03-2011

Clz Profile sampling date: 21-12-2011

CI3 Profile sampling date: 01:03-2012

CT4 Profile sampling date: 28-02-2013

SDAT1 Snow Depth and Air Temperature sensor no. 1
SMT Sensors for Soil Moisture and soil Temperature
MeteoMast  Meteorological mast (snow depth,

snow temperature profiles)

SDyar Snow Depth variability course
AWS Automatic Weather Station
GWL Gamma Water Instrument (SWE measurement

by samma ray absor; tion)

used to estimate the snow density, was determined from SSI
data by means of differential radar interferometry.

In_the present work, it is assumed that during dry
snow_conditions all energy is backscattered from _the
ground below the snow pack. This assumption is justified
because SWE could be determined with high precision
in Leinss et al. (2015), where a requirement for successful
SWE measurements was_a_snow pack _transparent for
further supported by the analysis of the radargrams (Fig. 9
and 10 in Leinss et al., 2014a) which show a distinct range
shift of 1.2m of the antenna pattern at the onset of snow
melt. This shift measured at = 40° is proportional to
the slant range difference between the wet snow surface of
80cm height, as observed in April 2012 and 2013, and the
underlying ground which had been visible during the dry

snow conditions before snow melt.

4.2 Meteorological measurementsSeveral-Hinstraments
were-installed-at-instruments, snow depth and

density determination

Several automated meteorological sensors were installed on
the test site which-automatically-measured-meteorological
data—at the Jocations shown in Fig. Sshews-theJocation—of

different-sensors-, Abbreviations for the sensors are listed in
Snow depth and air temperature were measured by the sen-
sor SDTAL. Soil temperature (2 sensors at 2cm depth) and
soil moisture (4 sensors, each 2 at 2.em and 10cm depth)
were measured by twe-sensers-a sensor network named SMT.

Snow depth and temperature profiles within the snowpack
were measured by the meteorological mast (MeteoMast)

100 m east of the SSI. An automatic weather station (AWS),
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located 500 m north of the SSI measured snow depth, air tem-
perature, and other meteorological parameters.

4.3  Snow-measurements

sneow—denstty—The variability of snow depth on the test
site was measured with seven sticks located 1m apart, the

so called "Snow depth variability course" (SDvar). The

seven sticks are located in the ellipse "SDvar” in Fig. 3.
Snow depth measurements done at the seven sticks show a
quite homogeneous snow depth distribution with a standard
deviation of 23 cm during dry snow conditions. This allows
for comparison of snow data measured at different locations
within the test site.
I@@W&@%@Mms manually mea-

sured in the snow pit once every week. Snow—density
Payg._Was also calculated from snow depth measured by

SDTAI and from SWE measurements, as SWE in mm
water_column_equivalent = snow_depth: payg. /pice- SWE
was obtained from the SSI during dry snow conditions
(Leinss et al., 2015), and from measurements of the-gamma

ray absorption within the snow pack using the Gamma Water
Instrument, GWI, during wet snow conditions. Petails—for

SWE-determination-A short description of the GWI can be
found in Kontu et al. (2011) and Leinss et al. (2015).

4.3 Computer tomography profiles

The microstructure of four vertical snow profileswas
determined-at-three-sites, CT-1en24-DPeeember20HC1-2
on1-Mareh2012-and-C13-on28 Febraary 2013~ C14,
sampled in the field on the dates given in Table 1, was
determined using computer tomography. The location of the
sites-profiles are shown in Fig. 5. Overlapping samples-where

For each profile, vertically overlapping samples of about 10
cm height were taken to cover entire snow depth profiles. The

samples were later analyzed by computer tomography at the
Institute for Snow and Avalanche Research SLF in Switzer-
land. For analysis by means of ©CT, the snow samples had
to be cast for transportation from Finland to the cold lab at
SLF, Switzerland.

An analysis of the yCT data, which we used here to de-
termine the anisotropy, was already published with respect
to other snow structure parameters in Proksch et al. (2015).
Here we briefly summarize the methodology of the casting
and processing procedure.

The snow samples were cast using Diethly-Phthalate
(DEP) to preserve the snow structure. The casting procedure
as well as an accuracy analysis of cast and not-cast samples
are described in Heggli et al. (2009). In the cold lab, the
samples were scanned with a nominal resolution (voxel size)
ranging from 10 um for new snow to 20 pum for depth hoar.
The size of the evaluated volumes ranged from 67 mm? for
CT-land-, CT-2 and CT-3 (512 x 512 x 256 voxel with 10 um
voxelsize) to 917 mm? for EF3-C1-4 (512 x512 x 600 voxel

with 18 um voxel size). Thesizes-ofthe-evaluated—volumes
were chosen-much-largerthan-the representative-elementary
] REV) i reliabl Lo f
. . ; o1 f : )
betweenZ-and-4-Kaempleretal-2005-

The 3-D-gray-scale images, which resulted from the scans,
were filtered using a Gaussian filter (sigma = 1 voxel, filter
kernel support = 2 voxel). The smoothed images were then
segmented into binary images. For snow/air segmentation,
the intensity threshold was chosen at the minimum between
the DEP peak and the air peak in the histograms of the gray-
scale images.

4.4 Processing-the-SnowScat data processing and CPD
retrivalcalibration

The frequency-domainraw-datasraw data measured by the

SSI +in the frequency-domain for each azimuth direction az
and incidence angle # were windowed to select a specific

frequency band of 2 GHz bandwidthwhich—. The selected
bandwidth was then focused into the-range profiles of single-
look-complex (SLC) format (details-n-for procession details
see Leinss et al, 2015). The pixels of an SLC acqui-
sition represent the complex-valued backscatter amphtade

profifes-coefficients Sy (7, 00, a2) elongranger—The-phase
of-the complex signal-contains-information-about-the-signal
propagation—delayof each polarization pol € {VV, HH, VH,

HV}. The uncalibrated CPD svas—for each az and 6y was

then calculated from the eemplex—valued;copolar-coherence
defined-as-

(Svv-Siw)

YVVHH - elbce (0070,2) — —<\SW\2><\SHH\2> .

copolar coherence (Eq. 9) evaluated for the measured

backscatter coefficients Syy and Spp. The ensemble aver-
ages of-(-) contained about 150-300 range-pixels contained

noise-and-roughsurfacescovering the full width (-3 dB) of the
antenna footprint. By summing over the antenna footprint,
slightly different CPD values have been averaged due to
the incidence angle variation of 5 - 8 degree within the
common antenna footprint of both polarizations. Still, across
the footprint, the incidence angle dependence of the CPD is

sufficiently linear so that no systematic errors are expected.
For noise and speckle reduction, the copolar coherences of

different azimuth-subsectors with the same incidence an-
gle were averaged. The phase ¢cpp = ¢vv — ¢, obtained
from the averaged coherence, is the CPD in the backscatter

alignment convention as defined in Eq. (16).
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4.5 SnowSeat-calibration

statistie—errorsis—estimated—te—be—below15°CPD _showed
some systematic drifts, therefore a metallic sphere was

used for calibration of the measurements. The calibration

procedure is detailed in Appendix D,

4.5 Selecting valid acquisitions

Invalid acquisitions were removed before the analysis with
the help of the calibration data. Acquisitions were classified
as invalid if the CPD or the Radar Cross Section (RCS) of
the reference targets (sphere, plate) deviated too far from the
expected values or if the temporal trend of the sphere and the
plate-target-plate were not in agreement. In the two seasons
before 18 November 2011, where the plate target was not
installed yet, the sphere showed very stable results therefore
the data was considered as valid. For sector 2, which was
located between trees, some subsectors at the left and right
hand side were disturbed by trees (Leinss et al., 2015, Fig. 3)
and were therefore excluded from the analysis.

5 Analysis
. oo o
4.1 Measurements: Four years of CPD time series
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Four years of CPD time series measurements—and—the

4.2 Timeseries-o-CPD

Hour—years—of —CPP—time—series—data, acquired by the

SnowScat instrument between 2009 and 2013, are plotted in
Figs. 6 — 9 together with meteorological data—Shewn-are-the
meteorological parameterssnow-depth-fmeasurements.

The upper panels of the figures show meteorological
parameters (abbreviations are given in Table 1, locations
are_shown_in Fig. 5). The snow depth measured by the
three sensor SDAT 1y;-air—and-soi-temperatare-{, AWS and
MeteoMast are shown as dashed lines, the mean and standard
deviation of the snow depth variability course "SDvar” is
shown as errors bars. The blue solid line shows the average
snow depth of SDAT1, AWS and MeteoMast. Air- and soil
temperature of the sensor SDAT1 and SMT j-as-well-as-seil
moistare{sensor-SM1)-and-snow-densityare plotted below
the snow depth. The second panel shows soil moisture for
two_locations, each at 2 and 10 cm depth, measured by
the sensors of SMT (brown). The snow density (solid black
line) was determined by dividing SWE, as determined—in
{Eeinssetals2045)described in Sect. 4.2, by the snow depth
measured by the sensor SDAT1. Manual density measure-
ments obtained in the snow pit are alse-shewn-shown as black
dots.

The pelarimetric—radar—measurements—are—plotted—in—the

lower panels of Figs—6-9-the figures show the polarimetric
radar measurements. The CPD (= ¢vv — ¢un) measured by

the SSI is plotted for different incidence angles -6 (third
panel), and frequencies --f (forth panel). The lowest panel
shows the co-polar coherence ~yyyun for three different
frequencies and the highest incidence angle 6 = 60°.

The dark gray shading inFigs—6—9-for April and May

in the figures indicates the period of snow meltin-Aprit-and
Meay. Snow free conditions are indicated by a light gray shad-

ing in autumn and May/June. In the following paragraphs we
summarize the main characteristics of the measurements ob-
served during the four winter seasons.

A common characteristic whieh—was—found in all four
seasons was-is a rising CPD during snow fall. The CPD
reached its maximum typically a few days after snowfall

ended. During-The opposite trend, a gradually decreasin
CPD during periods of cold temperatures without much fresh

snow, the-CPD-deereased-gradually—can be observed as long
as temperatures were well below 0°C. During snow melt, the
CPD was-is close to zero as the penetration of microwaves
into the wet snow pack is inhibited. Soil moisture correlates
well with snow melt, but does not show any influence on the
CPD, even when the soil was not frozen in early winter.

The copolar coherence, yyyup, is shown for the highest
incidence angle (#y = 60°) where it is most sensitive to vol-
ume scattering. During dry snow conditions, ~yyyuy ranges
from 0.4 to 0.7 {depending-ontrequencywith lower values
for higher frequencies. Only at 16.8 GHz at 60° the coher-
ence was found to be lower during winter (= 0.4) compared
to snow free conditions (srvym~-9-5—8-6yyyuy ~ 0.55,
horizontal dashed line "no snow™), which indicates some
weak scattering in the snow volume. The highest values of
~vyvag = 0.7...0.8 were measured during snow melt, where
the microwave penetration depth is very weak (a few cm)
and scattering occurs at the snow surface. After all snow has
melted, the coherence decreased to 2 0.5...0.6 and-as some
volume scattering occurs at the low vegetation.

4.2 Interpretation of CPD measurements with respect

to snow conditions

The four analyzed winter seasons showed quite differ-
ent snow conditions. In the followingparagraphs, we pro-
vide an interpretation of the measured CPD time se-
ries with respect to snow properties which were ob-
served in the field and which were documented in

The winter of 2009-2010 was characterized by mild tem-
peratures until mid of December which caused a—delayed
freezing of the soil compared to average years. Snow ac-
cumulation happened gradually and the mild temperatures
lead to larger snow densities of 0.2gcem ™3 in early win-
ter @Wm Due to warm temperatures,
depth hoar was largely absent and melt-refreeze events in
early December caused the formation of a crust at—the

bottom—ofthesnew—paek—in the shallow snow pack which
was later covered by snow. Later in winter, two major

snow fall events occurred. The first happened during early
February after which the CPD increased by more than 50°

but decreased quickly due to strong temperature gradients
causing a fast metamorphism into vertical structures. The

second major snow fall occurred during the night from 2
to 3 March 2010, where a fast rise in temperatures together
with 20 mm precipitation caused strong-some snow settling.

Consequently-Despite additional fresh snow of low density,

a slight increase in snow density can be observed in Fig.
6. The settling caused an abrupt increase of the CPD of

about 20° happened—during the night, followed by a to-
tal increase of more than 50° within the 5 following days.

Snow settling and collapse of weak layers are discussed
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Figure 6. Winter season 2009-2010. Top three-panels: Meteorolog-
ical data measured by the sensors SDAT -and-SMT—snew-density

as-described in Sect. 4.1. Bottom: CPD and copolar coherence mea-
sured by the SSI for different incidence angles and frequencies. The
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Figure 7. Winter season 2010-2011. Meteorological and radar data
as shown in Fig. 6 and described in Sect. 4.1. The vertical dashed
line shows the date when the profile CT-1 was acquired.

with respect to the "SnowScat anomaly on 2/3 march 2010"

in Lemmetyinen et al. (2013, p.214 - 240). Our observations
support their arguments, as a strong increase of the CPD is
related to fresh snow, snow settling and a possible collapse

of weak layers with vertical structures.
The winter of 2010-2011 was characterized by very cold

temperatures and a relatively thin snow cover. The strong
temperature gradients lead to a distinct layer of depth hoar.
The slightly negative CPD in December indicates a weak ver-
tical anisotropy in the snow pack. From January until March,
the CPD increased with snow fall but was disrupted by a pe-
riod of very cold temperatures in February during which the
CPD decreased by 50°.

The winter of 2011-2012 was characterized by ini-
tially exceptionally mild temperatures and late but intense
snow fall during December. The weak temperature gradi-
ent from mid December until mid January caused almost

no reerystallization-metamorphism into vertical structures.
Therefore, a thick layer of horizontally oriented, settled fresh
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Figure 8. Winter season 2011-2012. Meteorological and radar data
as shown in Fig. 6 and described in Sect. 4.1. 'Iwo vertical dashed
lines shows the date when the profiles CT-2 and CT-3 were acquired.
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Figure 9. Winter season 2012-2013. Meteorological and radar data
as shown in Fig. 6 and described in Sect. 4.1. The vertical dashed

line shows the date when the profile CT-4 was acquired.

snow was preserved and a maximum CPD of 4+135° was ob-
served at 7 January, 9- days after 20 cm of fresh snow. Almost
no depth hoar was observed due to the insulating effect of
the thick snow pack. The extremely large phase differences
disappeared relatively quickly during very cold air temper-
atures between —15 and —35 °C in the second half of Jan-
uary and-earlyHebruary-and-until mid February where the
CPD even changed sign, so that a minimum CPD of —30°
was observed at 9 February. After various snowfall events,
the negative phase differences disappeared. At 12 April,
the snow surface melted and refroze afterwards. A signifi-
cant drop in the copolar coherence below snow free values
(Fig. 8) indicates increased volume scattering or even resid-
ual melt water in the snow pack. A change in the backscatter

pattern observed in Leinss et al. (2014a, Fig. 9) supports the
observation of increased volume scattering. During the time

around 12 April, when the snow surface was wet snow, the
CPD dropped for a few days to zero but recovered afterwards
during a short period of negative temperatures before snow
melt.
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The winter of 2012-2013 was again characterized by
very mild temperatures but early and heavy snowfall dur-
ing November, followed by three additional major snowfall
events, which caused a very clear peak-like signal in the

CPD. The peaks appear a few days after snow fall ended
which indicates that settling of fresh snow is responsible for

an increase of the CPD, In February, after the last heavy snow
fall, a CPD of more than +100° was reached. From March
until mid April, no snow fall was present and low temper-
atures caused a strong reerystallization-metamorphism for a
period of 6 weeks, after which a minimum CPD of —60° was
observed. With the onset of snow melt, the CPD jumped to
zero due wet snow and the resulting weak-small microwave
penetration depth.

5 Analysis

5.1 Estimation of the average anisotropy of snow

The developed electromagnetic model frem—Seet—27—in
Sect.2 and 3 is free of fit-parameters. Therefore, the

measured-copelar-phase-copolar phase difference, measured
and averaged over all azimuth subsectors, CPDyeqs., can be
inverted with the additional information of snow depth and
a good approximation of snow density (as discussed at the
end of Sect.3.3) to get a CPD-based estimate for the depth-

average anisotropy SVE:gD WA%MN

For the analysis in this section, we assumed that the

snow pack ebserved-at-differentinetdence-angles-consisted
of a single layer with censtant-anisetropy—A-—Equation (2H
can—then-be-usedto-model-the CPDfora—given-a constant
anisotropy. We_further assumed that the snow_properties
depth, density, anisotropy and also scattering properties of
the underlying soil) do not vary spatially across the test site
so that we can compare measurements done with different
incidence angles and with different antenna footprints. The
measurements of the snow depth variability course, SDvar,
and the careful preparation of the test site’s surface support
these assumptions. The area observed by the SSI covers the
properties due to a proximity to trees should be negligible
(this is only true for sector 1, not for sector 2 located between

trees). A variable snow depth due to wind drifts is unlikely,

as the test site is sufficiently protected by wind due to the

surrounding trees of the forest clearing (Fig. 5).
ACPD

The depth-average anisotropy, is estimated from
Eq. (21) using CPD for the radar system parameters

(microwave frequency f, incidence angle 6o=-). The required
in-situ_measured parameters snow depth AZ s—and—snow

density-p-(from SDAT1), and the depth-average snow density
Pavg as shown in Figs. 6 — 9. A sketch of the processing
chain to determine the anisotropy is shown in_the block
diagram in Fig. 10. The ice volume fraction fy = pave/pice

follows from snow density. For every measurement time ¢,
the depth-averaged, CPD-based estimate

Ml —follows
fe%e&eh&ﬂe}deﬂeeﬁmgle«t%ﬁmérﬁeqﬂeﬂey—fm

follows by minimization of the difference

HCPDmeaSE <t7 '907 f)) - CPDIHOddE(

A,(00,1.)], b0, f)]-
(24)

4CPDEt} and-the-estimates—A{fq, ) for-each Jorand£
avg ? K -
ﬂwﬁﬁaf&metefs—tees&ma{eﬂ@%—&re&ﬂewdeﬁh
and-density—as—shown—in-with respect to A € [—1,1]. CPD
time series at 16 different frequencies between 10 and
17 GHz and at four different incidence angles were evaluated
in Eq. (24); a few of them are shown in the Figs. 6 —9. Radar
measurements CPPpes( Oo f1ab-16-diflerent-frequencies
between—0-Anisotropy values of all frequencies but onl

anisotropy values determined for the three larger incidence
angles 0y — 40, 50, and +7were—used—For—estimation—of

60° were later averm&gAS‘gD( Jwe-ased-only

three-inecidenee-angles#y—=40—60-, since the CPD mea-

surements with the smallest incidence angle (A= 30°)
showed the highest sensitivity to calibration errorsand-ether
. I]].g.F.';'¥. .;Ii.

anisetropy-are-shown-in-Fig—H—, The estimated anisotropy,
Ag;D t), was therefore determined from 48(= 16 x 3

estimates ASPP(¢. 6 . The standard deviation for each

time ¢ is determined by the scatter of all 64 (=16 x4
estimates AL (.00, f) around their average AL’ (t). The
average standard deviation of 0 4 & 0.005 is well below the
range of the obtained anisotropy between —0.05 and +0.2.
The standard deviation varies with snow depth and is shown
as a gray bar below the anisotropy.

Time seties of the estimated anisotropy A, (t) are shown
in Fig. 11. The largest positive anisotropy Afy’ ~ 10.2
was found for Dec 2011 after intense snow fall and while
temperature_gradient metamorphism was very weak. The
largest _negative anisotropies were found for Nov 2010
(A ~ =0.06) where strong temperature gradients in the
(A ~2 =0.05) after periods of very cold temperatures
without _precipitation. As Ag.’ is the depth-averaged
anisotropy of positive and negative values much larger
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Radar measurement: CPD,,, (t, 6, f) | | Snow parameters: fuo = Oag/ Ocer AZ
. } fu
o
- Maxwell-Garnett theory
3
L {8, £ 83 = func(A, f,q) [ a--1--- Ae[-1, .., 1]
=
?;] 0,f lcx, £, S, SD

Birefringent snow model
CPD el = func(A, AZ, Oy, f)

1 CPDmodel[Al 00' ﬂ
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Figure 10. Processing chain used to estimate the average anisotropy
of the snow pack, AEV};D, The anisotropy can iteratively-be estimated

from the measured CPD, by minimizing the difference between
modeled and measured data with respect to A if snow depth AZ

and the ice volume fraction fyq are known. The anisotropy 4
Mwas calculated independently for all incidence an-
gles, 6o, and frequencies, f, and the results were averaged to obtain

anisotropies are expected to be found in individual layers (see
Sect.5.3 and Fig. 16).

While discussing the structural anisotropy of snow which
has been derived from dielectric anisotropy it seems relevant
to recall that single ice crystals also show a birefringence.
Fujita et al. (2014) reported that the dielectric_anisotropy
due to oriented crystal fabrics is often much lower than
dielectric anisotropy expected from a structural anisotropy.
In_appendix A we used the fabric measurements in_snow
from Riche et al. (2013) to_estimate a maximum_dielectric
anisotropy of Ac¢ = —0.002 which corresponds to a structural
anisotropy of A = —0.02. This is small compared to_the
measurements shown in Fig. 11 and confirms therefore the
statement of Fujita et al. (2014). It is worth to note, that the
dielectric anisotropy due to the vertical crystal orientation of
fresh snow has the opposite sign as the dielectric anisotropy
due to the horizontal structural anisotropy of fresh snow.

5.2 Incidence angle and frequency dependence

The larger the incidence angle, the better are the verti-
cally polarized microwaves aligned with the optical axis of
anisetropie—snow—birefringent snow pack. The CPD must
therefore increase with increasing incidence angle. This has
already been observed in the CPD time series plotted for dif-
ferent incidence angles in the middle panel of Figs. 6-9.
The electromagnetic model presented in Sect. 22-3 pre-
dicts a nonlinear incidence angle dependence due to refrac-
tion in the snow pack (Fig. 3, left). To verify the nonlinear
incidence angle dependence, we selected five dates spread
over the four winter seasons to cover the maximum avail-

measured average anisotropy
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Figure 11. Average anisotropy of the snow pack, AEV};D, determined
during dry snow conditions for the winter seasons from 2009-2013.
The anisotropy was derived from the CPD whieh-was-measured by
the SnowScat instrument. The standard deviation of AEV};D, calcu-
lated from measurements at different frequencies and incidence an-
gles, is shown as the time-varying gray bar below the anisotropy.
The dark-gray shading in April/May indicates the period of snow
melt, the light-gray shadings in-(Oct./Nov.ard-, May/June) indicate
snow free conditions. The four dashed vertical lines show the times
when the anisotropy was measured by computer tomography (CT-1,

able range of CPDs. For each date we used the measured
snow density -p s-and-the-and snow depth AZ together with
the averaged CPD-based anisotropy, ASVE:gD, to model the ex-
pected incidence angle dependence. A comparison of mod-
eled and measured incidence angle dependence is shown in
Fig. 12 (left) for the five selected dates.

The CPD is modeled to be proportional to the depth of
a snow pack which is transparent for microwaves. The deeper
the snow and the higher the frequency, the more wavelengths
“fit” into—the—in_the propagation path length through the
snow volume and the higher is the expected phase differ-
ence. This frequency dependence is described by Eq. (21)
which shows a linear frequency dependence (o A1), Larger
CPD values were indeed measured for higher frequencies
as it is shown for f =10.2, 13.5 and 16.8 GHz in the 2nd-
last panel of Figs. 6-9. For a more quantitative insight, we
plotted the CPD measured for 16 different frequencies in
Fig. 12 (right). The CPD was plotted for the same five dates
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Figure 12. Left: incidence angle dependence of measured CPD vs.
modeled incidence angle dependence. Right: frequency dependence
of measured CPD vs. modeled linear frequency dependence.
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Figure 13. Deviation of measured and modeled CPD for differ-
ent frequencies f and different incidence angles 8g. Dots show the
mean deviation CPDieas. — CPDpodelea of all data acquired during
dry snow conditions. The error bars are the standard-deviations cal-
culated from about 5600 measurements.

shown in Fig. 12 (left). As expected, the CPD shows approx-
imately a linear dependence on frequency.

In order to get a better quantitative measure how well
the electromagnetic model fits to the-measured data, we did
a statistical analysis and compared the modeled phase differ-
ence, CPDmodel(1415‘,E:;]3(15)7(707 f), according to Eq. (21), with
the measured phase difference, CPDypeqs (£,60, f). The mean
deviation, as well as the standard deviation of CPDyoqe —
CPDpeqs., were calculated over all acquisitions acquired dur-
ing dry snow conditions separately for each incidence angle
0y and for each frequency f.

The mean deviation is plotted over frequency and for each
incidence angle in Fig. 13. The error bars indicate the stan-
dard deviation. The mean deviation is about +4° (black dots
in Fig. 13) and is almost always within the standard deviation
(error bars). Only for § = 60° and f > 14 GHz, we measure
larger deviation up to 4-8°. Figure 13 shows that neither large
deviations from the expected incidence angle dependence
nor large deviations from the linear frequency dependence

sample CT-2 (NX-2-top)

12 cm above ground 24 cm above ground

Figure 14. Two samples from the profile €F4-CT-2 (21 Decem-
ber 2011) taken at-a-depth-of-12 cm (left) and 24 cm (right) above
ground. Horizontal structures are clearly visible in the left image but
can also be identified in beth-imagesthe right image. The CT-based
average anisotropy derivedfor-of the two samples are AEVE, =40.26
(left) and 4+0.16 (right). The vertically resolved anisotropy, Acr,
determined every 2mm depth by means of yCT, are-is plotted in
Fig. 16 (top feftright) for both samples as blue dots.

were found. The deviations of CPDyess from the CPDypode1
are within the estimated calibration accuracy of £15°.

As measured and modeled data agree within a few degree,
we conclude that our electromagnetic model is able to ex-
plain the observed CPD by considering snow as an optically
anisotropic medium. The linear dependence on frequency
confirms our assumption that the CPD is a volumetric prop-
erty of snow.

5.3 Validation with computer tomography

For validation we compared the CPD-based estimates A%
A&Pgmm tomography based estimates %ﬁm&-
tained from in-situ snow measurements. The datesfour dates
t;, when the samples for computer tomography analysis were
taken from the three-four snow pits, CT-1--CFZ-and-C1-3;
are-indieated—. . .CT-4, are indicated as dashed vertical lines
in Figs. -7 - 9, and also in Fig. 11as-dashed-verticaldines:
Heur-examplesof-. Two examples of the 3-D images efsnow
samples-ofabout2height-oblained by computer tomography

are shown in Figs. 14 and 15.

In order to obtain the anisotropy from the computer to-
mography data, the binary 3-D images were analyzed by
means of spatial correlation functions according to Lowe
et al. (2011). Exponential correlation lengths, pex z» Pex,ys
and pex ., were derived from the correlation functions as de-
scribed by Mitzler (2002). The anisotropy determined by
computer tomography, Acr, is defined analogue to Eq. (1).
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Figure 15. Two samples from the profile €F2-CT-3 (1 March
2012). The left profile, taken 5cm above ground, shows old
reerystathized-metamorphic snow (depth hoar) with vertical struc-
tures (AEVE, = —0.24). The profile on the right, taken 50 cm above
ground, shows horizontal structures (AEVE, = +0.35) of fresh, settled
snow which fell two weeks before the sample was taken. The verti-
cally resolved anisotropy, Act, determined every 2-5 mm depth by
means of pCT, are plotted in Fig. 16 (top right) for both samples as
blue dots.

Due to the symmetry in the = and y direction, pex , and pex
were averaged:

(Pex,e + Pex,y) — 2Pex,2
Act — - ex ex,y ex,z 25)
[5 (pex,x +pex,y) +pex,z}

The anisotropy was determined for the entire snow profile
with a vertical resolution of 1-2 mm, depending on snow
grain size;—for—the—entire—snow—profile. The obtained
anisotropy profiles are shown in Fig. 16. For comparison, we
added horizontal lines, which show the average anisotropy,
ASVTg, determined from computer tomography and the aver-
age anisotropy, AP, determined from the CPD.

avg

For-the-first-tweprefiles: The first profile shown in Fig. 16

(Cl-land-) shows a slightly larger anisotropy, Agy” = 0.05,
compared to the average anisotropy derived from the CT
data, AST =0.023. For the profile CT-1 only a limited
number of data points was available with missing data from

the lowest 10 cm, However field observations shows depth
hoar for the bottom 10 cm indicating that ASL should even

be smaller.

For the second and third profiles, CT-2 --and CT-3, man

CT data point were available and the difference in anisotropy
is remarkably small and agrees within values of +6-8068

40.008 and —0.004, or +4 and —8 % —Heweverfor—the
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Figure 16. Vertical profiles of the anisotropy, Acr, determined from
computer tomography. For comparison, we plotted in each graph
horizontal lines which show the depth-averaged anisotropies, AEVE,
together with the average anisotropy, AEV};D, determined from the
radar data (Fig. 11). Fep-lefi(a): the profile CT-1 shows 30 cm of
old snow with vertical structures from Nov./Dec. 2010 which is

covered by metamorphic snow which fell from mid January to earl
February 2011 (see Fig. 7) (b): the profile CT-2 shows homoge-

neously distributed positive anisotropies which result from heavy
snow fall during mild temperatures in December 2011 (see Fig. 8).
Fop-right(c): FThe-the profile €F-2-CT-3 shows a thick layer with

vertical structures of reerystatized-metamorphic snow in the lower
3540 cm of the snow pack. In the upper 3540 cm horizontal struc-

tures are visible which result from fresh snow fall mid of Febru-
ary 2012 (see Fig. 8). Bettom-lefi(d): alternating snow fall and cold
temperatures lead to an almost linearly increasing anisotropy in the
end-efprofile CT-4 from late February 2013 (see Fig. 9).

third-prefile;-E13relative to the anisotropy measured by CT

For the forth profile, CT-4, a larger difference of +0.08
was observed (AL, = —0.02, AP — +0.06). The differ-
ence might originate from a very sparse sampling of the top
snow layers (see-Fig. 16, bottom leftright), as taking sam-
ples was difficult due to soft fresh snow. No samples could
be taken from the top 4 cm. We-

For C1-4, we can exclude limited penetration as a rea-
son for the difference, despite occurring warm temperatures
a few days before, because the copolar coherence (Fig. 9) and
the temporal coherence (Leinss et al., 2015, Fig. 19) did not
show any anomaly. However, we can not exclude the fact,
that the assumption of oriented spheroids in our model is
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a too strong assumption for the very dendritic shape of fresh
flufty snow.

The vertical structure of the anisotropy profiles agrees to
our expectation regarding the meteorological conditions as
described in the caption of Fig. 16. In the anisotropy profiles
vertical structures were found in the older snow layers, as
it is expect-for snow-recrystallized-by-temperature-gradient
metamorphismexpected for the geometry of metamorphic
snow which was exposed to temperature gradients. In con-

trast to the old layers, the top layers show horizontally
aligned structures as we expect it to be the case for fresh
snow. The fact, that fresh snow is related to horizontal struc-
tures and therefore to a positive CPD, makes it possible to
use the CPD for detection of fresh snow.

5.4 Correlation between fresh snow and a positive CPD

The settling of snow-has beenshownto-be responsible

fornew snow at intermediate times can cause an increas-
ingly positive anisotropy due to the horizontal alignment of
dendrite backbones (Léwe et al., 2011). According to our
theory, increasing anisotropies cause an increase of the CPD.
This makes it possible to use a change in CPD to detect fresh
snow as done in 2-Leinss et al. (2014b) using satellite data.
Hewever;-

As fresh snow settles within a few days after deposition,
it is_expected that the CPD does not increase simultane-
ously with the accumulation of fresh snow, but increases with
a time-lag 7 as-the-spow-frsthastosetde-untian-tnereased
PR © ’ PR .

. .
E T ; : . ::I Z‘l!lgi .

] onal . .
depthafter snow fall. The parameter 7 characterized the time
shift between snow fall and an increase of the anisotropy. A
value 7 & 0 indicates that the CPD increases instantaneously
the time delay after which the growth of vertical structures
driven by a temperature gradient exceeds the growth of a
horizontal anisotropy due to settling. For too large temporal
offsets between a change of snow depth (SD) and a change of
the CPD, no correlation is expected as temperature gradient

metamorphism dominates the evolution of the CPD.
In this—seetion—the following, we analyze the correla-

tion between fresh-snow—changes in snow depth ASD and
a change in CPD, ACPD. The correlation is defined as

R = corr{CPD(t +7) —CPD(t + 7 — AT),
SD(#) — SD(t— AT)}, (26)

where SD is the measured snow depth, 7 the temporal

offset between both time series as explained above, AT the
sampling interval, and R is the Pearson-correlation coeffi-

cient. The time-sampling invertal AT is the time difference
between two measurements and-of snow depth and CPD. AT’

Correlation for AT = 12d, r=35d Correlation coeff. Rl ACPD(t+7), ASD(t) ]
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Figure 17. Left: correlation between ACPD and changes in snow
depth ASD (top) and ASWE (bottom) within a sampling interval
of Al’=12 and 13 days. The time when the CPD difference was
obtained, t 4 7, was shifted by 7 = 3.5 days (top) and 7 = 2.2 days
(bottom) vs. the time ¢ when the snow depth difference ASD was
obtained because the maximum CPD was always observed when
fresh snow has already settled. Right: Pearson-correlation coeffi-
cients K for different pairs of A’ and 7 shown as contour plots.
The pair (A'l',7) with the highest correlation coefficient is marked
by a red cross.

corresponds e.g. to the repeat time of satellite acquisitions.
The sampling interval AT needs to be large enough in order
to give fresh snow some time for settling such that the CPD
increases above the level of phase noise. However, the sam-
pling time should not be too large, as minor snow fall events
might be missed, and also snow metamorphosis will reduce
measured values of the-positive CPD changes which-as they
are typical for fresh snow fall.

The scatter plot in Fig. 17 (top) shows the correlation be-
tween the depth of fresh snow within 12 days and the cor-
responding change in CPD measured with a time-lag of
3.5 days. The scatter plot is shown for the best correlation,
R =10.75, which was found for different values of AT and
7. The correlation coefficient R is shown for all tested values
of At and 7 in the contour plot of Fig. 17 (top right). The red
cross marks the pair with the highest correlation coefficient.

The range of optimal sampling intervals, AT, can be de-
rived from the contour plot shown in Fig. 17. The plot shows
that the optimal AT is between 9 and 15days. We ana-
lyzed all frequencies and incidence angles and the best cor-
relation coefficients, which ranged between 0.65 and 0.75,
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were always found for AT = 11+ 3days and a time-lag of
= 3.0+ 0.5days.

The optimal sampling interval AT matches the 11 day
orbit repeat time of TerraSAR-X. Using time series of
TerraSAR-X, a CPD change of +10 to +15° per 10cm of
tresh snow was observed at 9.65 GHz at an incidence an-
gle of 33° {H(Leinss et al., 2014b). From these results we
would expect that the CPD changes by 40-60° at the cen-
tral frequency of the SSI of 13.5 GHz at 65 = 60°. Here we
observed a change in CPD of 38° per 10 cm of fresh snow
at 13.5 GHz which fits well with respect to the uncertainty
R =0.74 of Fig. 17 (top left).

The availability of accurate time series of the SWE mea-
surements published in Leinss et al. (2015) made it also pos-
sible to check if a correlation exists between ASWE and
ACPD. The lower two graphs of Fig. 17 show an example
for the correlation. The best correlations (R =~ 0.65...0.8)
were found for a sampling interval of AT = 10+ 3 days with
atime-lag of 7 = 2.2+0.3 days. The correlation with ASWE
is slightly better compared to the correlation with ASD.

5.5 Comparison with satellite data

The CPD observed by the ground-based SnowScat instru-
ment could also be measured from space with the satel-
lite TerraSAR-X (TSX). Spatial and temporal correlations
between the CPD and snow depth were published by
2 einss et al. (2014b). Fig. 18 compares phase differences
measured by TSX for the two seasons 2011-2012 and 2012—-
2013. The space-borne measurements show the same trends
as the ground based measurements. However, the phase dif-
ferences observed by TSX are about a factor 2 smaller than
the CPD measured with the SSI (scatter plot in Fig. 18). The
reason is very likely, that the TSX data were obtained from
large open areas. In the large areas about 30 % less snow
depth was measured (cf. Fig. 3 in ?Leinss et al., 2014b),
probably due to a stronger wind exposition compared to
the more wind-protected forest clearing, where the SSI was
located. Wind might also be a reason for disturbed snow
settling as wind drifted snow crystals show a different mi-
crostructure than undisturbed settled snow. The lower snow
depth and the stronger wind exposition might explain, why
smaller phase differences were measured. Some residual veg-
etation and trees which were contained in the large areas ob-
served by TSX, also decreased the measured CPD due to spa-
tial averaging.

5.6 Effect of underlying soil

Sector 2, as shown in Fig. 5, was covered with an metallic
mesh by August 2011 to isolate purely snow specific radar
signatures from effects of the underlying soil. In the win-
ter 2011/12 strong ice built up on the mesh causing high
backscattering. However, we did not observe any effect on

the CPD —and the data of both sectors agree very well (Fig.
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Figure 18. CPD measured by TerraSAR-X (TSX) at & = 33, 40, and

41° in-eomparison-with-measurements-ofthe-compared to SnowS-
cat instrument-(SS]) measurements (f = 9.65 GHz, interpolated to

0 = 33°). The-measurements—of-both-Both instruments show the
same trend (top) but the CPD measurements of the SSI are about
a factor of 2 larger than the TSX measurements (bottom). The dis-
crepancy can be explained by different snow conditions as the TSX
data were acquired over large open areas —where about 30 % less
snow depth was measured, compared to the test site of the SSI.

19, middle). To prevent the build up of an ice crust in the next

season, the mesh was cleared from ice on +0-Pecember2042-
12 December 2012 (vertical dashed line). The removal of the
ice crust in the season 2012/13 did again not much affect
the measured CPD, and no large differences between the soil
sector and the mesh-sector were found. We could speculate,
that slightly larger CPD values measured between January
and April 2013 might indicate the missing of a layer of verti-
cal oriented depth hoar crystals, but the deviation could also
originate from slightly different snow conditions of the two
sectors. Still, the good agreement between the measurements
of the soil sector and the measurements from the metallic
mesh confirms again that the measured CPD is almost purely
a signal resulting from the snow volume. Whereas-Although
the CPD signal is caused by the snow volume, temperature
gradient metamorphism alters the anisotropy of snowand-. As
the temperature gradient is partially determined by the tem-
perature of the underlying soil there exists an indirect effect
of the soil energy balance to the evolution of the CPD.
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Sector 1 (soil) vs. sector 2 (metallic mesh) @ f = 16.8 GHz, 6 = 50°
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Figure 19. Comparison of the CPD measured on the two sectors
of the test site. Sector 2 was located between trees behind the
—SSI and was covered with a metallic mesh
during the last two seasons of the experiment (after August 2011).
Generally, the CPD on sector 2 evolves very similar to Sector 1 and
does-not-show-shows no large deviations.

6 Conclusions

In—this—paper;—we— We demonstrated a contact-less and
destruction-free—technique for monitoring the temporal
evolution of the depth-averaged anisotropy of a seasonal
snow _pack. The technique is based on measuring the
birefringent _dielectric _properties _of snow_at_microwave
frequencies where scattering effects can be neglected. The
anisotropy eof—snew-—TFhe—anisotropy—was determined by
analyzing—from the copolar phase differences (CPD) of
measured by a ground based radar aequisitions—instrument
which must be complemented by additional data for snow
depth and density.

A theoretical framework was provideddeveloped, which

describes the anisotropy—as—vertically—aligred;—structural
anisotropy of snow as oblate or prolate spheroidal ice grains
—with their symmetry axis in the vertical. Using Maxwell—
Garnett type mixing formulaswere-then-apphed-to-determine

, the effective permittivity tensor was calculated to describe

the bﬁ%&mgeﬂ&pfepef&e&ww@mof SNOW.
To ensure—a—untfed—mierostracture—charaeterization—with

make contact to the microstructure characterization in previ-
ous work, we have shown that this-edel-based-on-identical
the model of spheroidal inclusions is identical-equivalent to
a more general approach te-for the effective permittivity ten-
sor based on correlation functions. Using—the—permitivity
tensor-which-determines-the-birefringenee-of snow-From the
effective permittivity tensor we calculated the birefringence

and wave propagation according to anisotropic optics. The
propagation delay difference of orthogonally polarized mi-

crowaves was meastred-by-the-CPDwhich-was-then—used
to-determine-the-structural-anisotropy-of-spow-described in
terms of the CPD. The CPD depends linearly on frequency
and anisotropy but shows only a weak dependence on density
for the density range of seasonal snow. The CPD was then
analyzed together with the measured depth and density of the
snow pack to estimate the dielectric anisotropy and to derive

then the structural anisotropy averaged over the snow depth.
Four years of polarimetric radar data acquired by the

SnowScat Instrument, installed at a test site near the town of
Sodankyld, Finland were analyzed. The-temporal-evelution
of Copolar phase differences ranging from —307 to +135°
were measured for 50-60cm of snow at a frequency of
13.5 GHz, The large variation of CPD values shows that the
anisotropy of snow cannot be neglected when analyzing the
CPD within polarimetric microwave studies of snow covered
regions.

Mthe depfh—avefagedﬁ”rnise&ep%ef——ﬂae—snew

MMwwmbetween ~0.05 and
-+0.25, could-be-determined-with-a-with a a standard devia-
tion of 0.005 %epe%&fjah&s&drffereﬂees—f&ngﬁrgﬁeﬁr%&
to—+135-were-meastred-for 50—60-deepsnow-at-afrequeney
of 13-5-The-electromagnetic- model-was-tested-at-which was
obtained from measurements of different incidence angles
and frequencies. Additional uncertainties which originate
from snow depth and density measurements were not taken

The CPD obtained from the electromagnetic model with
the anisotropy determined for each time, ASFP(¢), was
calculated for different frequencies between 10 and 17 GHz 5
and for different incidence angles between 30 and 60° in or-
der to analyze deviations frem—reasured—data—Only—smalt
deviations—of—between _modeled and measured CPD_data.
The modeled CPD deviated only by 5-10° were-found-from
the measured values ranging from —30° to 1135” and the
expected linear frequency dependence could be confirmed.
The linear frequency dependence werifies—confirms our as-
sumption that the CPD is a volumetric property of snow

detem&ﬂed%y&t&smieﬂim}%mse&ep%vm%m
the dielectric anisotropy and related to the structural
nisotro of the ice matrix and pore spaces of snow.

“The-estimated-anisotropies-L'or four dates, the CPD-based
anisotropy estimates were validated by micro-computed

tomography (#CT) measurements for which the anisotropy
was determinedfrom-computed directly from the two-point
correlation functionsfer—three—dates—he—depth-averaged
anisetropy—of—two—of—the—. In two cases, pET-derived
anisotropy —profiles —agreed—ClT-based _values for _the
depth_averaged anisotropy agreed with their CPD based
counterparts within 4 and 8 %with-our—measurements—Hor

one-. In one case we found a fair agreement, while for the
forth sample we found a larger deviationef—which—, The
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origin could only be hypothesized to result from missing
snow sampleserfrom—too—coarse—assumptions—, limitations
of the Maxwell-Garnett mixing formulas or limitations
anisotropy parameter €.

In addition, we investigated the potential of how a chang-
ing CPD can be used to detect the accumulation of fresh

snow and the aeeufﬂula&e&ef—thew&ter—eqmva}eﬁkef—%ﬂew
increase of snow water equivalent (SWE). A weak corre-

lation was found and an optimal acquisition interval of 8—
15 days was determined to detect the depth of fresh snow
from CPD measurements. It was observed that the evolution
of the CPD shows a delay of about 2-3 days compared to the
evolution of snow depth, which indicates an average settling
time of a few days.

The CPD measurements obtained from the ground based
instrument SnowScat were compared with space borne
acquisiions—by—data_from the radar satellite TerraSAR-
X analyzed over large open areas located a few hundred
meters from SnowScat. Both sensors showed the same tem-
poral trend. However, the CPD observed by TerraSAR-X
was about a factor of two smaller than the measurements
done by SnowScat. A-The reason could be the-higher-snow
accamilation—eon—theforest—elearing—where—the—SnewSeat
existence—of-some—vegetation—tor—the—spatial variability of
snow depth and snow properties due to wind exposition but

also some disturbing vegetation cover in areas observed by
TSXare-assumed-o-bea reasontor-the smaller-measured

Our study shows that remote sensing techniques allow
determination of the dielectric anisotropy of the snow pack
when _the additional information about snow depth and a
rough approximation of density is available. Currently, snow
depth is mainly estimated from optical measurements such as
photogrammetry  (Marti et al., 2016; Buhler et al., 2015) or

lidar instruments (Deems et al., 2013). However, the

applicability of high frequency radar_instruments are
currently discussed Evans and Kruse, 2014).  Snow
density could potentially be derived from measurements of
the snow water equivalent (Leinss et al., 2015) if data about
the snow depth is available.

The possibility to observe the dielectric_anisotropy of
the snow pack by remote sensing techniques opens a wide
new field of applications. Petection—offresh—snow—was
a}re&dy—drseussed—m—the—prewe&s—see&eﬂ.—l;etem&ﬂ&treﬂ

: el : o] laei .

ble. ot .
the-seattering-properties—of-Determination of the structural
anisotropy _and_detection of fresh snow is discussed in
this paper. In principal, the CPD measured over glaciers
and ice sheets should provide some information about
the structure of firnare-made—and-when—{requencies—which
penetrate—deep—enough—into{fira—are—used—, However, the
interpretation is difficult, though the depth of the scattering

center for firn can be determined by independent means
(Weber Hoen and Zebker, 2000).

Another interesting application is using CPD measure-
ments as a-proxy-an indicator for the thermal conductivity
of the snow pack. As the dielectric anisotropy can be ex-
actly related to the anisotropy employed for parametrization
of the thermal conductivity (Lowe et al., 2013) it seems fea-
sible to aim at a proxy for the thermal conductivity from
radar measurements, given a reasonable assumption about
the mean density and snow depth. Thereby, the anisotropy
would reflect predominant variations in the metamorphic
state of the snow pack since increasing vertical structures are
indicative of depth hoarand-ef-an-inereased—vertical-thermal

conductivity—This-isparticularly-interestingfor-. This might

be important for the ground thermal regime in permafrost
regions, where-if large vertical structures often—arisefrom

are created by high temperature gradients in the thin-shallow
snow pack in early-winter. Depth hoar, with its large ice-crys-
tals and low saew—density close to vegetation and soil in
turn, is not only important for the survival of many rodents
(Bilodeau et al., 2013) but is also very important n-for un-
derstanding the backscattering signal from snow (King and
Derksen, 2015).

The large observation time spanning four winter seasons
with a sampling interval of four hours builds a unique data

seuree-set to study the evolution of th%&msetrep&eﬁsrw

Snow_anisotropy to gain further 1nsrght 1nt0 the growth
mechanisms of anisotropic snow crystals. Understanding the

miereseopie-structural anisotropy of snow enhances the un-
derstanding of macroscopic anisotropic properties such as
thermal conductivity, mechanical stability and electromag-
netic properties, especially the dielectric anisotropy. The de-
veloped method to measure snow anisotropy, its good agree-
ment with ground-based pCT measurements, and the fair
agreement with satellite-based radar measurement, provide
a unique opportunity to improve snow models, and globally
sense the metamorphic state of the snow pack.

Appendix: Re-derivation-of Maxwel-Garnett-equations
. lation .

Appendix A: The fabric anisotropy of snow due to
crystal orientation

Single _crystals_ of hexagonal ice are dielectrically
ansiotropic, _since the dielectric _permittivity parallel to
the c-axis, ¢y, is by about Acjee =y =€) =0.03...0.04
larger _compared _to _perpendicular _permittivity e
(Fwjita etal,, 1993; Matsuoka et al., 1997). lce and _snow
typically occur as polycrystals which are characterized
by their fabric, ie. the distribution of c-axes. The fabric
can_be anisotropic _as_well which is described by an
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orientation tensor a'® . This second order tensor is

explained in _(Durand et al., 2000), nicely visualized in
(Woodcock, 1977), and was used in (Riche et al., 2013) to
eigenvalues of a®) follow the relation 1 > A\ > A > A3 > 0
with A A3 + A3 =1 (Durand etal,, 2006) and give the
axis of an ellipsoid.

For_snow, where the symmetry axis is the vertical (2)
the_eigenvalues correspond to the axis of an_ellipsoid
aligned along the coordinate axis i = {,y,z}. The ellipsoid
can have the following three shapes: 1) for a preferential
girdle) _the eigenvalues (0 <A < 1/3 <Ay~ A; <1/2)
form an oblate spheroid. 2) for an isotropic_distribution,
the eigenvalues form a sphere (A, = Ay = M- = 1/3), and
3) when the c-axis clusters around the vertical (single
maximum fabric), the eigenvalues form a prolate spheroid
O Aem Ay <1/3<A <1

The effective permittivity of snow, e, composed of air
pores and a matrix of (isotropically) oriented ice crystals can
be described with mixing formulas (e.g. Maxwell-Garnett as
permittivities £, er.o; of snow comprising oriented ice crystals
by a weighted average of the two permittivities of ice, £ and
€. The weighting is determined by the eigenvalues of the

orientation tensor. The weight for £ is equivalent with the

eigenvalue \;, and the weight for ¢, in the perpendicular
direction follows by (1 — X;). The effective permittivities for
the x, v, and z-direction follow as

Eiitoi = f(p) - [Ni-g) + (L=Xi)-e1]. (A1)
The function —¢ L, €air» Eice ) /Eiceaccounts for

the nonlinear density dependence of the permittivit

arametrized by the ice volume fraction fyy, and by the

dielectric constant of polycrystalline of ice, £ (cf. Eq.3).

The dielectric anisotropy of snow due to oriented ice
crystals, Afoow-0i = Ew.eff-oi — £ 2 off-0i» Can NOW be related
with the dielectric anisotropy of ice Agjce:

For the two extreme cases of snow with completely
vertically oriented ice crystals (A, =0,2; = 1) follows
Aegmon-oi = = [(p) Acice; for snow with a uniform orientation
wWMW%@%
1 ice. FOT the isotropic case (A\; — 1/3)
WMM@&%&% (A1) is
then equivalent with the permittivity of polycrystalline ice,
Siee = 1/3-2 +-2/3: £, and it follows that egow.oi = [(p):
This one-third/two-third weighting for polycrystalline ice has
also_been mentioned by Fujita et al. (1993, 2000) and was
experimentally observed by Matsuoka et al. (1996).

For seasonal snow, some evidence has been found that

the c-axis is_preferentially vertically aligned for fresh
snow (single-maximum) whereas for old snow the c-axis
seems to be slightly oriented in a girdle in the horizontal
plane (Riche et al., 2013).The strongest (single-maximum)
anisotropy observed by Riche et al. (2013), parametrized
by the eigenvalues A; = 0.53,A; = 0.22 result with
Eq. (A2) in_a maximum _dielectric anisotropy _of
Afgow ~ 0.2-(0.22 —0.53)-0.035 = —0.002  for  the

According to Fig.1(right) this must be compared to a
structural anisotropy of A = —0.02 which is small compared
to the structural anisotropies observed in this paper.

Appendix B: Effective permittivity from weighted
average of Maxwell-Garnett equations

Sihvola, 2000) describe the effective permittivity of
embedded in a_host medium of permittivity e, (e.g. air)
and can_therefore be applied to calculate the anisotropic
permittivity tensor for media with a structural anisotropy.
The Maxwell-Garnett formulas can_also _be used in a
Unverted” form, where the permittivities of inclusions and
the host medium are swapped (e.g. air_inclusions in_ice).
Both cases, the Maxwell-Garnett formula and the "inverse"
Maxwell-Garnett formula, Eqs. (6a) and (6b), are equivalent
with_the lower and upper Hashin-Shtrikman-bounds for
approximations _of the exact description of dielectric
mixtures (Hashin and Shirikman, 1962; Sihvola, 2002).

be compared with measurements of Mtzler (1996) and it
has been found that the measurements lie well within the
lower and upper Hashin-Shtrikman bound (Sihvola, 2002).
However, the measurements are significantly larger than the
lower Hashin-Shtrikman bound which is equivalent with the

Therefore, a combination of the Maxwell-Garnett formula

and its inverse form is required for a better agreement with

the measured data.

The measured data of Mitzler (1996) have been used in
MEMLS-3 iesmann and Mitzler, 1999, Eqgs. 45/46) to fit
an empirical formula to describe the permittivity of dry snow.

The empirical formula is given in terms of snow density p
and reads

14 1.5995p+1.861p° p< 0.4g/cm?
£ 3
MEM [(l—y)gh +l/€w£3} p>0.4g/cm?
B
with  the coefficients &, — 1.005,5;,, — 3.17 for
—10°C) and v = ice.  Note, that the original

coefficients of &, =1.0,65,,=3.215 as given b
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Figure B1. (a) Relative permittivity of snow & 5 accordin

to_equation (BI) in comparison to_the upper and lower
Hashin-Shtrikman bound. (b) relative deviation of e (the weighted
average of the Maxwell-Garnett formulas as given in Eq.(3)) with

respect to the permittivity of dry snow as given by eyems in Eq.
(B1).

Wiesmann and Miitzler (1999, Eqs. 45/46) have _____been
adapted in agreement with C. Mitzler to produce correct
results for pure ice (v=1). We also note here that the
exponent of 1/3 is missing for the factor £, (here £;,) in
Wiesmann and Mitzler (1999, Eq. 46).

Fig. 20(a shows the lower and  upper
Hashin-Strikman-bounds G and MG,inv as dashed

and dotted line) and the result of Eq. (B1) (solid line). The
dots on top of the solid line indicate the weighted average
of both bounds as given in Eq.(3). The weighted average
is motivated by the fact that for low snow densities snow
can_better_be_described by ice particles embedded in a
background matrix of air, whereas for high snow densities,
snow can better be described by air inclusions in ice. Fig.
20(b) shows the relative deviation (in percent) between the
permittivity used in MEMLS-3 (Eq. B1) and the weighted
average of the Maxwell-Garnett formula and its "inverse”
form. The relative deviation (e — Epem:3)/EMEm:3 _is less
than £0.7% and justifies phenomenological composition of
the averaged formula.

Appendix C: Re-derivation of Maxwell-Garnett
equations via correlation functions

In Rechtsman and Torquato (2008) an exact series expan-
sion of the dielectric permittivity of arbitrary anisotropic
two-phase materials was derived and related to the n-point
correlation functions of the material. If the series is trun-
cated at n =2, the final result (Rechtsman and Torquato,
2008, Eq. 16) can be solved for the diagonal components,
Eeff iyt = T,%,2, of the effective permittivity tensor which

can be written in the form

(ep — €4q)

gg+(1—¢p) [%_ﬁ} (Ep_gq).
€D

Eeff,i = Eq+ 5q¢p

The permittivities and volume fractions of the two phases
which compose the microstructure are denoted by €,,g, and
Op, Oq, respectively. The quantities U; in Eq. (C1) are related
to integrals over the two-point correlation function C(r) as
defined in Lowe et al. (2013, Eq. 1). In the lowest order of
frequency f, contributions from scattering in the effective
permittivity can be neglected (cf. Rechtsman and Torquato,
2008, Eqs. C3, C4). Then the U; have vanishing imaginary
part and are given by

3 1 3
Up=Uy =~ /d%«ﬁ <—1 +5 sin’ 0) C(r) (C2)

RS
30, 1 )
Uz:E/drr—S(—1+3cos 6) C(r) (©3)
RS

Here r = |r| is the magnitude of = and & denotes the angle
between the vertical z axis and r.

If the microstructure is (statistically) transversly isotropic,
it is reasonable to assume a “spheroidal symmetry” of the
correlation function, viz C(r) = C(r/o(8)) with ()=
2a,[1—(1—a?/a?)cos®0]'/? as used in Lowe et al. (2013).
Under this assumption, the singular integrals in C2 can be
calculated as shown in Torquato and Lado (1991). The re-
sults can be inserted into the square brackets in C1 leading
to

1 U,
Z_ — C4
{3 3¢p¢J ? 0
1 U,
{5_3%%}:1_%2 )

where the anisotropy parameter () is defined in Lowe et al.
(2013, Eq. 4) or Torquato (2002, Eqs. 17.30/17.31). Using
the definition of depolarization factors from Torquato (2002,
Eq. 17.25), noting their relation to ¢ from Torquato (2002,
Eq. 17.29) on one hand, and their equivalence to the def-
inition of NN, from Eq. (8) and from the last paragraph of
Sect. 2.2 on the other hand we end up with

o (ep—&q)
Eeff,z*5q+€‘1¢pgq+(1—¢p)Ni(€p_5q). o

We note here that Torquato (2002, Eq. 17.25) contains a typo.
Specifying p to be the ice phase and g to be the air phase
in Eq. (C6), gives £, = €air, €p = Eice» Pp = fvol In the no-
tation from Sect. 2.2, and thus Eq. (C4) coincides with the
Maxwell-Garnett result Eq. (6a).
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Appendix D: CPD calibration of the SnowScat data

The measured radar signal was calibrated by an_internal
calibration loop of the SSI to_compensate system drifts.
However, some polarization dependent signal delay still
originated from the connectors of the antenna feeding
cables and from the antennas themselves due fto_the

polarization-dependent_beam-pattern. In order to_calibrate
external offsets and drifts, the CPD was calibrated with two
metallic targets.

The primary calibration target was a metallic sphere with
a diameter of 25cm mounted on a wooden pole for the
duration of the experiment. The sphere can be located in
Fig. 5 next to the SSI. A secondary target, a metallic plate
was located behind trees close to sector 2. A third calibration
target, a_dihedral reflector, was installed during the setup
phase of the experiment. The correct pointing direction
to_locate the sphere was determined with a _precision of
£0.5° by 2-D-scans in elevation and azimuth. The 2-D-scans
showed that a possible systematic error of the CPD, caused
by imprecise alignment, can be estimated to be below £107.

The theoretical CPD measured from a sphere (or plate)
is_expected to be zero due to_the target symmetry. The
sphere_was_measured every four hours and was used as
areference during the whole duration of the experiment. The
plate was installed from October 2011 until June 2013 and
was used to validate the calibration done with the sphere. The
CPD measured for a dihedral reflector should be 1807, The

dihedral reflector was measured once, on 9 December 2009,

to verify the processing sequence of the SnowScat raw data.
The CPD determined for the sphere, CPDggp, was used
as_a reference and was subtracted from the uncalibrated

CPD measurements of snow, CPDyycq, to obtain calibrated
results:

CPD () ~ CPDunca () = CPDrer (). o)

Phase unwrapping was performed for the uncalibrated CPD
and the reference CPD if necessary.
Lo reduce the noise of the reference measurements as

much as possible, the reference, CPD was determined
as follows: Time series CPD, t) were obtained for 21

different frequencies in order to sample the entire frequenc
spectrum between 9.2 and 17.8 GHz of the instrument. The
time series were smoothed with a median filter of 4days

which preserved phase jumps in the signal. After temporal
filtering, a frequency-dependent 4th order polynomial was
fitted over the measured frequency spectrum of each

acquisition to provide some noise reduction in the frequenc
domain.

The reference data are shown for all four

seasons in_Fig. 21. The solid black line shows
the (frequency-dependent) reference, CPDgpy, for
— 13.5GHz. Individual measurements of the sphere
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Figure D1. The CPD was calibrated using the sphere as a reference

target. The upper panels show the reference, CPDgrgr(f),
for f=13.5GHz (solid line) together with individual CPD

measurements for the sphere and the plate (light and dark gra
dots). The CPD of the metallic plate agrees within the standard

deviation with measurements of the sphere and with CPDger.
Deviations were found for season 3 due to a misalignment of the
ACPD = CPDyess. — CPDger( f), for individual measurements

at_all measured frequencies f = 10-17 GHz. The deviation at
a frequency of 13.5 GHz is shown as black dots. The standard

deviation (RMSE) of ACPD for the whole frequency spectrum is
iven below the legend of the lower panel.

as well as measurements of the metallic plate are shown as

dark and light gray solid dots below the black line.

In_the third season, between 18 November 2011 and
20 January 2012, the pointing direction (elevation angle) to
the sphere was misaligned by 2°. Therefore, the reference
CPD was corrected by a frequency dependent offset to keep
the CPD continuous at the start and the end of the period of

The deviation of the raw-data of the sphere from the
reference, ACPD = CPD(f) — CPDgee(f), is shown in the
lower panels for each season as scattered dots for each of
the 21 analyzed frequencies. The root-mean-square-error,
RMSE, was below 47 for the full frequency spectrum and
is_given for each seasons next to the graph. The error of
the reference, CPDgyy:(f), which includes systematic and

statistic errors, is estimated to be below 157,
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