10

11
12

13

14
15

16
17

18

19

20

21

22
23
24
25
26
27
28

Modelled glacier dynamics over the last quarter of a

century at Jakobshavn Isbree

1 2

, Andy Aschwanden ©, Constantine

Khroulev 2, Tonie Van Dam 3, Jonathan Bamber ¢, Michiel R. van den Broeke °,

loana S. Muresan ', Shfagat A. Khan

Bert Wouters *°, Peter Kuipers Munneke °, and Kurt H. Kjeer °

[1{Department of Geodesy, DTU Space, Technicalvdrsity of Denmark, Kgs. Lyngby,
Denmark}

[2]{Geophysical Institute, University of Alaska Flaanks, Fairbanks, Alaska, USA}

[3]{University of Luxembourg, Faculty of Scienceedhnology and Communication (FSTC),

Research Unit of Engineering Sciences, Luxembourg}
[4[{University of Bristol, School of Geographicakttnces, Bristol, England}

[5]){Institute for Marine and Atmospheric researckré¢ht (IMAU), Utrecht University, The
Netherlands}

[6[{Centre for GeoGenetics, Natural History Museunf Denmark, University of
Copenhagen, Copenhagen, Denmark}

Correspondence to: I. S. Muresan (iomur@spaceldtu.d

Abstract

Observations over the past two decades show stiastae loss associated with the speedup
of marine terminating glaciers in Greenland. Heeeuse a regional 3-D outlet glacier model
to simulate the behaviour of Jakobshavn Isbraelddfted in west Greenland. Our approach
is to model and understand the recent behavioul @fith a physical process-based model.
Using atmospheric forcing and an ocean parametizate tune our model to reproduce
observed frontal changes of JI during 1990-201#% our simulations, most of the JlI retreat

during 1990-2014 is driven by the ocean parameéiozaused, and the glacier's subsequent
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response, which is largely governed by bed geomebtrgeneral, the study shows significant
progress in modelling the temporal variability betflow at JI. Our results suggest that the
overall variability in modelled horizontal velo@s is a response to variations in terminus
position. The model simulates two major acceleratithat are consistent with observations
of changes in glacier terminus. The first eventuoed in 1998, and was triggered by a retreat
of the front and moderate thinning of JI prior 898. The second event, which started in
2003 and peaked in the summer 2004, was triggeyethd final breakup of the floating
tongue. This breakup reduced the buttressing atJtheerminus that resulted in further
thinning. As the terminus retreated over a reveesg slope into deeper water, sustained high
velocities over the last decade have been obsatvdtd Our model provides evidence that
the 1998 and 2003 flow accelerations are mostyikatiated by the ocean parametrization
used but JIs subsequent dynamic response was govbynits own bed geometry. We are
unable to reproduce the observed 2010-2012 terméttesat in our simulations. We attribute
this limitation to either inaccuracies in basal dgmphy or to misrepresentations of the
climatic forcings that were applied. Neverthelese, model is able to simulate the previously

observed increase in mass loss through 2014.

1 Introduction

The rate of net ice mass loss from Greenland’s maateérminating glaciers has more than
doubled over the past two decades (Rignot et @082Moon et al., 2012, Shepherd et al.,
2012, Enderlin et al., 2014). Jakobshavn Isbraeatémt mid-way up on the west side of
Greenland, is one of the largest outlet glaciereeims of drainage area as it drains ~6 % of
the Greenland Ice Sheet (GrIS) (Krabill et al., @0Mue to its consistently high ice flow rate
and seasonally varying flow speed and front pasjtibe glacier has received much attention
over the last two decades (Thomas et al., 2003krhac and Murray, 2005; Holland et al.,
2008; Amundson et al., 2010; Khan et al., 2010; yWatet al., 2011; Joughin et al., 2012;
Gladish et al., 2015a; Gladish et al., 2015b; denJat al., 2010). Measurements from
synthetic aperture radar suggest that the ice fjpged of JI doubled between 1992 and 2003
(Joughin et al., 2004). More recent measuremermw shsteady increase in the flow rate over
the glacier's faster-moving region ef 5% per year (Joughin et al., 2008). The speedup
coincides with thinning of up to 15 m'aetween 2003 and 2012 near the glacier front

(Krabill et al., 2004; Nielsen et al., 2013) aseved from airborne laser altimeter surveys.
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The steady increase in the flow rate and glacieinthg suggest a continuous dynamic

drawdown of mass, and they highlight Jis importaiocehe GrlS mass balance.

Over the past decade, we have seen significantoweprents in the numerical modelling of
glaciers and ice sheets (e.g. Price et al., 20idli &hd Nick, 2011; Winkelmann et al., 2011;
Larour et al., 2012; Pattyn et al., 2012; Seroassi., 2012; Aschwanden et al., 2013; Nick et
al., 2013; Mengel and Levermann, 2014; Aschwandah ,e2016) and several processes have
been identified as controlling the observed speedfuf (Nick et al., 2009; Van der Veen et
al., 2011; Joughin et al., 2012). One processrsdaction in resistance (buttressing) at the
marine front through thinning and/or retreat of tjacier termini. But the details of the
processes triggering and controlling thinning agtderat remain elusive. Accurately modelling
complex interactions between thinning, retreat, acckleration of flow speed as observed at
JI, is challenging. Our knowledge of the mechanidnggering these events is usually
constrained to the period covered by observatidhs.initial speedup of JI occurred at a time
when the satellite and airborne observations wefieequent and therefore insufficient to
monitor the annual to seasonal evolution of glageymetry and speed.

Here, we use a high-resolution, three-dimensionade-dependent regional outlet glacier
model that has been developed as part of the Plaledl Sheet Model (PISM; see Sect. 2.1
Ice sheet model) (The PISM Authors, 2014) to ingasé the dynamic evolution of Ji

between 1990 and 2014. While previous 3-D modekinglies have mostly concentrated on
modelling individual processes using stress pestioshs (e.g. Van der Veen et al., 2011,
Joughin et al. 2012), the present study aims toeaintite recent behaviour of JI with a
process-based model. Our modelling approach isdbas a regional equilibrium simulation

and a time-integration over the period 1990 to 20d4wvhich the grounding lines and the
calving fronts are free to evolve under the applemban parametrization and monthly

atmospheric forcing.

2 Methods and forcing

2.1 Ice sheet model

The ice sheet model used in this study is the P{Stdble version 0.6). PISM is an open
source, parallel, three-dimensional, thermodynaliyicaupled, and time dependent ice sheet
model (Bueler and Brown, 2009; The PISM Authorsl80 The model uses the superposition
of the non-sliding shallow ice approximation (SIAutter, 1983) and the shallow shelf

3
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approximation (y\; Weis et al., 1999 fersimgtislowly—meving—grounded-ice—inthe
interiorpart-of-the-tce-sheet—and-the-SSA forudating fast-flowing outlet glaciers and ice
shelf systems (Winkelmann et al., 2011). This spp&tion of SIA and SSA (the “SIA+SSA”
hybrid model) sustains a smooth transition between-sliding, bedrock-frozen ice and
sliding, fast-flowing ice and has been shown tsoeably simulate the flow of both grounded
and floating ice (Winkelmann et al., 2011). For senvation of energy, PISM uses an
enthalpy scheme (Aschwanden et al., 2012) thatumtsdor changes in temperature in cold
ice (i.e., ice below the pressure melting point) &r changes in water content in temperate

ice (i.e., ice at the pressure melting point).

2.1.1 Input data

We use the bed topography from Bamber et al. (200t8¥ 1 km bed elevation dataset for all
of Greenland was derived from a combination of ipldtairborne ice thickness surveys and
satellite-derived elevations during 1970-2012. @ihtaset has an increased resolution, along
the ice sheet margin. In the region close to thkebaf JI, data from an 125 m CReSIS DEM
(that includes all the data collected in the regignCReSIS between 1997 and 2007) have
been used to improve the accuracy of the datdsetrs in bed elevation range from 10 m to
300 m, depending on the distance from an observaiind the variability of the local
topography (Bamber et al.,, 2013). The terminus tmwsiand surface elevation in the
Jakobshavn region are based on 1985 aerial phptog{&€satho et al., 2008). Ice thickness in
the JI basin is computed as the difference betweeiace and bedrock elevation. The model
of the geothermal flux is adopted from Shapiro Ridwoller (2004). We use input fields of
near-surface air temperature and surface mass dealg8MB) from the regional climate
model RACMO2.3 (Noél et al., 2015; Figs. S2 and. S3j)e version used in this study is
produced at a spatial resolution of 11 km and covers the period from 1958 to 2014.
Additional grid refinements are performed usingnaér interpolation for climatic datasets

and a second order conservative remapping scheamedJ1999) for bed topography data.
2.1.2 Initialization procedure, boundary conditions , calving and
grounding line parametrization

In our model, the three-dimensional ice enthal@dfi b melt, modelled amount of till-
pore water, and lithospheric temperature are obtfrom an ice-sheet-wide paleo-climatic

spin-up. The paleo-climatic spin-up follows the tiadization procedure described by

4
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Bindschadler et al. (2013) and Aschwanden et @132 We start the spin-up on a 10 km
grid, and then we further refine to 5 km at -5kas limportant to note that during the paleo-
climatic initialization the terminus is held fixed the observed 1990 position in the JI region
and to the position from Bamber et al. (2013) elsang.

In the regional outlet glacier model of PISM, thmubdary conditions are handled in a 10 km
strip positioned outside of the JI's drainage basid around the edge of the computational
domain (Fig. 1B). In this strip, the input valuestbe basal melt, the amount of till-pore
water, ice enthalpy, and lithospheric temperatdseliwanden et al., 2013) are held fixed and
applied as Dirichlet boundary conditions in the sswation of energy model (The PISM
Authors, 2014). We start our regional JI runs vathequilibrium simulation on a horizontal
grid with 5 km spacing. The enthalpy formulationdats the mass and energy balance for the
three-dimensional ice fluid field based 00 fady spaced layers within the ice. The
temperature of the bedrock thermal layer is congputp to a depth of 1000 m with 50
regularly spaced layers. The first step is to ebtab km regional equilibrium model for Ji
using constant mean climate (i.e. repeating theDI¥®0 mean air temperature and SMB;
see Sect. 2.1.1). We consider that equilibriumidees established when the ice volume in the
regional domain changes by less than 1% in thé 1i6@ model years. Grid refinements are
made from 5 km (125%86) to 2 km (310x213) afterB@Oars. The 2 km simulation reaches
equilibrium after 200 years with an ice volume d@% 106 knt (or a 3.6% increase relative
to the input dataset from Bamber et al. (2013))tHaux, using our equilibrium simulations
with a 2 km horizontal grid andXO regularly sphdayers within the ice, we simulate
forward in time (hindcast) from 1990 to 2014 by msmg monthly fields of SMB and 2 m air
temperatures through a one-way forcing scheme. siftaulations performed on a 1 km
horizontal grid, the exact same procedure is usild the additional constraint that in the
regional equilibrium run a further grid refinemdéram 2 km to 1 km is made after 200 years.

The length of the 1 km regional equilibrium simigdatis 100 years.

In our regional model, all boundaries (calving tsgngrounding lines, upper, and lower
surfaces) are free to evolve in time both during thgional equilibrium and the forward
simulations. Along the ice shelf calving froX\saperimpose a physically based calving
(eigen calving) parametrization (Winkelmann et20]11; Levermann et al., 2012) and a basic
calving mechanism (Albrecht et al., 2011) that reesoany floating ice at the calving front

thinner than a given threshold at a maximum ratenaf grid cell per time step. The average
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calving rate €) is calculated as the product of the principal ponents of the horizontal
strain rates d,.), derived from the SSA velocities, and a propaewidy constant parameter

(k) that captures the material properties relevantéving:
c=ké e forég >0 (1)

The strain rate pattern is strongly influenced liy geometry and the boundary conditions at
the ice shelf front (Levermann et al. (2012)). Freportionality constank, is chosen such
that the ice front variability is small (Leverman al., 2012). This physically based calving
law appears to yield realistic calving front pasiis for various types of ice shelves having
been successfully used for modelling calving frpasitions in entire Antarctica simulations
(Martin et al., 2011) and regional east Antarctcaulations (Mengel and Levermann, 2014).
In contrast to Antarctica, known for its large stesl and shallow fjords, the GrIS is
characterized by narrow and deep fjords, and dbisxception. The strain rate pattern in the
eigen calving parametrization p%rms well onlyfréictures in glacier ice can grow, and
calving occurs only if these rifts intersect (pessible only for relatively thin ice shelves). In
our model, the eigen calving law has priority othex basic calving mechanism. That is to say
that the second calving law used (the basic calvireghanism) removes any ice at the
calving front not calved by the eigen calving pagtmzation thinner than 500 m in the
equilibrium simulations and 37% in the forwarchsu Thewre, the creation of the
conditions under which calving can finally occurgefloating ice shelf), relies solely on the

parametrization for ice shelf melting (Sect. 2.1.3)

A patrtially-filled grid cell formulation (Albrechet al., 2011), which allows for sub-grid scale

retreat and advance of the ice shelf front, is usezbnnect the calving rate computed by the
calving parametrizations with the mass transpdrese at the ice shelf terminus. This sub-
grid scale retreat and advance of the shelf alléovsrealistic spreading rates that are
important for the eigen calving parametrizatione Bub-grid interpolation is performed only

when a floating terminus exists. In both situati@res, floating ice or grounded terminus), the
stress boundary conditions are applied at the mgliront and in the discretization of the SSA
equations (Winkelmann et al., 2011). The retreat advance of the front through calving is

restricted to at most one grid cell length per &gagime step.

The parameterization of the grounding line posii®based on a linear interpolation scheme

(the “LI” parameterization; Gladstone et al., 20BEXtended to two horizontal dimensions
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(x,v). This sub-grid treatment of the grounding lingerpolates the basal shear stress, in
based on the spatial gradient between cells befmahove the grounding line and allows for
a smooth transition of the basal friction from grdad to floating ice (Feldmann et al., 2014).
At each time step the grounding line position isedmined by a mask that distinguishes
between grounded and floating ice using a flotatioiberion based on the modelled ice
thickness (Winkelmann et al., 2011):

bigg) = ~fLHCY) @)

wherep; is the density of the icey, is the density of the ocean water dfhdepresents the
ice thickness. Therefore, the grounding line migratis influenced by the ice thickness
evolution, which further depends on the velocittesnputed from the stress balance. The
superposition of SIA and SSA, which implies thak t&§SA velocities are computed
simultaneously for the shelf and for the sheetymssthat the stress transmission across the
grounding line is continuous and that buttressirfgces are included. In the three-
dimensional Marine Ice Sheet Model IntercompariBaoject (Mismip3d), PISM was used to
model reversible grounding line dynamics and preduesults consistent with full-Stokes
models (Pattyn et al. (2013); Feldmann et al., 42GEe parameters therein). We have not
performed the Mismip3d experiments for our paracylarameter settings and, therefore, the
accuracy of the modelled grounding line migratisrsolely based on the results presented in
Feldmann et al. (2014).

2.1.3 Parameterization for ice shelf melting

We use a simple parametrization for ice shelf mgltvhere the melting effect of the ocean is
based on both sub-shelf ocean temperature andtgéhtartin et al., 2011). To accommodate
this parametrization, several changes have beere radPISM at the sub-shelf boundary
(Winkelmann et al., 2011). §€igst, the ice tempemtat the base of the shelf (the pressure-
melting temperature) is calculated from the Clasidlapeyron gradient and the elevation at
the base of the shelf, and then the temperatuappbed as a Dirichlet boundary condition in

the conservation of energy equation.

Secondly, basal melting and refreezing is incorear#hrough a sub-shelf mass flux used as a
sink/source term in the mass-continuity equatiohisTmass flux from shelf to ocean

(Beckmann and Goosse, 2003) is computed as a leabdétween the ocean and ice and
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represents the melting effect of the ocean dueotb temperature and salinity (Martin et al.,
2011).

We start our simulations with a constant ocean miat@peratureT(,) of -1.7 °C, which here
represents the mean surface ocean temperature grithcells adjacent to the Jl terminus. In
the heat flux parametrization, the ocean tempegaatithe ice shelf base is computed as the
difference between the input ocean temperatureaavidual temperature that represents the
freezing point temperature of ocean water belowi¢keshelf (Fig. S4). The freezing point
temperature is calculated based on the elevatidimeabase of the shelf and the ocean water
salinity. As a consequence of these constraintsheglacier retreats and/or advances, both
the pressure-melting temperature and the heat Ifletwween the ocean and ice evolve
alongside the modelled glacier ice shelf geométhe ocean water salinitys{ = 35 psu) is
kept constant in time and space as the model doesapture the salinity gradient from the
base of the ice shelf through layers of low andhgglinity. A previous study conducted by
Mengel and Levermann (2014) using the same modableshed that the sensitivity of the

melt rate to salinity is negligible.

Following this melting parametrization, the highe®tlt rates are modelled in the proximity

of the glacier grounding lines and decrease wiglvalion such that the lowest melt rates are
closer to the central to frontal area of the maatklce shelf. At the grounding line, the sub-

grid scheme (Albrecht et al., 2011; Feldmann et28114) interpolates the sub-shelf melt rate,
allowing for a s th transition between floatingdagrounded ice. For a completely

grounded terminKe. the case when no ice figatngue exists), the melt parametrization
is applied only at the groundxnne position.

XResults and discussion

This section is organized in two main subsecti@ect. 3.1 introduces the results obtained
relative to observations, and Sect 3.2 focuseslgnamthe limitations of the model that need
to be considered before a final conclusion canragvd. A short introduction to the different

simulations and preparatory experiments perforraagivien below.

A total number of fifty simulations with differerstets of parameters (excluding preparatory
and additional experiments on the 1;km) are perégiron a 2 km grid. We alter the
parameters controlling the ice dynamycs (e.g. tbe enhancement factor, the exponent of

the pseudo-plastic basal resistance model, theftdttive fraction overburden, etc.) but also
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parameters related with ice shelf melt, ocean teatpee, and calving (i.e. the ice thickness
threshold in the basic calving mechanism). Thegarpaters are modified only during the
regional JI runs such that the model reproducedrtimtal positions and the ice mass change
observations at JI during the period 1990-2014. (Ejgand 1997-2014%9. 4), respectively.
From these results, we present the parameterizalu'ah% captures the full observed
evolution of JI during the period 1990-2014. Théuga of the ice sheet model parameters
used, together with their underlying equations dhd ice sheet model sensitivity to
parameters controlling ice dynamics, basal prosgsse shelf melt, and ocean temperature,

are further illustrated in the supplementary mat€fsl).

3.1 Observations vs. modelling results

3.1.1. Annual scale variations in velocities, termi  nus and grounding line

positions

We investigate the processes driving the dynamiduéon of JI and its variation in velocity
between 1990 and 2014 with a focus on the inipakslup of JI (1990) and the 2003 breakup
of the ice tongue. The overall results from our tdations suggest a gradual increase in
velocities that agree well with observations (Jongét al., 2014) (Fig. 3). Three distinct
stages of acceleration are identified in Fig. 3(akso Movie 1 in the Sl) and discussed in
detail below.

e 1990-1997

The first speedup produced by the simulation isseduby a retreat of the front
position by approximately 2 to 4 km between 199@ a®91. There is no

observational evidence to confirm that this reteedtially occurred. The simulated
retreat is probably a modelling artefact as thengsoy obtained during the

regional equilibrium simulation is forced with mbht atmospheric forcing and

new oceanic conditions. This simulated accelergfiog. 3) is caused in our model
by a reduction in buttressing due to a reductiolaieral resistance (Van der Veen
et al.,, 2011), which is generated by the graduakae of the front and which

triggers a dynamic response in the upstream regfidh

Starting in 1992, the modelled and observed termpusitions agreagy Apart from
the acceleration in 1991-1992, no significant sealsfluctuations in flow rate are

found in our simulations for this period, a reghht is consistent with observations
9
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(Echelmeyer et al., 1994). From 1993 a strongerasutual velocity signal begins
to emerge in our simulation that continues andsifees in magnitude during 1994
and 1995. The departure in 1995 from the normaa@ea invariance in velocity in
our model seems to be influenced by the atmosplieraing (Figs.j(and S15).
This result indicates that, as suggested by LuckermahMurray (2005), the 1995
anomalously high melt yx(Figs. S2 and S10) naasetpotentially contributed to
JIs retreat and flow acceleration during this pekridviodelled mean-annual
velocities for 1992 and 1995 are consistent witeeobed velocities for the same
period (Joughin et al., 2008; Vieli et al., 2011 1996 and 1997, the frontal
extent and the grounding line position remain reddy stable (Figs. 2, 6 and 7),
and no significant seasonal fluctuation in ice floate is observed in the
simulation. These model results agree well witheokations, which indicate that
the glacier speed was relatively constant durirg pleriod (Luckman and Murray,
2005).

* 1998-2002

According to observations (Joughin et al.,, 2004ckdman and Murray, 2005;
Motyka et al., 2011; Bevan et al., 2012), the @hiacceleration of JI occurred in
May-August 1998, which coincides with our modellegults. In our simulation,
the 1998 acceleration is generated by a retretfiteoice tongue’s terminus in 1997-
1998, which may be responsible for reducing bustres(Fig. 7 and Movie 1 in the
SI). Thinning, both near the terminus and inlangl @ 10 km away from the 1990
front position), starts in our model in the sumnuodr 1995 and continues to
accelerate after 1998 (Figs. 3, 6 and 7). The nwedidlehaviour agrees well with
the observed behaviour (Krabill et al., 2004). Aligh thinning appears to have
increased in our model during three continuous syedrproduced only minor
additional speedup during the period prior to 19B®)s. 2, 6, and 7). In our
simulation, JI's speed increased in the summer9&81by ~ 80% relative to the
summer of 1992 (Fig. 3), at which time the grougdine position starts to retreat
thereafter (Figs. 2, 6, and 7). Observations kimen and Murray, 2005) do not
show this level of speedup, and there are no ohsens of the grounding line
position at this time with which to assess our nhoperformance. Overall,

modelling results suggest an advance of the tesretween 1999 and 2000 and a

10
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retreat of the southern tributary between 20002062 by~4 km, which correlates

with existing observations (Thomas, 2004). In ounuation, this retreat of the

terminus triggers a decrease of resistive stregsése terminus (Figs. 7 and S9).
Concurrent with the 1998-2002 terminus retreat,gtwinding line retreats in our
model by ~6 km (Figs. 2, 6 and 7).

» 2003-2014

In the late summer of 2003, the simulated flow e#loincreases (Fig. 3). This
acceleration of Jl is driven in our simulationstheg final breakup of the ice tongue
(see Figs. 2 and 6). The period 2002-2003 is chetiaed in our model by
substantial retreat of the fron+4-6 km) and the grounding line-4 km), which
starts in June 2002 and continues throughout 20B@ simulated retreat that
occurred in 2003 and the loss of large parts offlib&ting tongue (Figs. 2 and 6)
caused a major decrease in resistive stressesheetagrminus (Figs. 7 and S9). By
2004, the glacier had thinned significantly (Fi§sand 6) both near the front and
further inland in response to a change in the teaninus stress field (Fig. 7).
During the final breakup of the ice tongue, thewdation produces speeds high as 20
km &' (~ 120% increase relative to 1998). The modelleldaities decreased to 16
km a' (~ 80% increase relative to 1998) in the subsejoenths and remained
substantially higher than the sparse observatimm that time (e.g. Joughin et al.,
2012). The high velocities modelled at JI after thes of its floating tongue are
further sustained in our simulation by the thinnthgt occurred after 2003 (Fig. 3),
which continues to steepen the slopes near thertesniFig. 6), and is accompanied
by a seasonal driven (sub-annual scale) retreat amtvdince of the front. This
simulated thinning is combined in the following y®avith a reduction in surface
mass balance due to increased melting and runafi @en Broeke et al., 2009;
Enderlin et al., 2014, Khan et al., 2014). The q#r2004-2014 is characterized in
our simulation by relatively uniform velocity peaksth strong sub-annual variations
(Fig. 3). During this period, only a small floatinge tongue is modelled and the

terminus remained relatively stable, with no epesodf significant retreat.

In agreement with previous studies (e.g. JoughialeR012), our results suggest that the

overall variability in the modelled horizontal velbes is a response to variations in terminus
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position (Fig. 7). In our simulation, the retredttbe front reduced the buttressing at the
terminus and generated a dynamic response in tiieeam region of JI which finally led to
flow acceleration. In contrast, when the front awed the modelled flow slowed as the
resistive stresses at the terminus were reinfordédds buttressing effect tends to govern JI's
behaviour in our model. Regarding the overall teusiretreat, our simulations suggest that it
is mostly driven by the sub-shelf melting paranmzetiion applied (Figs. S5 and S15).
Although the heat flux supplied to the shelf evslwe time based on the modelled terminus
geometry, the input ocean temperature is kept aohghroughout the simulations. This
constant ocean forcing at the terminus leads, msounulation, to gradual thinning of JI and
favours its retreat without any shift (e.g. inceasn ocean temperature. In terms of
seasonality, the only seasonal %al in the mdeitroduced by the monthly atmospheric
forcing applied (Sect. 2.1.1). However, the magtklsub-annual variability in terms of
terminus retreat and velocities does not alwaytoviolthe seasonal signal (Fig. 3). We

investigate this higher than seasonal variabihtfect. 3.2.

3.1.2 Ice mass change

Figure 4 shows observed and modelled mass changfeefperiod 1997 to 2014. We estimate
the observed rate of ice volume changes from aiband satellite altimetry over the same
period and convert these to rates of mass changeSget. 2). Overall we find good
agreement between modelled and observed mass cliaigged4), and our results are in
agreement with other similar studies (Howat et 2011; Nick et al., 2013). Dynamically
driven discharge is known to control Jakobshavressross between 2000 and 2010 (Nick et
al., 2013). The modelled cumulative mass loss @8§ of which 93% (~251 Gt) is dynamic
in origin while the remaining 7% (~18 Gt) is attrtbd to a decrease in SMB (Fig. 4). Further,
the present-day unloading of ice causes the Earttespond elastically. Thus, we can use
modelled mass changes to predict elastic uplift.cdmpare modelled changes of the Earth’s
elastic response to changes in ice mass to ufigerwed at four GPS sites (Fig. 5). Both
model predictions and observations consistentlgssiglarge uplift rates near the Jl front (20
mm & for station KAGA) and somewhat minor uplift raies5 mm &) at distances of >100

km from the ice margin.

Although the terminus has ceased to retreat insoaulations after 2009 (Figs. 6 and 7), the
modelled mass loss, and more importantly the dyoamass loss, continues to accelerate

(Fig. 4). Our results show (Fig. 7) that duringstperiod the mass change is mostly driven by
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the sub-annual terminus retreat and advance, wiaotinues to generate dynamic changes at

Jl through seasonal (sub-annual scale) reductioresistive stresses.

3.2 Feedback mechanisms, forcings and limitations

Representing the processes that act at the maounedary (i.e. calving and ocean melt) are
important for understanding and modelling the adfeglvance of marine terminating glaciers
like JI. Determining terminus positions by using tBuperposition of a physically based
calving (eigencalving) parametrization (Winkelmaetral., 2011; Levermann et al., 2012) and
a basic calving mechanism (Albrecht et al., 20Kl)niotivated by the model's ability to
maintain realistic calving front positions (Levemmaet al., 2012). The eigen calvin le
cannot resolve individual calving events, and, thihe introduction of the basic calving
mechanism was necessary in order to accuratelyhnudtserved front pasgions. Preparatory
experiments have shown that overall calving is kgodtiven in our model by the basic
calving mechanism used, and that the eigen calpBrgmetrization is more important in
modelling sub-annual to seasonal fluctuations eftdrminus. Our simulations suggest that
the superposition of these two calving mechaniserfopms well for relatively narrow and
deep fjords as those characterized by JI (FigTB¢ benefit of using such a combination of
calving laws is that it can evolve the terminusipos with time and thus calving feedbacks
are not ignored. As the terminus retreats, thelfaekl between calving and retreat generates
dynamic changes due to a reduction in lateral shedr resistive stresses (Fig. 7). In a
simulation in which the terminus position is keptefl to the 1990s position, the velocity
peaks are uniform (i.e. no acceleration is modedirdept for some small seasonal related
fluctuations generated by the atmospheric forcipgliad), and the mass loss remains
relatively small (~ 70 Gt). Consistent with Vielt al. (2011), we find that the feedback

between calving and retreat is highly importantiodelling JI's dynamics.

As introduced in Sect. 2, our approach here isdjoish the terminus in the Jl region to
simulate the 1990s observed front position andaserfelevation based on 1985 aerial
photographs (Csatho et al., 2008). The glacieritersnin 1990s was floating (Csatho et al.,
2008; Motyka et al. 2011). Motyka et al. (2011)ccdédted the 1985 hydrostatic equilibrium
thickness of the south branch floating tongue fremoothed surface DEMs and obtained a
height of 600 m near the calving front and 940 rarn@e grounding zone. In this paper,
however, we compute the thickness as the differéeteeen the surface elevation and the

bed topography, and allow the glacier to evolve aten terminus geometry during the
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equilibrium simulation. Preparatory experimentsénatiown that in our model (disregarding
its initial geometry floating/ grounded terminug)aftains equilibrium with a grounding line
position that stabilizes close to the 1990s obskrterminus position. According to
observations, Jl is characterized in 1990 by aeldigating tongue (> 10 km; e.g. Motyka et
al., 2011) that we are not able to simulate dutiregequilibrium runs. In our model (Figs. 6
and 7), the glacier starts to develop a large ifligatongue (~ 10 km) in 1999. Starting in
2000, the floating tongue is comparable in lengtld ¢ghickness with observations and the
model is able to simulate, with a high degree auaacy, its breakup that occurred in late
summer 2003 and the subsequent glacier accelerddbservations of terminus positions
(Sohn et al., 1998; Csatho et al., 2008) suggestdher more than 40 years, between 1946
and 1992, JIs terminus stabilized in the proxinotythe 1990’s observed terminus position.
Furthermore, during 1959 and 1985 the southernutaily was in balance (Csatho et al.,
2008). This suggests that, during the regionallggiuim and at the beginning of the forward
simulations, we are forcing our model with climationditions that favoured the glacier to
remain in balance. This may explain our unsuccésgfampts to simulate prior to 1998 a
floating tongue comparable in length and thicknegh observations, and suggests that for
simulating the large floating tongue that charazest JI during this period, future studies
should consider to start modelling JI before thaciglr begins to float in the late 1940s
(Csatho et al., 2008).

The geometry of the terminus plays an importareg nelparameterizing ice shelf melting, and
therefore our pre-1999 geometry will influence thagnitude of the basal melt rates (Sect.
2.1.3). The difference in geometry results in niledebasal melt rates that are larger for the
period 1999-2003, when JI begins to develop a |figging tongue and when the calving
front was already largely floating. Relative to ettstudies, e.g. Motyka et al. (2011), our
melt rate for 1998 is ~2 times Iarg%TabIe S3hi/we choose here to compare the two
melt rates in order to offer a scale perspective,asknowledge the difference in geometry
between the two studies. Furthermore, our basal ratds include both melting along the
base of the shelf and in the proximity of the gmiag line. In our model, the melt rates at
the grounding line are h%r than the melt ratesletied closer to the centre of the shelf
(Sect. 2.1.3).

Starting in 2010, the retreat of the terminus miedein our simulations did not correlate well

with observations (Fig. 2). The observed termimu the grounding line retreats do not cease
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after 2010. Further, observed front positions ¢bhou et al., 2014) suggest that by the
summer 2010 JI was already retreating over theasil on the over deepening indicated by
the red star in Fig. 6. The observed retreat tsreproduced in our simulations suggesting
that additional feedbacks and/or forcings mostlyika&ffect the glacier. Alternatively, the

mismatch between observations and simulation mesaolay represent an incomplete
modelling of the physics, inaccuracies in atmosigfmreanic conditions, or other various
limitations (e.g., bed topography model constraartd grid resolution issues). The particular

influence of these potential issues on our modeétailed below.

The basal topography of Jis channels represerdsga source of uncertainty. Jl is a marine
terminating glacier whose bedrock topography isattarized by a long and narrow channel
with deep troughs that contribute to its retreat anceleration, e.g. once the grounding line
starts to retreat on a down-sloping bed, the floareases, leading to further retreat and
acceleration (Vieli et al., 2011). The timing ahé magnitude of these retreats depend on bed
topography and the glacier width changes (Jamiegoal., 2012; Enderlin et al., 2013).
Accurate modelling of the grounding line behavi@jrtherefore, crucial for Jis dynamics as
its retreat removes areas of flow resistance ab#se and may trigger unstable retreat if the
glacier is retreating into deeper waters. In ounuation, the grounding line position
stabilizes downstream of the sill after 2005 (Figsand 6), which is in accordance with
previous modelling studies (Vieli et al., 2001; Wiet al., 2011). Vieli et al. (2011) found
that, by artificially lowering the same bed sill 890 m, the grounding line eventually retreats
and triggers a catastrophic retreat of 80 km ih gwer 20 years. In an equivalent experiment
with Vieli et al. (2011) but performed with our medlowering the bed sill by 100 m, did not
result in a retreat of the grounding line over she Regarding the grid resolution, simulations
performed on a 1 km grid did not improve our sintiolas of ice thickness (Fig. S11) or

surface speed (i.e. trend, overall magnitude, dapes of the flow; Fig. S12).

From a climatic perspective, the summer of 2012 eleracterized by exceptional surface
melt covering 98% of the entire ice sheet surfaoe iacluding the high elevation Summit

region (Nghiem et al.,, 2012; Hanna et al., 2014er@ll, the 2012 melt-season was two
months longer than the 1979-2011 mean and the songeorded in the satellite era (Tedesco
et al., 2013). Furthermore, the summer of 2012 praseded by a series of warm summers
(2007, 2008, 2010 and 2011) (Hanna et al., 2014hfaBe melt above average was already
recorded in May-June 2012 (see Fig. 3 from NSIDC18) when most of the 2011-2012
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winter accumulation melted and over 30% of theskeet surface experienced surface melt.
An intense and long melt year leads to extensiuenthg of the ice and has the potential to
enhance hydrofracturing of the calving front duentelt water draining into surface crevasses
(MacAyeal et al., 2003; Joughin et al., 2013; Rdllat al., 2015) resulting in greater and/or
faster seasonal retreat and an increase in sulenar@it at the terminus and the sub-shelf
cavity (Schoof, 2007; Stanley et al., 2011; Kimeatal., 2014; Slater et al., 2015).

The seasonal retreat of JIs terminus started velgtearly in 2012, with a large calving event
having already occurred in June. While it seemBcdit to attribute this particular calving
event solely to processes related to the 2012 seakon, it does seem probable that the series
of warm summers (2007-2011) together with the 282@eptional melt season could have
enhanced hydrofracturing of the calving front. umt this could have induced a retreat of the
terminus that cannot be captured by our model, (neits present configuration the model
does not account for the influen%)f meltwateroftiand its role in the subglacial system
during surface melt events). In our model, the aheric forcing applied (Sect. 2.1.1) can
influence JI's dynamics only through changes infai@ mass balance (SMB) (i.e.,
accumulation and ablation). While these changeseithickness affect both the SIA and the
SSA (Sect. 2.1), the effect in the SIA is very waakthe driving stresses are not affected by a
few meters of difference in thickness induced byBSW¥riability. In the SSA, the coupling is
achieved via the effective pressure term in théendefn of the yield stress (see SlI, Sect. 1.2
for detailed equations). The gffective pressurdeiermined by the ice overburden pressure
(i.e., ice thickness) and the e&ive thicknelssater in the till, where the latter is computed
by time-integrating the basal melt rate. This @ffisanuch stronger and favours the idea that
in our model some seasonal velocity peaks coulémniaily be influenced by the climatic
forcing applied (Figs. S10 and S15).

We study the sensitivity of the model to atmosphdoircing by performing a simulation

where we keep the atmospheric forcing constant iii&80-1990 temperature and SMB). By
comparing this simulation with a simulation thatcludes full atmospheric variability

(monthly temperature and SMB) we see that in teomrminus retreat and velocities the
modelled sub-annual variability does not alwaysealate with the ovaed seasonal signal
(Fig. S15). In particular, the simulations sugdhbst to only a relatively small degree some of
the variability appears to be influenced by theagpheric forcing applied (Figs. SZ,XO and

S15), which also represents XOnly seasonal impoitthe model. Some of the greater than
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seasonal frequency could be an issue with resaolutiothe model. We examined this
sensitivity by performing additional runs at a heglspatial resolution. Simulations on a 1 km
grid did show some improvement with respect to aefspeed sub-annual variability (Fig.
S13), suggesting that in our model the stresstrédaliion might be sensitive to the resolution
of the calving event. However, given the short gespanned by the simulations, the stress
redistribution does not change the overall modetkesllts, as seen in Figs. S11 and S12.
Although we acknowledge that some of the varigbibtdue to the grid resolution, part of it
may also be related to unmodeled physical processeyy at the terminus. We suggest that
additional contributions to the seasonality, e.gonf ice mélange or seasonal ocean
temperature variability, which are not includedour model could potentially influence the
advance and retreat of the front at seasonal s¢algsS15). For example, the ice mélange
can prevent the ice at the calving front from bnegkoff and could therefore reduce the
calving rates. Consequently, the introduction ofnmélange parametrization will probably
help to minimize some of the sub-annual signal ledein our simulations. Similarly,
seasonal ocean temperature variability can infladoe mélange formation and/or clearance
and the melt rates at the glacier front and carerstcate seasonal glacier terminus and
grounding line retreat and/or advance. Howevethiatpoint we find it difficult to determine

the relative importance of each process.

Finally, regarding the ocean conditions, warm wadenperatures in the fjord were recorded
in 2012. Besides a cold anomaly in 2010, which sastained until early 2011, the period
2008-2013 is characterized by high fjord watersperatures - equal to or warmer than those
recorded in 1998-1999 (Gladish et al., 2015). Inrmaodel, the ice melt rates are determined
from the given conditions in temperature (-1.7 &@d salinity 85 psu) of the fjord waters,
and the given geometry (Sect. 2.1.3). The fact Wmatare able to model JIs retreat with a
constant ocean temperature suggests that thetratrdaacceleration observed at Jl are not
likely to be controlled by the year to year varlapiin ocean temperatures. This conclusion
agrees with the observational study of Gladishl.ef2815) who analysed ocean temperature
variability in the llulissat fjord with JI variabilyy and who found that after 1999 there was no
clear correlation. Our results do not, however,lynpat the ocean influence in JI's retreat is
negligible (Fig. S5), but rather that the glacieosinlikely responds to changes in ocean
temperature that are sustained for longer timeogsri e.g. decadal time scales. Two
additional experiments, where the input ocean teatpee {,) was increased to -1 °C

indicate that higher melt rates beneath the growgnhtine could potentially explain the retreat
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observed after 2010. In our first experiment, ti@ut 7, was increased from -1.7 °C to -1 °C
starting 1997 (~0.7 °C relative to 1990). This temgpure increase is consistent with observed
ocean temperatures at the mouth of the llulissatl f{Gladish et al., 2015) and generated in
our simulation, for the period 1997-2014, an acetésl retreat of the front that does not
correlate with observations (Fig. S8). Similaryass loss estimates from the simulations are
significantly larger (by ~ 50 %; Fig. S7) than thosalculated from airborne and satellite
altimetry observations (Sect. 3.1.2). Overall, ¢x@eriment shows that an increase in ocean
temperature that starts in1997 and is sustained2@it4 generates modelled estimates for the
period 1998-2014 that do not agree with observation the second experimerff, was
increased to -1 °C starting in 2010 (~ +0.7°C athhse of the shelf in 2010). For the period
2010-2014, our model predicted a faster retreatthef front that correlates well with
observations (Fig. S8), and an increase of mass bgs~7 Gt (Fig. S7). This experiment
shows that an increase in ocean temperature begimmi2010 could potentially explain the

retreat observed thereafter.
4 Conclusions

In this study, a three-dimensional, time-dependegtonal outlet glacier model is used to
investigate the processes driving the dynamic émolwf Jl and its seasonal variation in ice
velocity between 1990 and 2014. Here, we attempesimulate the recent behaviour of JI
with a process-based model. The model parameters wadibrated such that the model
reproduced observed front positions (Fig. 2) ardntass change observations (Fig. 4) at Ji
over the periods 1990-2014 and 1997-2014, respy¢tiWe obtain a good agreement of our
model output with time series of measured horidoveocities, observed thickness changes,
and GPS derived elastic uplift of the crust (Fi§snd 5). Overall, the study shows progress

in modelling the temporal variability of the flow .

Our results suggest that most of the JI retreaindut990-2014 is driven by the ocean
parametrization, and the glacier's subsequent resppavhich is largely governed by its own
bed geometry (Figs. 6, 7 and S5). In agreemetit prievious studies (e.g. Joughin et al.
2012), our simulations suggest that the overalbdity in the modelled horizontal velocities

IS a response to variations in terminus positidg.(F). In our model, the seasonal variability
is likely driven by processes related to the atrhesig forcing applied (e.g. temperature and
SMB variability), which in fact represents the ordgasonal input used in the model. The

greater than seasonal frequency seen in our siiongats attributed to grid resolution and
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missing seasonal scale processes (e.g., ice mélanigdility or seasonal ocean temperature
variability) in the model. Sensitivity experimemerformed on a 1 km grid did not show
significant improvement with respect to ice thickedFig. S11) or surface speed (i.e. shape

of the flow and overall magnitude; Fig. S12).

In 1990, JI had a large floating tongue (> 10 krg; &lotyka et al., 2011) that we are not able
to simulate during the equilibrium runs. In our reb(Fig. 6), the glacier starts to develop a
floating tongue comparable with observations indl%arting in 2000, the floating tongue is

consistent in length and thickness with observatiand the model is able to simulate its

breakup (that occurred in late summer 2003) andsth®sequent glacier acceleration. The
difference between observed and modelled pre-188fngtry results in relatively large basal

melt rates for the period 1997-2003 (Fig. S10). &ttheless, the model is able to capture the
overall retreat of the terminus and the trend$iendbserved velocities (Figs. 2 and 3) for the
period 1990-2010. Finally, the 2010-2012 obsenezthinus retreat (Joughin et al., 2014) is

not reproduced in our simulations, likely due tadouracies in basal topography, or

misrepresentations of the atmospheric forcing d@ddcean parametrization that we used.
Additional sensitivity experiments showed that acréase in ocean temperature of ~ 0.7 °C
for the period 2010-2014 may trigger a retreat leé terminus that agrees better with

observations (Figs. S7 and S8).

Our model reproduces two distinct flow acceleragiom 1998 and 2003 that are consistent
with observations. The first was generated by @eattof the terminus and moderate thinning
prior to 1998; the latter was triggered by the ffimaeakup of the floating tongue. During this
period, JI attained in our simulation unprecedentedocities as high as 20 km'a
Additionally, the final breakup of the floating tgume generated a reduction in buttressing that
resulted in further thinning. Similar to previostsidies (Nick et al., 2009; Vieli et al., 2011;
Joughin et al. 2012), our results show that theadyin changes observed at JI are triggered at
the terminus (Figs. 7, S5, S15 and S17).

In accordance with previous studies (Thomas, 2@@ighin et al., 2012), our findings
suggest that the speeds observed today at Jl msubt of thinning induced changes due to
reduction in resistive stress (buttressing) neartéiminus correlated with inland steepening
slopes (Figs. 6 and 7). Both model and observasoggest that JI has been losing mass at an
accelerating rate and that the glacier has condinn@ccelerate through 2014 (Fig. 4).
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Figure 1. (A) Landsat 8 image of llulissat fijorddapart of Disko Bay acquired in August
2014. The dark orange triangles indicate the looatof the GPS stations (GPS data shown in
Fig. 5). The rectangle defined by light orange leosdoutlines the location of Fig. 1C. (B)
Grey filled Greenland map. The black filled rectienigighlights the JI basin used to compute
the mass loss (Fig. 4) and is identical to Khamale{2014). The rectangle defined by red
borders indicates the computational domain. TgbtIblue border rectangle represents the
location of Fig. 1A. (C) Coloured circles indicatee locations plotted in Fig. 3. The thick
black line denotes the JI terminus position in 1880s. The dotted black line represents the
flow-line location plotted in Fig. 6. The coordtea given in (A) and (C) are in polar-

stereographic projection units (km).
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Figure 2. Modelled velocities at Jakobshavn Istbebecember are shown for eight different
years. The black line represents the modelled foosttions, the black dotted line denotes the
observed front position and the thick black dadimerirepresents the modelled grounding line
position. The velocities are superimposed overradkat 8 image acquired in August 2014.
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Figure 3. (A) Time series of modelled (filled ces) versus observed (filled circles with black
edges) velocities (Joughin et al., 2010) (top ®gwand ice thickness changes (Krabill, 2014)
(bottom figure) for the period 1990-2014 at locaidS1 to S7) shown in Fig. 1C. The same
colour scheme is used for the modelled and therebdadata. The observed velocities prior
to 2009 are mean winter velocities and are largegsistent with our modelled winter
estimates for the same period. The observed theskhas been adjusted to match the model
thickness at the first available observation (il®y, summing the modelled ice thickness

corresponding to the first available observatiothvie observed thickness changes).
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Figure 4. Modelled and observed cumulative massigddor Jakobshavn Isbree. The blue
curve represents the mass change due to SMB (Noél.,e2015)) after the 1960-1990
baseline is removed. The green curve representadldelled ice dynamics mass change (i.e.,
modelled mass change minus SMB change). The rem capresents the total modelled mass
change including both SMB and ice dynamic chang@he. black curve with grey error limits
represents the total observed mass change inclbdithgSMB and ice dynamic changes. The

modelled mass change for the period 1997-2014 9 2 and the observed mass change is
~296 Gt.
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Figure 5. Observed versus modelled uplift in mm twe stations KAGA (A), ILUL (B),
QEQE (C) and AASI (D). The positions of the four &8tations are presented in Fig. 1A.
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Figure 6. Modelled evolution of surface elevatifiodting ice tongues thinner than 50 m are
not shown) and horizontal velocities of Jakobshkslmee for December along the flow-line
shown in Fig. 1C. Note the acceleration in spedd/den 1994-1998 and between June 2003
and September 2003 corresponding to the final lyeak the floating tongue. The red star
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denotes the observed 2012 terminus position.
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Figure 7. (A) Modelled grounding line and terminussition (floating ice tongues thinner
than 50 m are not shown). (B) Modelled horizontlbeities and ice thickness changes at the
point location S1 shown in Fig. 1C. (C) Modelled @Bviatoric stresses (in the X direction,
the Y direction, and the shear stress) at the poaattion S1 shown in Fig. 1C.
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