Reply to S. Cornford’s Review on “Thermal structure and
basal sliding parametrisation at Pine Island Glacier - a 3D
full-Stokes model study”

First we would like to thank the reviewer for his constructive and helpful
comments. Below you find a point-by-point response to them.

1 General comments

Reviewer1: The paper investigates basal traction laws based on measured bed
roughness for PIG, studying them using a rather sophisticated new Stokes model.
A typical PIG flow experiment finds the basal traction tb through an inverse
problem and then assumes a physical law of the form Ctb = u™-! u for use in
prognostic simulations, holding C(x, y) constant in time. The authors compare
this conventional kind of approach with two roughness based laws, with the
roughness derived from measurements (measured along flight lines and
extended to the whole region). The resulting C would still be constant in time
(unless some roughness evolution model was added), but its time independence
would have some more physical justification.

If the model had reproduced all the features of the flow using these
measurements, this would support the conventional approach, but perhaps
supplant it. However, the model does not reproduce the observations as well as
it does with an inferred C (even when the inversion, as in this paper, is not as
sophisticated as elsewhere) and so the authors find that C is not just a function of
roughness but other fields that are not observed - which could include
roughness at the scales below those measured, or other physics, including
physics that could evolve on short - such as basal hydrology. Nonetheless, the
paper shows that many of the flow features can be accounted for by measured
roughness, so that the proposed laws could form part of more complex laws, and
[ suggest could be directly useful in, for example, paleo ice stream simulations
where the ice has gone but bed roughness data might be available.

The friction laws themselves are presented are in the results section, but I think
they are more important to this paper than the description of the Stokes model,
so should be described earlier. I also think that the sections describing the laws
need some revision, in particular the manuscript needs to summarize the way in
which the one-parameter roughness was measured (inferred from airborne
radar, in Rippin 2011, estimated to be sensitive to roughness wavelengths > 500
m), and explain the calculation of the two-parameter roughness in more detail.

Answer: We agree that the roughness data and the sliding laws need more
attention and also need to be described earlier in the manuscript. We therefore
added another Section titled Methods: roughness data and sliding laws, which
is included right after the model description. There in detail the derivation of the
roughness data is explained. It is also emphasised that the single-parameter
roughness was already presented in Rippin et al. 2011, while the two-parameter



roughness measure was especially calculated for this study. The sliding laws are
also described in more detail and a better overview about the connections of the
different formulations and parameters is given.

R1: At the same time, a temperature distribution is estimated. This is a useful
result on its own.

2 Specific comments

R1: L10: Some inverse problems seek effective viscosity (or some equivalent) as
well as or instead of a basal friction coefficient in some inverse problems.
Especially in the ice shelf, but to some extent in shear margins, effective viscosity
determines the flow. This is mentioned in the discussion.

Answer: We focussed in this study on the parameterization of basal sliding and
therefore did not mention in detail the inversion for effective viscosity. One
advantage of our model is, that we managed to solve for the temperature also in
the ice shelf. Therefore the need to invert for effective viscosity there is not as
crucial. Nonetheless we do recognise the effective viscosity as being especially
important in the shear margins, and address some of the deviations in surface
velocity to this shortcoming.

Changes: Changed P4914, L8-10 to: Inversion methods are commonly applied to
reproduce the complex surface flow structure at Pine Island Glacier, which use
information of the observed surface velocity field, to constrain, among other
things, basal sliding.

Changed P4915, L16-18 to: These methods use the measured surface velocity
field to invert for basal properties or effective viscosity and to adjust basal sliding
parameters.

R1: P4916 :'Changes in basal conditions, by for example grounding line
migration (Park et al., 2013), subglacial erosion (Smith et al.,, 2012; Rippin et al,,
2014) or dynamic hydraulic systems, can not be considered with this approach.’

[ agree that subglacial erosion or evolving hydrology defeat a inverted C that is
constant in time, but I don’t think that is true for grounding line retreat - the
evolution of C (becoming zero in newly grounded regions) is straightforward in
that case.

Answer: We agree that grounding line retreat could be considered nonetheless.

Changes: Changed P4916, L4-6 to: Changes in basal conditions, by for example
subglacial erosion (Smith et al., 2012; Rippin et al., 2014) or dynamic hydraulic
systems, can not be considered with this approach.

R1:2.3.2.
Temperature transport includes strong advection, but you don’t say whether this
affects your numerical scheme (you just say that you use linear elements). Do



you ensure the local Peclet number is always low by choosing a mesh, or add
artificial diffusion, or use DG methods, or something else?

Answer: We do use stabilization methods provided by COMSOL, which we forgot
to mention. The details are described below.

Changes: We added a paragraph in Sect. 2.3.2: To avoid numerical instabilities
due to strong temperature advection, and thus to ensure that the element Péclet
number is always < 1, we use consistent stabilization methods provided by
COMSOL Multiphysics®. Equation (7) is solved using a Galerkin Least Square
(GLS) formulation (Codina, 1998) in streamline direction and crosswind
diffusion (Hauke and Hughes, 1998) orthogonal to the streamline direction. The
chosen stabilization methods add less numerical diffusion the closer the
numerical solution comes to the exact solution (COMSOL, 2012).

R1: You say that all Dirichlet conditions are implemented as weak constraints.
Does this mean you are adding a source term S to the equations on the basal face
along the lines of S=a(T0-T), so that as a —o the solution approaches TO=T. If so,
you are actually implementing a Robin condition (which is fine).

Answer: Weak constraints satisfy a condition in a weak sense, i.e. in integral
sense over the entire boundary of the element. They are different to Robin
conditions.

Pointwise constraints: u(x) = f(x) for x on I" (boundary)

Weak constraints: [Tugdx= [T f@dx with ¢ being the test function.

Changes: Changed P4923, L10-11 (where ,Weak constraints” are first
mentioned) to: The kinematic condition at the ice base is implemented as a weak
constraint, for stability reasons. Weak constraints apply boundary conditions in
an integral sense and are therefore not as strict. They stand in contrast to
pointwise constraints, which force the nodal value to the constraint and can thus
lead to numerical instability (COMSOL, 2012).

R1: Your heat flux condition looks like a softening of the step change around
Tb;max, did you have problems with a sharp step?

Answer: Yes, it is a softening of the step change. A sharp step led to numerical
instability and the model did not converge.

Changes: Added a sentence at the end of Sect. 2.3.2: The smoothing of the step
function ensures numerical stability, which was not found with a sharp step.

R1:2.3.3

[ don’t think that the aspect ratio requires an unstructured mesh (and indeed,
several models use structured or block-structured meshes). Even the need for
fine horizontal mesh resolution near the grounding line / shear margins is a little
contentious, for example you might use high order elements instead. The figure
looks as though you have extruded a 2D mesh of triangles vertically to get prisms
with a vertical extent that varies only with thickness, (in which case you have



structure in the vertical direction). That could be because we can’t see into the
mesh - maybe you have finer vertical resolution in the regions with finer
horizontal resolution. If so, is it possible to make a cut into the mesh figure to
show that?

Answer: The original first sentence in Section 2.3.3 (“The small aspect ratio of
PIG (ratio of vertical to horizontal extent € = HL-1~ 10-3) requires an unstructured
finite element mesh, to maximise the resolution while minimising the amount of
elements.”) was not intended to say, that due to the small aspect ration the
unstructured mesh is mandatory, but it is very useful to maximise the resolution
in regions of interest, while minimising the amount of elements. The higher mesh
resolution around the grounding line is, as you say, not the only way to manage
the steep gradients there, but it is a solution for this study that works well. Using
high order elements - by the way - is not a very good solution in the case of
sharp changes, since they expose Gibbs phenomena and would require
additional filtering in order to control those.

[t is true, that the mesh is structured in the vertical direction. We have 12
vertical layers everywhere, where the thickness varies only with ice thickness,
which results in sigma layers.

Changes: We changed the paragraph to: To maximise the resolution while
minimising the amount of elements, we use an unstructured finite element mesh,
shown in Fig.2. The upper surface zs is meshed first with triangles. The
horizontal edge lengths are 5-500m at the grounding line and the calving front,
50-1000m at the inflow area and 100-2000m at the rest of the outer boundary.
The resulting 2D surface mesh is extruded through the glacier geometry with a
total of 12 vertical layers everywhere. The thickness of the vertical layers varies
only with ice thickness. The spacing between the layers is refined towards the
base. The ratio of the lowest to the upper most layer thickness is 0.01, leading to
a thickness of the lowest layer of about 5m for a total ice thickness of 3000m.
The final mesh consists of ~3.5x105 prism elements, which results in ~5 x106
degrees of freedom (DOF), when solved for all variables.

R1:2.3.4

Which direct linear solver: MUMPS? UMFPack ? A citation might be in order. I
think this paragraph could do with some attention, although the meaning is clear
to me, the grammar is a bit awkward. Especially, you say that you use a directed
segregated solver which solves iteratively, which sounds self-refuting. I think
that what you do is a kind of quasi-Newton iteration to solve a non-linear
problem in u;p;T where you

1.Choose initial u*;p*;T*,

2. Use u*;p*;T* to define a linear system which is solved directly to get u;p

3. Use u;p;T* to define a linear system which is solved directly for T

4. Set u*;p*;T* <= u;p;T and repeat 2-3 until your error estimate is small.



Answer: We used the direct solver Pardiso and added citations. And yes, what
you write about the quasi-Newton iteration is correct. We rewrote Sect. 2.3.4 to
make it clearer (see below).

Changes: We changed Sect. 2.3.4 to: For solving the nonlinear system, a direct
segregated solver is used, which conducts a quasi-Newton iteration. It solves
consecutively: first for the velocity u and the pressure p, and thereafter for the
temperature T (Comsol, 2012). This allows for reduced working memory usage.
For the remaining linear systems of equations the direct solver Pardiso (COMSOL
(2012) and http://www.pardiso-project.org/, last access: 9 December 2014) is
applied. While uncommon for such large numbers of DOF’s, it proved to be
computationally viable and robust, since all available iterative solvers exposed
instabilities on this problem.

R1:3.3.2

Figure 5 could be replaced (or complemented) with a map of differences. With
fig 5 as it is, you have to point out that the differences are exaggerated at low
speeds and suppressed at high velocities, given the choice of log axes, which you
need because so much of the glacier is slow. At the same time, there are maps to
compare your results with in e.g Morlighem 2010. The same goes for figures 8
and 11.

Answer: A map of differences can be found in Wilkens, 2014 (Fig. 4.26). We
choose to not show it here, as it would require elaborate description for the
structure of the differences, which are partly related to the rheological treatment
of shear margins and the inversion technique. We use the reference simulation to
compare it to the roughness-related results. So the rheological treatment of the
shear margins is consistent in all simulations.

Our focus of this study is not essentially to reproduce the surface flow field as
precise as possible, but to understand basal sliding mechanisms and connect
them to basal parameters.

Figure 5 shows in our opinion the difference between the simulated and
measured velocities well. We will add some explanation in the figure caption for
the logarithmic axes chosen. It is already mentioned in the main text (P4928,
L23-24): “The spread around the diagonal for lower velocities appears bigger,
which is mainly due to the logarithmic axes chosen.”

We decided to not compare our surface velocity field to the results from
Morlighem et al., 2010, as our deviations to the measured field are much higher,
would have to be explained in detail and is mainly due to the more sophisticated
inversion technique they use. Here again it should be stated that the focus of this
study was not to reproduce the field perfectly.

Comparing the results in Fig. 8 and 11 to the results of Morlighem et al., 2010
would give no further understanding of the findings. The differences in
magnitude would be very large, which is why we compare the results in a
qualitative manner.

Changes: We changed the caption of Figure 5 to: Observed surface velocity field
|[uobs| vs. reference surface velocity field [usred. The logarithmic scales exaggerate
the spread around the low speeds. The angle offset Aa between the vectors of the



surface velocity field uons and the reference surface velocity field usrer is shown as
the colour code.

R1: Technical corrections

L8: Dependend — Depending

2.2.2 Stokes — Stress, or velocity

p4923, L18 :The temperature is solved for with linear elements : — discretized
p4925, L9 : ‘“The basis data A. Le Brocq used are for the surface elevation from
Bamber et al. (2009), which combines satellite radar and laser measurements.
The ice thickness data is from Vaughan et al. (2006).” could be something like
‘The Le Brocq data are based on the the surface elevation data of Bamber et al.
(2009) and the ice thickness data of Vaughan et al. (2006)’.

Answer: Thanks for reading the manuscript carefully.

Changes: All technical corrections are included in the revised manuscript.



Reply to Anonymous Review #2 on “Thermal structure and
basal sliding parametrisation at Pine Island Glacier - a 3D
full-Stokes model study”

First we would like to thank the reviewer for the constructive and helpful
comments. Below you find a point-by-point response to them.

Reviewer2: In the paper the authors perform a surface-to-bed inversion for
basal slipperiness using a numerical (full Stokes) flow model. They then compare
the inverted (spatially variable) basal sliding parameter with two estimates of
basal roughness.

Answer: This is not entirely correct. We do not simply compare the inverted
sliding parameter with the basal roughness. This would mean we are comparing
the fields f2 with for example the single-parameter roughness measure &. This
would result in just comparing spatially varying fields. Instead we incorporate
two different data sets of measured basal roughness into formulations for basal
sliding. Since the model is thermo-mechanically coupled, the system evolves into
a new equilibrium with sliding and non-sliding regions (at least for the first
approach with the single-parameter roughness). Additionally the effect of basal
water pressure is also included in the sliding law. Since the system consists of
many unknowns, the outcome cannot be known afore.

R2: The main objective of the paper is, in the words of the authors: to connect
measured basal properties to the parameterisation of basal sliding and therefore
constrain basal sliding with physically justified assumptions.

Two estimates of basal roughness are used. One is a measure of basal roughness
suggested by Li et al, 2010. If I understood correctly this measure is calculated
directly by the authors.

Answer: This is correct, the two-parameter roughness measure was calculated
by David Rippin especially fort his study. It is based on the same data as the
single-parameter roughness measure presented in Rippin et al. 2011.

R2: The other measure of roughness is based on Rippin et al, 2011. My
understanding is that here previously published roughness estimates were used.

Answer: This is correct. We included now a paragraph which explicitly describes
the roughness data, to make it less confusing. Additionally we changed the lines
below.

Changes: Changed P4916, L20-24 to:

The first method matches a single-parameter basal roughness measure for PIG,
as presented in Rippin et al. 2011, onto a basal sliding parameter. The second
method is based on ideas from Li et al. 2010, where we use a two-parameter



basal roughness measure, especially calculated for this study, to connect basal
roughness to basal sliding.

R2: If I've understood correctly, the roughness estimates are derived from the
same bed-topography data set as the one used in the numerical model.

Answer: This is correct; they are both based on the data from Vaughan et al.
2006. Still the roughness measure and the bed-topography enter the model in
different ways. The model geometry is built based on gridded data with 1 km
spacing. The roughness measure is calculated based on along track sample
spacing of the order of 30 m (cf. Rippin et al. 2011). Therefore higher resolution
information is included in the roughness measure, even though it is also
eventually gridded onto a 1 km grid. Since the roughness data and the use of it
was not formulated in a comprehensible way previously, we included a whole
new section describing the data and the sliding laws, included just after the
model description and titled Methods: roughness data and sliding laws. In this
section a paragraph states the differences (see below).

Changes: Included is a new section, including the paragraph:

For PIG the single parameter roughness measure & was calculated by Rippin et
al. 2011 from a RES data set generated in austral summer 2004/05 (Vaughan et
al. 2006). It is the same data set the model geometry is based on (Sect. 2.3.5), still
the roughness measure includes higher resolution information, as the derivation
is based on along track sample spacing of the order of 30 m (cf. Rippin et al.
2011). Both data sets are then gridded with 1 km spacing.

R2: And this brings me to the main issue [ have with the paper: If the bed of the
numerical model is based on the same data set at these estimates of ‘roughness’,
and since the numerical model calculates the effect of this bed on the flow, has
the effect of the ‘roughness’ on the flow not already been modelled?

Answer: Although the model geometry and the roughness measure are based on
the same data, they influence the flow behaviour on very different scales and
with different mechanisms. A main key is here the different resolution, as
mentioned by yourself. Maybe considering Weertman'’s original ideas can bring
some clarification. He formulated a sliding law by combining the size and spacing
of the basal obstacles into a roughness parameter, and relating it to the sliding
velocity and basal shear stress. The small-scale roughness is thus included in a
formulation influencing the large scale sliding of the glacier. In his theoretical
derivation he assumed a bed with evenly distributed obstacles. If we assume
now, that the size and spacing of the obstacles is not uniformly distributed in the
entire model region, a locally varying description of the roughness can be useful.

R2: The effects of the bed topography on the flow are calculated by the model. To
fit surface data the basal slipperiness distribution is then optimized. This
optimized basal slipperiness distribution turns out to be spatially non-uniform
because bed topography alone does not produce the observed spatial variations
in surface velocity. The inverted basal slipperiness, needed by the numerical
model for it to reproduce measured surface data, is therefore not due to some



variations in modelled bed topography. The slipperiness distribution is related
to processes that are NOT accounted for by the modelled basal topography.

Answer: Yes, this is correct. Therefore again the interpretation of the basal
roughness as a representation for a certain bed type is important. And the
influences of the temperature and the basal water pressure have to be
considered, which is done in the first approach.

R2: Since the ‘roughness’ estimates are based on the same topography data
already included in the numerical model, then why would we expect these
roughness estimates to give us added insight into the retrieved basal
slipperiness distribution? This retrieved basal slipperiness distribution reflects
aspects of the bed other than the geometry needed to fit the data (other than the
geometry because it is already included). What these other aspects of the bed are
is an open question (my guess is that they reflect spatial variations in till
properties, basal water pressure, etc. etc.), but the point is that model does not
need the spatial variations in basal slipperiness to mimic the effects of flow over
its own bed geometry.

Answer: This we don’t understand. The model results clearly show, that other
factors are important, other than the glacier geometry, and thus bed shape, itself,
to reproduce the surface flow structure. The question we are aiming to address is
therefore what these other factors could be, how important they are and how
they could be included in a formulation for basal sliding.

R2: [ therefore don’t fully understand why the authors try to relate inverted
slipperiness with a roughness estimate of the bed they are already using in their
model.

Answer: The roughness measure § we use does not directly represent the
roughness as formulated in the original approach by Weertman. To use the
roughness information anyhow, it is therefore necessary to translate the basal
sliding parameter Cp to a meaningful range. For this the initial inversion step is
needed.

R2: Now I'm open to the possibility that [ may not have understood the paper
correctly. If, for example, the basal roughness is estimated from a very high
resolution (less than a fraction of ice thickness) area measurements of bed
geometry, or if the resolution of the numerical model is not high enough to
capture the known variations in basal topography on which the roughness
estimates are based, then my criticism is invalid. But I do not know of any such
high resolution measurements (measuring roughness along flight lines not
aligned with flow and then interpolating between flight lines kilometres apart as
done by Rippin et al is a futile exercise), and the resolution of the FE-mesh is
clearly high enough to capture all spatial variations in existing compilations of
PIG bed. I suggest giving the authors the chance to clarify the thinking behind
their work and explain why comparing retrieved basal slipperiness with
estimates of the ‘'roughness’ of the bed, that are based on the same (or similar)



data set as they are using in their numerical model, is an interesting and
important scientific question.

Answer: Estimates of basal roughness help us to try and say something about
bed conditions and bed variability, and how these influence flow. Additionally
the formulation of basal sliding in glacier modelling is still one of the most
difficult questions to address; therefore inversion for basal parameters is the
most commonly chosen approach. This approach, on the other hand, does not
lead to a better understanding of the processes at the base. We therefore aim to
combine information about the bed in a formulation of basal sliding.

We aim to reproduce the flow behaviour observed on a “real world” glacier and
therefore understand the system better and make guesses about the underlying
processes. This is different to assuming purely theoretical conditions and
investigating specific processes, which can be clearly separated, like for example
estimating the effect of roughness onto basal sliding. We believe that aiming to
understand a “real world” glacier behaviour is an important scientific question to
address.

R2: We should not forget that a sliding law is (to use an old phrase by Andrew
Fowler) a matching condition between the inner and the outer flow. As such the
sliding law represent processes not directly included or resolved by the model.
For example processes happening on a spatial scale much smaller than those that
can be resolved, or processes not included (regelation, cavitation, till
deformation, etc. etc.). So for example in the old works by Nye, Kamb, Weertman,
the focus was on how processes on small scales affect the bulk flow of ice. One of
the questions was, for example, how one could replace a sinusoidal bed
geometry with a flat one by changing the boundary conditions accordingly.
Hence, the ‘roughness’ of the bed translates into a sliding law over another less
rough bed. Comparing (inverted) sliding law parameters over a given bed with
the roughness of the bed itself appears in this context questionable.

Answer: As the stress conditions in underlying substrate (hard bedrock or till)
are not known, a jump condition for the momentum cannot be formulated.
Instead a sliding relation often called a sliding law is required. We agree with the
reviewer, that sliding relations that are applicable for this type of modelling
study here, are approximating the sliding processes for a number of different
reasons. First, these processes occur on a spatial scale much smaller that the
model resolution. Second, not all the relevant processes themselves are
implemented (e.g. heat transfer through the small obstacles required for
regelation as in Weertman's analysis of sliding). In addition, very little is known
about the bed conditions for most areas in Antarctica and Greenland, e.g. if there
exists sediment or hard bed rock, how thick the sediment layer is, how much
water there is in the sediment or in the space between the ground and the ice or
how mobile/resident the water is? Due to the pioneering work of Nye, Kamb,
Weertman (mentioned by the reviewer, and we would like to add Lliboutry), we
have now a better understanding of processes that are or might be important for
basal motion (sliding + bed deformation). But their work is based on theoretical
analyses for processes on a spatial scale that is up to now not accessible for



observations. One aim of our study is to bridge the gap between the processes on
the sub-metre scale, the observed ‘roughness’ on the several-meter scale and the
kilometre scale used in the numerical flow model. We think that every
information available from observations should be used to constrain model
parameters, if the processes must be parameterised for the stated reasons.

R2: ps.

There is an additional point I would like to make that is just a general statement
and does not directly relate to the submitted work but might be worthwhile to
consider. The roughness used in Bingham and Siegert 2009, Rippin et al. 2011
appears very different from the one used by Nye and others in the late 60s and
early 70s. It is unclear to me what the mathematical relationship between basal
roughness, as defined by Siegert and others, and sliding over smooth bed really
is. Has it been proved that sliding velocity increases monotonically with
increasing roughness? And if the ‘roughness’ increases by, for example, a factor
of 2, how does that affect sliding velocity? Will it increase or decrease?

Answer: We do not think that Bingham, Siegert and Rippin aim at answering this
question. They do not try to derive a mathematical relationship between the
roughness parameter they derive and velocity. Additionally it seems to be
acceptable to use the term 'roughness' to describe bed variability, as this is what
they are investigating. They use it more as a qualification of bed type and make
guesses about the long-term structure of glacier flow. However, this should be
answered by the according authors.

However, the reviewer points to a number of interesting questions, like the one if
the sliding velocity increases with roughness. Results of the ISMIP-HOM
experiment A, which simulates sliding over a bumpy bed (Pattyn et al., 2008)
showed that the surface velocity decreases significantly with increased
roughness - at least in the isothermal case. Our model results presented here
agree with this finding. So far we cannot say how important strain-heating could
be for a very rough bed and if this additional heat source could lead to a
significant softer material at the base.

R2: [ know that the expectation is that sliding velocity will decrease with
increasing roughness, but that assumes roughness has been defined in a sensible
way. | can’t see anything in the Rippin or Bingham and Siegert papers to support
this.

This may be a bit surprising statement on my behalf but even if one calls
something roughness it does not mean that it is a useful or even a meaningful
definition of roughness in terms of glacier motion. [ suggest re-reading these
papers on ‘roughness’ and while doing so replacing the word "roughness’ with
some non-descriptive and less suggestive term. For example by replacing
‘roughness’ with "hohu’ (just some made up non-descriptive word). " The
question then becomes if and how "hohu’ affects basal sliding velocities. For
"hohu’ to be a useful quantity this needs to be not only proven but quantified in
detail as was done in the old works by Nye, Kamp, etc. (using a different
definition of roughness) and then extended using various numerical and



analytical methods by Fowler, Meyssonnier, Gudmundsson, Schoof, and
Gagliardini, to name only a few. Unless this is done, there is no reason to expect
the ‘roughness’ (or the hohu) as defined by Bingham and Siegert, and others, to
be of any particular relevance to glacier flow.

Answer: The reviewer is right in expressing that the definition of roughness in
the original sliding law by Weertman and the roughness we can observe today
underneath ice sheets is on completely different horizontal and vertical scales.
However, even decades after the first introduction of the sliding law and decades
after technological development, there is no means to survey the roughness
required for the sliding law on an adequate scale.

Last but not least, one has to keep in mind, that ice modelling requires a basal
boundary condition for the momentum balance equation. As there is no
information available on the stress inside the lithosphere and hence the jump
condition does not lead any further, the sliding law serves as a dynamical
boundary condition - in all ice sheet models, not only in ours. Using a sliding law
is thus not only a pragmatic, but the only approach we can do today, although we
hope that the next decade will lead to new insights of how to treat the basal
boundary condition more realistic.

Therefore, we think that our treatment of the basal sliding law is an
enhancement to many previous modelling studies, where often the parameters
of the sliding law are simply tuned to match surface velocities. Wether we call
the parameter roughness, local geometry variation or hohu doesn’t really matter
- although we think that the link between & and the term roughness is not too
bad. To deal with the terminology roughness adequately, one would need to treat
it scale dependent.

Article (ISMIPHOM_2008)

Pattyn, F.; Perichon, L.; Aschwanden, A.; Breuer, B.; de Smedt, B.; Gagliardini, O.;
Gudmundsson, G. H.; Hindmarsh, R. C. A.; Hubbard, A.; Johnson, J. V.; Kleiner, T.;
Konovalov, Y.; Martin, C.; Payne, A. |.; Pollard, D.; Price, S.; Riickamp, M.; Saito, F.;
Soucek, O.; Sugiyama, S. & Zwinger, T.
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Abstract

Pine Island Glacier is one of the fastest changing glaciers in the Antarctic Ice Sheet and
therefore in scientific focus. The glacier holds enough ice to raise global sea level signifi-
cantly (~ 0.5 m), when fully melted. The question addressed by numerous modelling studies
of the glacier focusses on whether the observed changes are a start for an uncontrolled and
accelerating retreat. The movement of the glacier is, in the fast flowing areas, dominated
by basal motion. In modelling studies the parametrisation of the basal motion is therefore
crucial. Inversion methods are commonly applied to reproduce the complex surface flow
structure at Pine Island Glacier, which use information of the observed surface velocity
field, to constrain, among other things, basal sliding. We introduce two different approaches
of combining a physical parameter, the basal roughness, with basal sliding parametrisa-
tions. This way basal sliding is connected again closer to its original formulation. We show
that the basal roughness is an important and helpful parameter to consider and that many
features of the flow structure eeuld-can be reproduced with these approaches.

1 Introduction

In the past decades the fastest changes in ice flow velocity, ice thickness and grounding line
retreat in the Antarctic Ice Sheet have been observed in the region of Pine Island Glacier
(PIG), Amundsen Sea Embayment, West Antarctica (Rignot, 2008}, Wingham et al., 2009;
Rignot, |1998; Joughin et al., [2010; [Park et al., 2013). Additionally, the currently observed
mass loss from the Antarctic Ice Sheet is also concentrated in the area around PIG (Hor-
wath and Dietrich| 2009|; [Shepherd et al., 2012). Thus PIG shows an increased contribution
to global sea level rise (Mouginot et al., 2014).

The bed below PIG lies below sea level in large areas, making it part of a so called marine
ice sheet. In combination with a retrograde bed, which slopes down from the ocean towards
the center of the glacier, this setting was postulated to be intrinsically unstable, via the so
called "Marine Ice Sheet Instability" hypothesis (Hughes, [1973). This hypothesis is still up

2
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for debate (Vaughan, 2008}/ Gudmundsson et al.,2012), while the trigger for the changes is
thought to be enhanced ocean melting of the ice shelf (Dutrieux et al., [2014).

The dynamics of PIG are crucial for its future behaviour and therefore for its contribu-
tion to sea level rise. An important tool for investigating glacier dynamics are numerical
ice flow models. Ice flow models simulate the flow of glacier ice, which is due to a combi-
nation of internal deformation and basal motion. Bependene-Depending on the subglacial
setting, basal motion can dominate the overall motion of a glacier, which is also the case
for large areas of PIG. The parametrisation of basal motion in ice flow models is therefore
important for the overall dynamics of a glacier. On the other hand the difficulty of observing
basal properties renders the parametrisation one of the most challenging parts in ice flow
modelling. In the absence of information on basal properties like bed type, structure and
availability of liquid water, control methods are applied to simulate a complex glacier flow
pattern, as present at PIG (e.g. MacAyeal, [1992; Joughin et al.l 2009, 2010}; Morlighem
et al., 2010; [Favier et al.l 2014). These methods use the measured surface velocity field
to invert for basal properties or effective viscosity and to adjust basal sliding parameters.
Depending on the focus of the study, these approaches can provide important insights into
glacier dynamics.

Due to the fast changes observed at PIG, a variety of modelling studies have been con-
ducted on it. These studies address questions focusing on the sensitivity to changes in
external conditions (ice shelf buttressing, basal conditions) (e.g.|Schmeliz et al., |2002) and
on the contribution to future sea level rise (e.g. Joughin et al.,|2010). The overarching ques-
tion is, if the system will stabilise again in the near future, or if retreat might even accelerate
(e.g. |[Katz and Worster, [2010; |Gladstone et al., 2012}, |[Favier et al., 2014}, [Seroussi et al.,
2014).

The question whether the system will stabilise again in the future is an important one
to address. Nonetheless in modelling studies one needs to simplify things, being forced
to focus on certain processes and neglect others. The prognostic studies on PIG all use
control methods to constrain basal sliding. Thus they define a spacially varying basal sliding
parameter for the present flow state, and keep it constant during the prognostic simulations.

3
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This way the basal sliding system is somehow decoupled from the rest of the system.
Changes in basal conditions, by for example grounding-ine-migration-{Parketal;2013)~
subglacial erosion (Smith et al., 2012} |Rippin et al., 2014) or dynamic hydraulic systems,
can not be considered with this approach. However, the basal sliding behaviour might be the
crucial process to cause a further retreat or halt of the system.|Gudmundsson et al.| (2012)
show that stable grounding line positions can be found on a retrograde bed, using models
with 2 horizontal dimensions. We believe the basal sliding behaviour is a similarly important
process as is the lateral buttressing. Therefore we focus on basal sliding parametrisations

that consider physical-properties—measured basal roughness distributions. This accessible
bed information could be in further steps combined with for example a time-dependent
hydrological model, to consider changing basal conditions for the sliding behaviour of the

glacier.
Here we present results of the thermo-mechanical 3D full-Stokes model COMice (im-

plemented in the COMmercial finite element SOLver COMSOL Multiphysics®, cf. Pattyn
et al.| (2013); Wilkens (2014)), applied diagnostically to PIG. Initially we conduct a diag-
nostic inversion for a basal sliding parameter, as done in previous studies, to generate a
reference simulation and analyse the thermal structure of the glacier. Since the inversion
for basal sliding parameters is not sufficient for the physical understanding of basal mo-
tion, we introduce and test in a second step two methods of connecting measured-basal
properties-basal roughness measures to the parametrisation of basal sliding and there-
fore constrain basal sliding with physically justified assumptions. Additionally we couple the
sliding behaviour to the basal temperature, adding another physically based constraint. The
first method matches a single-parameter-single-parameter basal roughness measure for
PIG{Rippin-etat{ 2011}, as presented in Rippin et al.[(2011) , onto a basal sliding param-
eter. The second method is based on ideas from [Li et al.| (2010), using—a-two—parameter
where we use a two-parameter basal roughness measure, especially calculated for this
study, to connect basal roughness to basal slidingane-is-extended-to-be-appliedto-PIG. The

results are subsequently analysed and discussed.
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2 The numerical flow model
2.1 Governing equations

The governing equations for the thermo-mechanical ice flow model COMice are the fluid
dynamical balance equations, together with a formulation for the non-Newtonian rheology
of ice. The balance equations are set up for mass, momentum and energy, and solved for
the velocity vector u, the pressure p and the temperature 7.

The mass balance equation is given in case of incompressibility as

divu =0. (1)
The momentum balance equation is the Stokes equation, given by
divo = —pig, (2)

with the Cauchy stress tensor o, the density of ice p; and the acceleration of gravity g =
(0,0,—g)". The stress tensor o is split into a velocity dependent part 7, the deviatoric
stress, and a pressure dependent part pI, with the identity matrix I, such that o =7 — plI.
For incompressible materials only the deviatoric stress = can result in strains, and is thus

related to the velocity field u, via the strain-rate tensor € and the ice viscosity i, such that
7 = 2ué. The strain-rate tensor ¢ is given in components as

. 1 811,2 n 8uj
Eij = 3 )
J 2 8a:j 8@
in relation to Cartesian basis vectors. The ice viscosity u is described with use of Glen’s
flow law (Glen, (1955, |Nye, [1957), such that

1-n

p(T20) = A e ®
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with the rate factor A(7"), the stress exponent n and the effective strain rate

fe= 3 H(e) @

which is a scalar invariant of the strain-rate tensor €. The viscosity ;+ depends on the ho-
mologous temperature 7" and the effective strain rate .. The homologous temperature 7’
is the temperature relative to the pressure melting point 7pmp, defined as

T' =T+ fep, (5)

with the Clausius-Clapeyron constant §..
The pressure melting point T,mp is described for typical pressures in ice sheets (p <
50MPa) by a linear relation, such that

Tpmp =To — Bep, (6)

with the melting point at low pressures Tj.
The rate factor A(T") parametrises the influence of the temperature and the pressure

on-the-viseosity-onto the viscosity 1 and is described by A(T") = Age~%/RT" (Greve and
Blatter], [2009), with a pre-exponential constant Ag, the activation energy for creep Q and

the gas constant R. To-achieve-a—continuous-functionforA-with-a-stress-expenentn=-3;
the-suggested-valuesforAg-and-Q-are-takenfrom{Paterson{1994)—

The energy balance equation is given as

pep(T) <%1; +u grad T) =div(k(T) grad T) + 9, (7)

with the thermal conductivity x(7"), the specific heat capacity c¢,(7") and an internal heat
source term ¢ = 4u£2, which connects mechanical and thermal energy.
The scalar values for all parameters used throughout this study are listed in Table

6
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2.2 Boundary conditions

The balance equations are defined under the assumption that the thermodynamic fields
are sufficiently smooth, thus continuously differentiable, which is only the case for the inner
parts of the glacier. The outer boundaries need specifically formulated boundary conditions.
The vertical boundaries are the upper surface zs and the base 2z, of the glacier. The lateral
boundaries are given by the ice divide, an inflow area and the calving front, indicated in Fig.
The grounding line indicates the change of the basal boundary conditions from grounded
to floating ice.

2.2.1 Mass

Since the model is applied in a diagnostic manner and therefore the geometry is fixed, only
the ice base zp needs a kinematic boundary condition, to prevent the flow to point into the
ground, and is given as u - n = 0, with the unit normal vector n pointing outwards from the
surface. This formulation is applied to the entire ice base zy,, including grounded and floating
parts, and also implies that no basal melting is considered.

2.2.2 StokesStress

The boundary-condition-for-the-upper surface zs can be derived-seen to be traction free by
assuming that wind stress and atmospheric pressure are negligible compared to the typical

stresses in the ice sheet—Fhesurfacecan-therefore-be-assumed-to-be-tractionfreewhich

impties-, such that o - n = 0.

The-boundary-conditionfor-At the base of the ice-shelf-Hs-based-on-the-assumption-that
the-floating ice shelf shear stress induced by circulating sea water can be neglected (Weis

et al., [1999) and the only stress onto the ice is exerted by the water. As the ice shelf floats
it is assumed to fulfil the floating condition and the stress applied equals the stress of the
displaced water column (Greve and Blatter, [2009), such that o-n = —psy g (251 — 2b) - 1
with the density of sea water ps, and the mean sea level zg.

7
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For the boundary condition of the grounded ice, it is assumed that the stress vector o - n
is continuous across the interface, such that o-n = i -1, with the Cauchy stress tensor of
the I|thosphere ojith. Since this tensor is not known the condition has to be approxmated 4—'6

N — pigH for zp > zg
° pigH + pswgzo  for  2p < zg.

here—lHe#a%es—the»Thls is done with a slidin Iaw that connects the basal slldlng veI00|ty
up = (u-t;,u-t,)T, with the unit tangential vectors ¢, in the xz-plane and ¢, in the yz-plane,

to the basal drag 7 = ((o- 1) - 4, (o -
faw. In its simplest form it can be written as a linear connection, such that

up = Cp|mp[P Ny f(T)p

2
= F [ upp,

n)-t

)Tand%basamefma%tres&Ng\ﬂa%pewef

(8)
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with-a-submelt stiding-parameter»where 3° is a basal sliding parameter including all factors

influencing the basal sliding behaviour other than the linear connection to basal stress. A
more detailed description of sliding laws can be found in Sect. as they are of central

interest for this study.
Ice divides can be seen as mirror points where the direction of the driving stress and flow

on one side of the divide opposes that of the other side. No flow across the ice divide is
allowed, the tangential stresses vanish and therefore the boundary condition for ice divides
is given by

u-n=0 , (0-n)-t,=0 and (o-n)-t,=0. 9)
The boundary condition at the calving front is given by
O N = —Psw M, (10)

with the water pressure pg, defined as

0 for z> zg
= = 11
Psw { pswg(zel —2) for 2z < zg. (1)

The boundary condition for the inflow region is given as a Dirichlet condition by an inflow
velocity field defined with the Shallow Ice Approximation (Hutter, [1983; [Morland, [1984).

9
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2.2.3 Temperature

The boundary conditions for the upper surface zs and the ice shelf basef, which is only
the floating part of zy)-, are given by Dirichlet conditions in prescribing the average annual
surface temperature T5(z,y,t) and the freezing temperature of seawater Ty, respectively.

At the base of the grounded ice the boundary condition has to be formulated as a Neu-
mann condition and the temperature gradient is prescribed as

Qgeo 1 Giric

T -n=
gradT -n ()

; (12)
with the geothermal heat flux ggeo and the friction heating term gfic = up - 7 (Pattyn, 2003).
This condition is only valid as long as 1" < Tpmp. If the basal temperature 7' reaches the
pressure melting point 7pmp, it has to be switched to a Dirichlet condition with 7' = Ty, as
the ice can not become warmer.

The boundary condition for the ice divide and the calving front are based on the assump-
tion that there is no temperature gradient across the surface. It can thus be written in form
of a thermal insulation (x(7")gradT") - n = 0.

Temperatures at the inflow boundary are prescribed by a linear profile Tj, = T‘Z%bﬂ(zs —
z) + Ts.

2.3 Implementation

The thermo-mechanically coupled 3D full-Stokes model COMice is implemented in the
COMmercial finite element SOLver COMSOL Multiphysics® (cf. Wilkens| (2014) for imple-
mentation details).

The model has been successfully applied in the diagnostic tests in the MISMIP 3D model
intercomparison project (Pattyn et al., 2013).

10
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2.3.1 Ice flow model

The ice flow model solves for the the velocity vector w and the pressure p. The Babuska-
Brezzi condition requires for numerical stability, that the basis functions for p are of lower
order than for u. Therefore we use linear elements for p and quadratic elements for
(P1+P2).

To the effective strain rate <, (Eq. ) a small value of 10739 s~! is added, to keep the
term non-zero. Model experiments have shown, that this does not affect the overall results
(Pattyn, 2003; |Cornford et al., 2012).

The boundary conditions set in the ice row model are the kinematic and dynamic ones
stated in Sect. ZZ22.2.7] and [2.2.2] respectively. The kinematic condition at the ice base
is implemented as a weak constraint, m%%en%ras{%e%pmnmﬂseﬁeeﬂs%ram—fees{abm%y
reasonsfor_stability reasons. Weak constraints apply boundary conditions_in an_integral

The el+drng4aw4efmeiemeﬁ%edeeﬂeermfersen‘ermefrbasal stress vector is implemented

consisting of its tangential part (Eq. (14} 8)) and a normal part, given by the
effective normal stress Ny, (Eq. further described in Sect. such that
a-n:Fglgfubtx—i—Fglﬁgvbty—an;, (13)

withu,=wu-t, and v, =u-t,.
To the outer wall of the ice rises a no slip condition is assigned, as they are implemented
as holes in the geometry.

2.3.2 Thermal model

The temperature is sotved-for-discretized with linear elements, with boundary conditions
from Sect. 22

11

IodeJ UOISSNoSI(]

IodeJ UOISSNoSI(]

JodeJ UOISSnosI(]

JodeJ UOISSnoSI(]



25

20

To avoid numerical instabilities due to strong temperature advection, and thus to ensure
that the element Péclet number is always < 1, we use consistent stabilization methods
rovided b COMSOL Multl h 3|cs© E uatlon IZI is solved using a Galerkln Least Square

to the streamline direction. The chosen stabilization methods add less numerical diffusion

the closer the numerical solution comes to the exact solution (COMSOL, [2012) .

All Dirichlet conditions for the thermal model are implemented as weak constraints, for
stability reasons.

The Neumann condition for the temperature at the base z, is implemented in a way, that
a heat flux is prescribed, as long as 7' < (Tpmax — 0.01). The expression T max prescribes
a spacially variable field that defines the maximal basal temperature allowed for a region
(Tomp for grounded areas, Ty for floating areas). If 1> (Thmax — 0.01), the heat flux is
gradually reduced and turns zero when 7' = (Tpmax + 0.01). This procedure ensures that
the basal heat flux can not increase 7T, above T max +0.01. The smoothing of the step

function ensures numerical stability, which was not found with a sharp step.
2.3.3 Mesh

i h.

2.3.3 Mesh

To maximise the resolution while minimising the amount of elements—Fhe-meshis-, we use
an unstructured finite element mesh, shown in Fig. 2]

The upper surface z;-z5 is meshed first with triangles. The horizontal edge lengths are
5—500m at the grounding line and the calving front, 50 — 1000 m at the inflow area and

100 — 2000 m at the rest of the outer boundary. The resulting 2D surface mesh is extruded
through the glacier geometry with a total of 12 vertical layers ;-with-the-spacing-everywhere.
The thickness of the vertical layers varies only with ice thickness. The spacing between the

12
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layers is refined towards the base. The ratio of the lowest to the upper most layer thickness
is ©:610.01, leading to a thickness of the lowest layer of about 5m for a total ice thickness
of 3000 m.

The final mesh consists of ~ 3.5 x 10° prism elements, which results in ~ 5x 10° degrees
of freedom (DOF), when solved for all variables.

2.3.4 Solver

WWWW
conducts a quasi-Newton iteration. It solves consecutively: first for the velocity veetoru and
the pressure p, and thereafter for the temperature T —Fhis-way-the-(COMSOL| 2012) . This
gﬂngnggyggvgworklng memory usageea&bﬁedﬂeed—As—&eeﬁvefgeﬁeefmeﬁeﬁwe

linear systems of equations the direct solver Pardiso 2012 and http://www. ardlso- fo

last access 9 December 2014) is a I|ed Wh|Ie uncommon for such Iar e numbers o

it roved to be com utatlonall V|able and robust since all available iterative solver

exposed instabilities on this problem.
13
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2.3.5 Geometry and input data

The geometry of the model was built with a consistent set of surface elevation, ice thickness
and bed topography on a 1 km grid, created by A. Le Brocq and kindly provided by her for
this work. The data set represents the thickness distribution of PIG for the year 2005 and
earlier. The basis-dataA-teBrocgused-areforLe Brocq data are based on the surface ele-
vation #emBambe%eFaH%GQ)—wHe#eembme&sa{eﬂﬁeﬁdaFaﬁdﬂseHﬂeas&remem%

The grounding line posmon used is glven by a combination of the positions in the MODIS
Mosaic Of Antarctica (MOA, Bohlander and Scambos| 2007), corresponding to the years
2003/2004, the position in|Rignot (1998), corresponding to 1996, and the position that gives
the smoothest ice thickness join of the glacier geometry, assuming the floatation condition.
The location of the ice rises pinning the ice shelf at present are detected on TerraSAR-
X images from 2011, with assistance of interferograms from |Rignot (2002). The surface
temperature used here is on a 5km grid compiled by Le Brocq et al.| (2010) (ALBMAP
v1), based on the temperature data described in |(Comiso| (2000). We use the geothermal
heat flux g4c, from 2012 (updated version of Fox Maule et al., 2005), because a variety of
sensitivity tests showed, that other data sets lead to too high velocities in regions with no or
little basal sliding. The observed surface velocity is taken from |Rignot et al.[ (2011), shown
in Fig.[1}, and used to validate the reference simulation.

3 Methods: roughness data and sliding laws

The central focus of this_study is to_investigate how basal sliding and measured basal

3.1 BRoughness data

14
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the base of PIG. The first one is the single-parameter roughness measure as presented
in |Rippin et al| (2011) (c.f. Fig. 4b therein). The second one is a two-parameter roughness
measure calculated especially for this study along ideas from [Li .

MW@@%MMWM
technique to derive basal roughness. A FT can be used to transform any surface into a sum
&MM@L@W@&%@WWW
WMM@@W@WWWW
The single-parameter roughness measure £ is defined as the integral of the spectrum within
a specified wavelength interval, This method represents the amplitude of the undulations,

but information about the frequency is lost. For PIG the single-parameter roughness measure
was calculated by [Rippin et al.| (2011) from a RES data set generated in austral summer

1odeJ UOISSNOSI(T

)SI(T

JodeJ UOIs

2004/05 (Vaughan et al/,[2006) . It is the same data set the model eometr is based on

erlvatlon is based on along track sample spacing of the order of 30 m (cf.|Rippin et aIJﬂ201 1J))N
Both data sets are then gridded with 1 km spacin

and fre uenc of the undulations. They introduce an interpretation how different basal

topographies with their geomorphic implications can be distinguished from patterns of
and 1. The interpretation from /(2010) is based on ideas by Bingham and Siegert (2009) ,

1odeg uogsqn )s[q

which give an interpretation for the single-parameter roughness. Rippin et al.| (2014) extended

the interpretation for the two-parameter roughness measure. The implications for PIG will
be discussed below.

Because of the statistical meanings of & and 1n,, they can be used as representatives

for the vertical and horizontal length scales present at the base To do so the integration
interval for { should be in the metre-scale waveband (L

1odeJ UOISSNOSI(T
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The two-parameter roughness measure for PIG was calculated for this study. The spatial
resolution of the underlain data for PIG is 34 m. A moving window is calculated with (IN = 5,
2NV = 32), which is the minimum for N that should be used (e.qg. Taylor et al [2004) . With

25 a spatial resolution of 34 m this leads to a moving window length of 1088 m, which is in the
‘‘‘‘‘‘‘‘‘‘‘ to be able to apply the data in a sliding

relation. The received fields of £, and 7, for PIG are shown in Fig.
gtolLi et al. (2010 different basal properties and related geomorphic implications
can be distinguished from patterns of £, and 7. A marine setting with intensive deposition
and fast and warm ice flow, as proposed for the central part of PIG, is characterised by low
values of & and high values of 1y, thus low-amplitude, low-frequency roughness.
Here it has to be noted that the second parameter 7, should be more accurately seen
as representing the wavelength of roughness, rather than the frequency, as high values
s correspond to low frequencies (Rippin et al.,[2014) . Nonetheless we continue here refering

1

3.2 Sliding laws

(&)

So called "Weertman-type sliding laws" are most commonly applied in modern modellin

studies, for which the basis was established by Weertman| (1957) . He developed a mathematicak

description for the mechanisms that influence basal sliding. One focus lay hereby on connectin
small scale processes with larger scale sliding effects. 1969) and|Kamb| (1970) worked
o on related problems and they all found that the basal sliding velocity uy, varies with some
16
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power of the basal shear stress 7, depending on the dominant mechanism. Additionally
bed.

The processes considered by Weertman| (1957) , [Nye! (1969) and [Kamb| (1970) are only
(up < 20ma* [Cuffey and Paterson (2010) ). For faster sliding velocities weak deformable
pressure (Bindschadler, [1983) .
but also below these temperatures some sliding can be present (Fowler, [1986) . This mechanis

Up = Cb’Tb’p_le_q f(T) o= =T, (14)

whereby CY, is originally seen as a roughness parameter, p and ¢ are basal sliding exponents
and Ny, is related to the basal normal stress, defined in Eq. (15). When written in a linearised

form, as already introduced in Sect. all effects influencing the basal sliding velocity wy,

used throughout this study.
The basal normal stress IV, is a vector of the form [Ny = —Npm. The overburden pressure

17
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such that ?
pigH for 2p > zg 3

Ny = 15 <,
° { pigH + pswgzp  for  zp < zg, (15) S
Q:u

with the ice thickness H. The assumptions made above imply a hydrology network which E

but becomes highly speculative towards the marine regions further inland. An additional
the effective pressure exist (e.g. [Leguy et al|(2014) ), we stick with the strong assumption
stated above, as water is likely present below all fast flowing parts of PIG (Smith et al., 2013) ,

The temperature function f(7') is taken as suggested by Budd and Jenssen|(1987) as

an exponential function, such that
J(T) =T Tom), (16)

JodeJ UOISSNoSI(]

from [Rippin et al/(2011) in Sect.[4.2 and described in detalil there.
A different approach to _describe basal sliding, and also considered in this study, is =
________ . Itis based on Weertmans original formulation (Weertman, [1957) of

describing the sliding mechanisms of regelation and enhanced creep, such that

odeJ UoISSNOSI(]

(14+n)

2\ 2
up = Cw (Tba2) , (17)

whereby Cyy is a parameter defined by thermal and mechanical properties of the ice (Cyy = 4.46

in our example), [ is the obstacle spacing, a the obstacle size (cf. [Weertman|(1957) ) and
n = 3 the stress exponent.
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Li et al.| (2010) state that the two-parameter roughness measures &> and 7, representin
the amplitude and frequency of the roughness (cf. Sect. , can be used as a proxy for the

vertical and horizontal length scales present at the base, due to their statistical meanings,
such that

1 1

with ¢; and c¢p being proportionality factors.
Entering this into Weertmans original formulation (Eg.

temperature function f(7°) as introduced above, leads to

(n+1)

up = CLI(T) (MZ) - (18)

with the constant Ci = Cw(c2/c1) . As the proportionality factors ¢; and ¢, are not further
defined, we take C| as a single parameter to adjust.

4 Results

We conduct numerical simulations with the model COMice set up for the PIG region. First,
in Sect. a reference simulation is conducted, where measured surface velocities are
inverted for basal sliding parameters, as is commonly done for modelling the flow of PIG
(e.g.Joughin et al., 2009;[Morlighem et al., |2010|; |[Favier et al., 2014;|Seroussi et al., [2014).
This approach leads to a realistic surface flow structure ;but-and lets us analyse the thermal
structure of the glacier. Nonetheless the approach is dissatisfying when aiming to constrain
basal sliding with physical parameters at the base of the glacier. Therefore, in a second step,
we introduce two approaches for the parametrisation of basal sliding that consider the basal
roughness below the glacier in the formulation of a basal sliding law. The first approach,
Sect. is based on the Weertman-type sliding law as shown in Eg. and considers
19
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the single-parameter roughness measure from Rippin et al. (2011) . The second approach,
Sect. 4.3 E is based on the idea of Li et al.| (2010) to eenneeted-connect basal sliding to
a-two—parameterroughness-index—the two-parameter roughness measure, introduced in

Sect. 3.1

4.1 Reference Simulation

The main difficulty is to capture the distinct surface flow pattern, by making appropriate
assumptions about the basal sliding behaviour. Many ice modelling studies use a constant
set of basal sliding parameters to reproduce somewhat realistic surface velocity fields (e.g.
Rickamp, [2011}; Kleiner and Humbert, [2014). This approach can not be adopted for PIG,
as it leads to a shut down of parts of the fast flowing main trunk, due to very low basal
shear stresses in that region (Joughin et al., 2009} [Morlighem et al., 2010). Instead, for our
reference simulation, an inversion for basal parameters is conducted, as already done by
previous studies (e.g. Joughin et al., 2009; Morlighem et al., |2010; [Favier et al., [2014).

4.1.1 MethedSimulation procedure

The inversion method (cf. [Schmeltz et al., [2002) used for our reference simulation starts by
assuming a linear sliding law of the form 7, = 32 uy, (inverted version of Eq. (T4)), with 52
being the basal sliding parameter to be inferred.

Additionally a simulation is conducted, where the glacier base is not allowed to slide.
Therefore the resulting surface velocity field us nosi can be seen to be solely due to internal
deformation. The basal sliding velocity u, can be approximated by subtracting the surface
velocity due to internal deformation wus nosi from the measured surface velocity field wops -
The-resulting-basat-drag-(Rignot et al. (2011) , Fig. [1). The basal drag from the simulation
where no basal sliding is allowed 7y nosi is taken as a good first representative of the real
basal drag distribution 7. With this ;the-the field of the basal sliding parameter 32 is defined
as

ﬂz = |7'b,nosl‘ (’Uobs| - ‘Us,nosID_la (19)
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shown in Fig. 4]

The basal sliding parameter 32 is subsequently applied in the forward model in the linear
sliding law. Since the amount of internal deformation in the ice crucially depends on the ice
temperature (Eq. (3)), it is important to consider a realistic temperature distribution within
the ice. At this point it is important eensiderto note, that the model is applied in a diagnostic
manner and therefore the received temperature distribution is a steady state one for a fixed
geometry with constant boundary conditions, which might differ from the actual transient
field. Nonetheless the received field is likely to show a better approximation to reality than
simply assuming a certain distribution. To consider a realistic temperature distribution within
the ice, we eenducted-conduct the above described procedure in an iterative manner. We
first eendueted-conduct a “no sliding” simulation nos1, 1, with a constant temperature of
T = 263.15K. The resulting surface velocity field usnosi,1 @and basal drag Tpnesi,1 lead to
a basal sliding parameter ﬂf. This basal sliding parameter B% enters the simulation with
basal sliding s1, 1, where the temperature field is now solved for as well. The thus found
temperature distribution enters the next “no sliding“ simulation nos1, 2 as a constant field.
Now again a basal sliding parameter ﬁ% is found, entering the next simulation with basal
sliding s1, 2, which is our final reference simulation, later referred to as ref. Thus the
procedure is stopped after two iterations, and listed in a schematic manner as: nos1, 1(1'=
263.15K) — 32 — s1, 1(T solved) — nosl,2(T from s1,1) — 35 — s1,2/ref(T
solved).

4.1.2 Velocity field

The resulting surface velocity field from the reference simulation is shown in Fig. |9} together
with an indication and numbering of the different tributaries, feeding into the fast flowing
central stream. The numbering of the tributaries for tributaries 1-10 is based on |Stenoien
and Bentley (2000). The numbering used in Vaughan et al.| (2006), [Karlsson et al.| (2009)
and Rippin et al.| (2011)) is the same for the even numbers, but shifted by 1 for the odd
numbers, as they missed tributary 1 from the numbering by |Stenoien and Bentley| (2000).
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We extended the numbering from |Stenoien and Bentley, (2000) to the tributaries 11-14,
which are entering the ice shelf.

The general pattern of the surface velocity field is well reproduced in the reference simu-
lation, compared to the observed surface velocity field |uqps| (Rignot et al., 2011, shown in
Fig.[1). The tributaries are all in the right location and the velocity magnitudes agree in most
areas well. The highest differences between |ugef| and |uqps| are found in the ice shelf,
where the simulated velocities are up to 1kma~! smaller than the observed ones.

When solely looking at the velocity magnitudes, shown in Fig. [6] we again find that for
higher velocities the simulated velocity field |ug | is lower than the observed field |wops|.
The spread around the diagonal for lower velocities appears bigger, which is mainly due to
the logarithmic axes chosen. For higher flow velocities the direction of flow of the simulated
field agrees well to the direction of the observed field. This is shown as a colour code for
the angle offset between the velocity vectors in Fig.[6] For slower velocities the angle offset
is bigger, coinciding with a higher measurement error for slower velocities.

41.3 Temperature regime

Our simulations show, that under PIG large areas are at the pressure melting point 7pmp.
This can be seen in Fig. [Z], where the temperature relative to the pressure melting point at
the base T} ; (homologous temperature as given in Eq. ), at-the-base 7 -is shown.
In general the overall flow pattern is reflected in the basal temperature structure, with fast
flowing areas being underlain by a temperate base. This can be seen with help of the
location of the tributaries in Fig.

Figure (8 shows the homologous temperature T, at three vertical slices, of which the
location is indicated in Fig. [7l The first slice shown in Fig. }-is located furthest away
from the ice shelf, towards the inner parts of the glacier. Figures [/| and [8| show that the
base is mainly temperate while the inner ice body, away from the base, is predominantly
cold. A similar picture is found in the next slice, shown in Fig. , which is located further
downstream towards the ice shelf. Here, additionally a cold core can be seen, located in the
fast flowing central stream (cf. Fig.[5). The next slice, shown in Fig. [8c), partly crosses the
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ice shelf. It can be well observed that a cold core is entering the ice shelf. To the right of the
ice shelf, approximately where tributary 11 is located (cf. Fig.[7), a small temperate layer is
found.

4.2 Parametrisation 1: Relating the single-parameter roughness and-measure £ to
the basal sliding parameter Cj,

4.2.1 MethedSimulation procedure

From the results of the reference simulation, it could be suspected that different types of
sliding conditions must be present below PIG. Instead of inverting for one spatially varying
parameter, we now connect the basal sliding parameter Cy, of Eq. (14) to the measured
basal roughness ¢ {Rippin-etal;{2611)--(Rippin et al.| (2011) , Sect.[3.1), as it is closest to
the originally physical meaning of Cy, (cf. Sect. Z2Z23.2).

In the following we will refer to the basal sliding parameter C,, when it is related to the
basal roughness measure ¢ in this section as C¢. The absolute values of the roughness
measure £ are dependent on parameters chosen for its derivation. At the same time the
sliding parameter C, depends not only on mechanical properties, such as basal roughness,
but also thermal properties. Therefore, the roughness measure £ can not directly be used
as the sliding parameter C.

To use the roughness information, we select a range for the sliding parameter Cy, ob-
tained via the approximation

Cp = (’Uobs‘ - ‘Us,noleNg’ (20)

‘Tb,nosl |p

with the effective normal stress NV, (Eq. (15)) and p = 1. The basal sliding exponent ¢ is
taken as 0,1 or 2, which regulates the effect of the effective normal stress onto the sliding
velocities. The resulting logarithmic range is thereafter matched onto the normed and in-
verted distribution of the roughness measure &;referredto-as—&q. It is inverted as lowest
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roughness correlates with highest basal sliding and therefore highest values of C¢. This
way we make sure to derive surface velocities within a realistic range.

We conduct 15 simulations, where each parameter combination represents a potential
subglacial setting. In all simulations p = 1, while ¢ is varied. Simulations 1-5 are conducted
with ¢ = 0, simulations 6-10 with ¢ = 1 and simulations 11-15 with ¢ = 2. For the different
values of ¢, the range of (¢ is varied. The widest range of C; consists of the maximum val-

ues found by approximation for C}, (Eq. ). Exact values can be found in (Wilkens|, 2014) .

4.2.2 Velocity field

The resulting surface velocity fields are analysed in a quantitative and qualitative manner.
For the quantitative manner the root-mean-square (RMS) deviation RMS,,; between the
simulated and the reference surface velocity fields are analysed. The RMS,,, is given by

1 m
RMSuS = a Z(HuS,sim|i - |us,ref|i‘)2a (21)
i=1

with m being the number of discrete values on a regular grid with 1 km spacing.

The surface flow field is additionally separated into three distinct regions of fast flow
velocities ("Fast”), slower flow velocities ("Slow") and the entire model region ("All*) (detailed
description in|Wilkens| (2014)). The regions of all tributaries (1-14), the central stream (CS)
and the shelf area (Shelf), as shown in Fig. @) y-ane-eyand Ok, are combined to the region
“Fast”, while the remainder is the region “Slow”.

Figure [9a }-shows the RMS,,, for the regions “Fast”, “Slow” and “All” between the simu-
lated and the reference surface velocity fields. It can be seen, that the “Fast” regions differ
most for all parameter combinations tested here. Additionally for the entire region “All” there
seems to be no single parameter combination, that minimises the RMS,,, value and there-
fore appropriately represents the basal conditions below PIG in a sliding law. Nonetheless
some of the complex surface flow features could be reproduced with our approach, which
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can only be seen by looking at the qualitative structure of the resulting surface flow fields.
Figure [9b) shows the surface velocity field of simulation 2. The location of tributary 7 and
the central stream are well reproduced.

Especially in the simulations 11-15, with {p;¢)=1{1;2)g = 2, a much better representation
of the central stream and the inflow into the ice shelf across the grounding line is found, as
can be seen as-an-for example in the surface flow field from simulation 11, shown in Fig.
Bc). The influence of the effective pressure Ny is thus emphasised. At the same time this
method does not lead to a full reproduction of the surface flow structure. This suggests that
other processes, not considered here, are also important for the basal sliding behaviour. A
possibility, not tested yet due to time constraints (for a detailed description of the solution
time of the simulations refer to Wilkens| (2014)), is the effect of the basal stress exponent p.
Increasing it would possibly to some extend regulate the high velocities in some areas, due
to low basal stresses.

4.2.3 Temperature regime

The basal homologous temperature from simulation 2, shown in Fig. shows a very
clear structure of the temperate base below the tributaries, even though they are not clearly
visible in the flow field (cf. Fig. [@b). The temperature driven separation between tributaries
2 and 4 and tributaries 7 and 9 are even better visible than in the reference simulation (cf.
Fig. [7). The structure of the basal homologous temperature of all other simulations look
very similar to that of simulation 2, although the total area fraction of ice at pressure melting
point varies, as well as the separation between the tributaries.

Another interesting feature found in the structure of the basal temperature from simula-
tion 2 is the advection of warmer ice into the shelf. This feature can be attributed to the
implementation of the thermal basal boundary condition in the shelf. While the heat flux is
not allowed to raise the temperature above 271.15K, it does not hinder the advection of
warmer ice from the grounded areas.

The structure of the bands of warmer ice agree well with melt channels below the ice
shelf as found by Vaughan et al | (2012).
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4.3 Parametrisation 2: Li-slidingLi-sliding

4.3.1

Another approach to relate the basal roughness to the basal sliding velocity was introduced

by (2010). We test their idea for applicability to PIG. (2010) introduce

a two-parameterroughness-index-two-parameter roughness measure that represents the
amplltude & and frequency 1 of the undulations-

andﬁhe%de%al&%e%rederwaﬁmweeess—e#ﬂmeughﬁes&fﬂdeﬁg&gm
Bi

MethedSimulation procedure
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For all simulations conducted in this section, only the ice flow model is solved for, due to
time constraints (e-f-cf. Wilkens| (2014)). The temperature distribution within the ice is taken
from the reference simulation. The base below the fast flowing areas is thus temperate in
all simulations (cf. Fig.[7). Use of the temperature field from the reference simulation glves

the opportunity to fu
behaviour to the basal temperature, thus only allowing ice to sllde where T is close to Tpmp.
This was already done in the reference simulation (cf Sect. [4.1) and the simulations with
Parametrisation 1 (cf Sect. 4.2 - v ,
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. The use of the temperature function f(7") slightly reduces the RMS error of the simulated
surface velocity field to that of the reference simulationshown-below, but does not change
the overall picture, as achieved without the use of (7).

4.3.2 Veloeity field

The-simulations-we-conduetvary-over-We conduct 18 simulations, whereby the value of C|.
Eq. (18)) is varied in the range [3 x 1072;3 x 10?] Pa—2ma!.

4.3.2 Velocity field

The RMS,,, deviations between the reference and simulated results are shown for all sim-
ulations in Fig. [T1R), and show a somewhat regular pattern. For the slower flowing areas,
the RMS,,, value increases with increasing C' . For the faster flowing areas, the RMS,,,
value first slightly decreases with increasing C\, and, after reaching a minimum of RMS,,, =
500ma~! for C_ = 1.58 Pa—2ma!, increases with increasing C\.. Since we conduct simu-
lations with discrete values for Cy, the value of RMS,,; = 500 m a! represents the minimum
value for the simulations conducted here, and not an absolute minimum. The RMS,, value
for the entire region "All“, shows a similar behaviour of first decreasing and than increasing
with increasing Ci, with a minimum RMS,,, value of 271ma~! for C_. = 1Pa—?>ma!.

When looking at the structure of the resulting surface flow fields, shown in Fig. ¥
and-eyand [{1k, it is apparent that some features of the observed surface flow field are
reproduced. The central stream in all the simulations from this section is partitioned into a
faster flowing upper part, and a slower flowing lower part, in the vicinity of the ice shelf.

No single value for C| could be found, that reproduces the surface velocity field of PIG
with all its features. For higher C values, that reproduce the velocities in the central stream
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in a better manner, the velocities in the slower flowing area around tributaries 3, 5, 7 and 9,
located to the South of the main stream, are simulated much too high. Additionally, the area
around tributary 14 behaves slightly different to most other tributaries. It speeds up much
faster for much lower values of C|. This is related to the low roughness measures &, and
12 in that region.

5 Discussion

We have shown that the complex surface flow structure of PIG could be well reproduced
with our simplified approach of an inversion for a basal sliding parameter 32. Although the
simulated flow pattern agrees well with observations, some differences in the magnitude of
the surface flow velocities were found. These differences are highest in the ice shelf, and
might be partly related to a slower inflow from the grounded areas. The simulated velocity
is about 1kma~! slower than the observed surface velocity just before the grounding line
in flow direction. This might be due to the position of the grounding line in our model. The
grounding line position in our model is further downstream than the location in 2009, to
which the observed surface velocity field belongs (2007-2009). Or it might be caused by
the method of inferring 32, as Tunos! iS NOt vanishing near the grounding line, as would be
expected (compare to Joughin et al.| (2010); Morlighem et al.[|(2010)).

The main cause though seems to be that we did not account for the highly rifted shear
margins in our model. These shear margins have been shown to be rheologically softer than
undamaged ice (e.g.[Humbert et al., 2009). In reality the shear margins partly uncouple the
fast flowing central part from the surrounding ice. In our model we treat the shear margins
rheologically equal to undamaged ice. This leads to an overestimation of the flow outside
the central stream, and an underestimation within the central stream in the main trunk. The
softening due to shear margins can be included in different ways, as for example done in
Joughin et al.| (2010); |Favier et al.| (2014), and will be included in future model versions.

The use of our high resolution thermo-mechanical full-Stokes model COMice further al-
lowed for an analysis of the thermal structure of the glacier. We found the base of the glacier
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to be predominantly temperate, especially the fast flowing areas, while the rest of the inner
ice body is mainly cold. This finding is consistent with the general definition of an Antarctic
glacier, where, due to cold conditions at the surface, the cold-temperate transition surface
(CTS) (Blatter and Hutter, [1991) is located at or near the base. To form a significant basal
temperate layer Blatter and Hutter| (1991) find that strain heating is the necessary or dom-
inant mechanism. This also agrees well with our results, as the flow of PIG is dominated
by basal sliding and therefore strain heating due to internal deformation is small. Only an
area around tributary 11 (cf. Fig.[7]and[8c)), where strain heating is much higher, shows the
existence of a somewhat larger temperate layer at the base.

Unfortunatelly there are no measured temperature profiles available at PIG, to which our
results could be compared. Nonetheless our findings of a temperate base below some parts
of PIG are supported by findings from [Smith et al.| (2013), who find hints for the existence
of water below the glacier.

As the first new parametrisation for basal sliding we tested the applicability of including
actual measured roughness data in a sliding law, to reproduce the surface flow field struc-
ture of PIG. As a motivation we use the original ideas that motivated the Weertman-type
sliding law, as shown in Eq. (14), and that relate the basal sliding parameter C}, to the
basal roughness ¢ (Rippin et al., 2011). We combine the spatial distribution of the basal
roughness & with a plausible range of the basal sliding parameter Ch, to create a new basal
sliding parameter C,. This new parameter C¢ is applied in the basal sliding law in different
forms. On the one hand the range of values for C¢, on the other hand the influence of the
effective pressure Ny, in the sliding law is varied. The variation of the range for C; is done
to test the influence of the extreme values onto the flow field. The increase of the influence
of the effective pressure Ny is done to investigate the importance of the marine setting, as
large parts below the glacier are below sea level.

We find that the location of many tributaries can be reproduced with this approach, al-
though not the full complexity of the flow structure. The central stream is in large areas
underlain by a very smooth bed, which becomes rougher towards the grounding line. We
have shown -thatthat, with this approach, for a fast transition across the grounding line, the
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influence of the effective normal stress N, onto basal sliding must be large in that area.
The low effective normal stress in that area leads to higher basal sliding velocities. This is
especially plausible in the vicinity of the grounding line, as part of the overburden pressure
is supported by basal water or sea water and basal motion therefore facilitated.

At the same time the method, as applied here, does not lead to a full reproduction of the
surface flow structure. This suggests that other processes, not considered here, are also
important for the basal sliding behaviour. A possibility not tested yet due to time constraints
is the effect of the basal stress exponent p. Increasing it would to some extend perhaps
regulate the high velocities in some areas, due to low basal stresses.

The locations of the fast flowing tributaries and the central stream are well indicated by
a temperate base. The structure is visible even more clearly than for the reference simu-
lation. This supports the idea that the location of some tributaries is influenced by basal
temperatures.

For the second new parametrisation for basal sliding we test the applicability of a theory
developed by [Li et al.| (2010) to the region of PIG, that connects a two-parameterroughness
index-two-parameter roughness measure {£2,m2} to the basal sliding law. We rewrite the
equations from|Li et al.| (2010), by partly using information of the original ideas from |Weert-
man| (1957), and extend the sliding law with a temperature function f(7'), to apply it as
a boundary condition in our flow model. We define a constant sliding parameter C|, over
which a parameter study is conducted.

The results of the surface flow field show certain features. The central stream in all the
simulations from this section is partitioned into a faster flowing upper part, and a slower
flowing lower part, in the vicinity of the ice shelf. No single value for C|. could be found, that
reproduces the surface velocity field of PIG with all its features. For higher C| values, that
reproduce the velocities in the central stream in a better manner, the velocities in the slower
flowing area around tributaries 3, 5, 7 and 9, located to the South of the main stream, are
simulated much too high (cf. Fig. [11k)). Additionally, the area around tributary 14 behaves
slightly different to most other tributaries. It flows much faster for much lower values of C|.
This is related to the low roughness measures & and 7, in that region.
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Thus, despite the inability of a complete reproduction of the surface flow field of PIG
with the method presented here, it still resulted in a surface flow structure, that reveals
some important features, like the location of the fast flowing central stream and some of the
numerous tributaries.

6 Conclusions

The overall motion of the fast flowing parts of PIG are dominated by basal motion. The
parametrisation of basal motion is therefore crucial for simulating the flow of PIG. Espe-
cially when running prognostic simulations of the glacier and aiming at analysing the sta-
bility of the system, parametrisation of basal motion is important. High subglacial erosion
rates are likely to change the subglacial environment over time. Also the basal temperature
plays an important role in separating fast sliding regions from regions dominated by internal
deformation. We introduced two different approaches of connecting a basal sliding formu-
lation to an actually measurable subglacial parameter, the basal roughness measure. Our
results show, that the roughness measure is a very useful parameter to be considered for
parametrisation of basal motion at PIG, as important features of the flow field could be re-
produced. Nonetheless the full complexity of the problem was not captured. Our approach
is a step towards a more physically based parametrisation for basal sliding, which is very
important for realistic simulations of glacier dynamics.
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Table 1. Parameter Values

| Parameter | Value | Unit | Description

pi 918 kgm~—3 Ice density

P DsuL 1028 kgm—3 Seawater density

g 9.81 ms—2 Acceleration of gravity

n 3 Stress exponent

R 8.314 Jmol~1K~! | Gas constant

Q 60 for 77 < 263.15K kd mol~? Activation energy for creep
139 for 7" > 263.15K (Paterson, [1994)

Ay 3.985 x 10713 for T’ < 263.15K | st Pa~3 Pre-exponential constant
1.916 x 103 for T" > 263.15K (Paterson, [1994)

T 273.15 K Melting point for low pressures

Be 9.8x10°8 KPa~! Clausius-Clapeyron constant

(Hooke, [2005)
Tow 271.15 K Freezing temperature of seawater
v 0.1 Submelt sliding parameter
(Budd and Jenssen, (1987)

w(T) 9.828¢(~5:7x 10 T[K™) Wm~tK™! | Thermal conductivity

ep(T) 152.547.122T[K ] Jkg 'K™' | Specific heat capacity

Zg| 0 m Sea level

spy 31536000 sa’! Seconds per year
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Figure 1. RADARSAT Antarctic Mapping Project (RAMP) Mosaic with the observed surface veloci-
ties from Rignot et al| (2011) and the model domain of Pine Island Glacier, with the different lateral
boundaries, the grounding line and the numbered tributaries indicated.
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Figure 2. FEM mesh on the 3D Pine Island Glacier model geometry.
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Figure 3. The two-parameter roughness measure at Pine Island Glacier, given by the roughness
amplitude &, and the roughness frequency ;.
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Figure 4. Spatial distribution of the basal sliding parameter /3.

42

todeg uotssnostq | Todeq worssnosiq | 1odeg wotssnosiq | 1oded worssnosi(y



100

-100 +

km

—-200 -

-300 +

-400

Figure 5. Surface velocity field from the reference simulation |us ref|, With the numbered tributaries.
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Figure 6. Observed surface velocity field |uqps| versus-vs. reference surface velocity field |us ref|;

with-. The logarithmic scales exaggerate the spread around the low speeds. The angle offset A«

between the vectors of the surface velocity field uqps and the reference surface velocity field ug o5 is
shown as the colour code.
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Figure 7. The basal homologous temperature from the reference simulation 7y
locations in black and the location of the vertical slices a), b) and c) in Fig.|8|in grey.
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Figure 8. The internal homologous temperature from the reference simulation
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RMS error to surface velocities of

Figure 9. a) RMS error to the surface velocity field of the reference simulation versus the simulation
number; b) Surface velocity field of simulation 2 with ¢ = 0; ¢) Surface velocity field of simulation 11

with ¢ = 2.
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Figure 11. a) RMS error to the surface velocity field of the reference simulation versus C| value; b)
Surface velocity field with C. = 1 Pa~2ma~*; ¢) Surface velocity field with C|. =31.56Pa—2ma~!.
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