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Dear Prof. Eicken, 
 
We thank you for the thorough review of our manuscript and for the detailed 
suggestions you have addressed to us. Your comments really helped us to identify 
the modifications required to improve the readability of our manuscript. We have 
taken into account your suggestions as well as the ones made by Anonymous 
Referee #1 in the revised version. We hope that the discussion of our results is now 
presented more clearly.    
 
We provide below a point-by-point response (upright font) to your comments and the 
ones of Anonymous Referee #1 (italic font). In the revised version of the manuscript, 
changes are highlighted in green (text added), blue (text moved) and strikethrough 
(text removed). 
 
Best regards, 
 
Violette Zunz 
 
 
Response to Editorʼs comments 
 
General comments 
 
Your revisions address all the comments by reviewers of your original manuscript. 
However, in the process your manuscript has become less accessible due to the 
amount of detail and - at times convoluted - discussion of additional simulations. 
Reviewer 1 provides some comments in this regard. While I find the additional 
material to be relevant, your paper would gain substantially by tightening the 
presentation of results in Section 3 somewhat. The additional hind cast simulations 
do seem to complicate the discussion and some of this can be addressed by revising 
the text as outlined by Reviewer 1 and a few comments below. However, you may 
also want to consider to include some of the presentation of results for additional hind 
cast simulations in the Supplemental Materials section (which currently only consists 
of a single figure). Parts of sections 3.2 and 3.3 could hence be moved into the 
Supplement with a more succinct and less confusing summary of findings for some of 
the additional simulations presented in the main body of the paper. 
 
The additional simulations discussed in the first revised version of the manuscript 
have indeed increased the complexity of the discussion of the results. In the second 
revised version, the results of the simulations DA_FWF_2 (with data assimilation and 
strongly varying additional freshwater flux), and the three hindcasts initialised from 
DA_FWF_2 (HINDCAST_3.1, HINDCAST_3.2 and HINDCAST_3.3) are not 
presented in detail anymore. The corresponding discussion has been moved to the 
Supplementary Material, where DA_FWF_2 is now referred to as DA_FWF_strong. 
The main outcomes provided by those simulations are however briefly mentioned in 
Sect. 2.3 (l. 227ff) and in Sect. 3.3 (l. 654ff). In the second revised version of the 
manuscript, DA_FWF_1 is now referred to as DA_FWF. 
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While I leave it up to you to decide which path you want to take in addressing the 
reviewerʼs and my concerns, there are a few additional points that need to be 
addressed in revising the manuscript. 
 
First, one aspect of the paper that I found confusing and that would benefit from 
clarification (unless Iʼm just confused by the presentation, in which case some 
revisions and an brief explanation in a message directly to me will suffice) concerns 
your presentation of heat content and salinity variations and their impact on ice 
concentration and extent. 
 
In discussing your results with respect to ocean heat content (ll. 311ff., Fig. 4) I did 
not see a specific explanation of the reference state that these heat contents have 
been calculated against. Is that the local freezing point or a constant (potential?) 
temperature? Since the freezing point will shift with salinity changes for the 
freshwater perturbation experiments, interpretation of the heat content variations is 
not straightforward and Iʼm not sure I fully follow your line of reasoning in ll. 314ff, 
and l. 376ff. since any freshening of the surface layer would by default increase 
ocean heat content if the latter is measured against the local freezing point. In fact, I 
was surprised to see what appear to be very small variations in upper ocean heat 
content. It would be very helpful to the reader to see these numbers discussed in 
terms of actual temperature anomalies (from what I can gather they amount to 
something on the order of a mK or less?). 
 
The ocean heat content has been computed against the absolute zero. This is now 
specified in the caption of Fig. 4. We also give the equivalent change in heat content 
in terms of temperature anomalies (l. 340ff). 
 
We have computed the freezing point temperature (tf) at the ocean surface from the 
sea surface salinity (sss) through the linear relationship given in Gow and Tucker 
(1990) :  
tf=-0.055*sss 
 
In our simulation, the salinity changes at the ocean surface imply very weak 
variations of the freezing point (solid lines in Fig. 1 below). For instance, in NODA the 
standard deviation of the freezing point over the period 1850–2009 equals 0.001°C. 
Besides, the average temperature of the ocean layer between 0 and -100m, south of 
60°S (dashed lines in Fig. 1), displays a much larger amplitude of variation (standard 
deviation = 0.03°C in NODA over 1850–2009). We can thus reasonably assume that 
the changes in salinity associated with the freshwater input do not impact significantly 
the ocean heat content in the upper layer of the ocean through the variations in the 
freezing point.  
 
This issue has been clarified in Sect. 3.1 of the revised manuscript (l. 335ff). 
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Figure 1 Freezing point computed from the averaged sea surface salinity south 
of 60°S (solid lines) and averaged temperature between 0 and -100m, south of 
60° (dashed lines). 

Along the same lines, how large are the precipitation rate increases discussed on 
p.10, in terms of surface freshwater flux per unit area? The same point applies to the 
salinity anomalies. Thus, it may help to specify what the magnitude of the ocean heat 
content and salt content anomalies shown in Fig. 4 is in terms of the heat content 
and upper ocean salinity per unit area of ocean surface (i.e., per m2). In your 
discussion you imply (l. 318ff.) that the covariation of salinity and temperature are in 
response to external forcing, but itʼs notclear whether the response is fully coupled 
and coherent (i.e., constrained mostly by the salinity-dependence of the freezing 
point and its impact on the annual temperature cycle) or whether the two variables 
are responding independently. Addressing these points may also help further clarify 
how the ice mass budget is responding to changes in freshwater input. 
 
We have computed the freshwater input associated with precipitation integrated 
south of 60°S. In all our simulations, this freshwater input displays a clear increase 
between 1850 and 2009 (Fig. 2 below). For instance, this increase reaches about 10 
mSv in NODA. This value is now specified at l. 327-328 of the revised manuscript. In 
the same way, the difference between NODA and DA_NOFWF in the freshwater 
input derived from the precipitations is now specified (l. 373ff). 
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Figure 2 Freshwater input derived from the precipitation integrated south of 
60°S. 

 
Since, in our simulations, the changes in salinity have a very small impact on the 
freezing point, we can reasonably conclude that the co-variation of salinity and 
temperature is not mostly constrained by the salinity dependence of the freezing 
point. The ocean salinity and temperature thus respond independently to the external 
forcing at first order. This issue has been clarified in the revised version of the 
manuscript (l. 335ff). 
 
Second, in revising the paper, please include a clear statement in the first half of the 
paper (i.e., introduction or methodology sections) in regards to the magnitude of 
freshwater flux variations imposed by your autoregressive model relative to observed 
variations in freshwater input through glacial ice melt. For somebody not familiar with 
the details of this debate, it is difficult to pull together the different references that you 
currently have spread throughout the text as to what the freshwater flux (in Sv) 
compares to in terms of ice sheet mass balance and loss through melt (in Gt/yr). 
Stating this clearly upfront will help readers better understand the figures and text 
before you start to touch on this in a bit more detail on p. 15ff. 
 
The amplitude of the variations of the additional freshwater flux is now explicitly 
compared to the observed changes in the freshwater input derived from the melting 
of the West-Antarctic ice sheet in the methodology section of our paper (l. 216ff). 
 
Third, your conclusions (Section 4) are very helpful in identifying the key findings 
from your study. In fact, the conclusions section may help guide the revisions to the 
sections 3.2 and 3.3 outlined above in helping you focus on the relevant findings. 
However, at the same time the text in the conclusions section is convoluted and at 
times difficult to follow. While I have suggested some editorial improvements below, I 
would encourage you to go through this section carefully and clarify the text, e.g., by 
breaking up long sentences into shorter statements. 
 
We have removed from the conclusion section the outcomes that have been deduced 
from the simulations that are now discussed in the Supplementary Material. This 
slightly shortens the conclusion section. We have also tried to rephrase long 
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sentences to clarify the text.  
 
Specific comments (below, if no additional explanation is provided, the text in 
quotation marks indicates how to modify the original wording to correct errors or 
clarify statements) 
 

• l. 6: “with data assimilation, the inclusion of an additional freshwater flux”  
corrected 

• l. 10: “or some compensations”  
corrected 

• l. 12: “that is in agreement with satellite observations”  
corrected 

• l. 15: “it does not seem to be required” 
corrected 

• l. 22ff.: “The present work thus provides encouraging results ... Southern 
Ocean, as in our simulation the positive trend”  
corrected 

• l. 63: “but for future projections this requires”  
corrected 

• l. 83: “the present study aims to identify a procedure” 
corrected 

• l. 91: “associated, for instance, with the Antarctic ice” 
corrected 

• l. 93: “requires a large ensemble”  
corrected 

• l. 140: “differ amongst each other in the additional”  
corrected 

• l. 235ff: “A detailed investigation of the impact of different spatial distributions on 
the additional freshwater input ... but is outside the scope of” 
We actually talk about the spatial distribution of the additional freshwater 
input. This sentence has been rephrased slightly differently than suggested (l. 
239). 

• l. 249: “the fraction of a grid cell”  
corrected 

• l. 252ff: “otherwise, have been derived from ... through version 2 of the 
Bootstrap algorithm”  
corrected 

• l. 302: Referring to “melting of sea ice [that] occurs everywhere in the Southern 
Ocean” is incorrect. The trends shown in Fig 3 refer to reductions or increases 
in ice concentrations over time and should be discussed as such. The 
reductions cannot solely be explained as a result of melt (unless the model 
provides evidence not discussed presently in the paper). In addition, seasonal 
ice melt and basal melt of the ice cover may occur over much larger areas and 
may not be associated with a trend towards reduced ice concentration which 
further complicates the issue. Simply referring to ice reduction instead of melt 
may be sufficient to address this point, unless further details from the model 
results are discussed.  
Thanks for this remark. We indeed meant to refer to sea ice reduction. This 
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has been corrected. 
• l. 332: “no observations”  

corrected 
• l. 431: “in detail”  

corrected 
• l. 575: “this finding suggests”  

corrected 
• l. 578: “in this configuration, i.e., the one obtained in NODA” 

corrected 
•  l. 582: “ this encouraging result provided by HINDCAST_3.1 needs to be 

viewed in the context of model drift that produces”  
corrected 

• l. 611: “is in good agreement”  
corrected 

• l. 623: “an appropriate freshwater input”  
corrected 

• l. 642: “in our simulations”  
We have left simulation without ʻsʼ because we discuss only one simulation 
driven by external forcing only. 

• l. 658ff.: “data assimilation identify several factors that can help increase the 
model skill for predictions of Southern Ocean sea ice concentration trends for 
coming decades. Specifically, we highlight three findings. ” 
corrected 

• l. 681: “may help to correctly reproduce a positive” 
corrected 

 
Figures: 
  
Many of the figures contain axis labels, legends and other information that is much 
too small to be seen clearly. Please be sure to enlarge the font or find other ways to 
illustrate this information. These problems apply to the following figures (but include 
others not mentioned explicitly below):  

• Fig. 2 & 7 (legends)  
The fontsize of the legends and the figures themselves have been enlarged. 

• Fig. 4 & 5 (axis labels)  
The axis labels have been enlarged (for Fig. 6 as well). 

• Fig. 3 & 8 (different types of shading/colors/hatchmarks are difficult to make 
out)  
The hatchmarks were thicker in some of the maps of these figures. They have 
been thinned. 
The thin white hatched lines that appear over shaded area are inherent to the 
format (eps) of the figures and thus cannot be removed. They do not appear 
systematically, depending on the software used to read the pdf, and they 
generally do not appear when printed. A solution would be to export the 
figures to another format but the resolution will likely be much lower. This 
issue will be discussed with Copernicus during the production of the paper, if 
accepted. 
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• Figure 1, caption: Please explain what is shown in green/blue and in grey in 
the figure. Also, is there any significance to the fine lines shown in white over 
the grey areas? If not, please remove or otherwise explain and show more 
clearly. 
Explanation about shaded coloured area has been included in the caption. As 
for Fig. 3 and 8, we are aware of the problem related to white thin lines and 
there is unfortunately no perfect solution to remove in all format these lines 
that sometimes appear on this. This will be checked for the final version. 

 
 
Response to Anonymous Referee #1ʼs comments 
 
The authors thank Anonymous Referee #1 for his/her careful reading of our revised 
manuscript. We have taken the suggestions into account in the second revised 
version of the manuscript, following the path suggested by the Editor. We hope that 
these modifications have improved the readability of our manuscript. 
 
GENERAL 
 
The authors responded appropriately to all my suggestions. However, I regret that 
the revision is a good example for the saying “more is sometimes less”. The addition 
of four more simulations makes the paper very lengthy and confusing, requires the 
readerʼs full attention, since the text skips back and forth through the figures and, 
thus, cannot be read easily on the train or plain any more. Even the authors get 
confused (see Specific Comments). 
 
There is no reason for rejecting the publication of the paper in The Cryosphere, 
however, I leave it to the editor to decide whether a focus on the most significant 
results and, thus, a reduction of the text would be more beneficial for the final 
version, which should also include the comments and suggestions listed below. 
 
We have removed from Sect. 3 Results all the discussion related to the simulations 
DA_FWF_2 (with data assimilation and a strongly varying additional freshwater flux) 
and the three hindcasts initialised from DA_FWF_2 (HINDCAST_3.1, HINDCAST_3.2 
and HINDCAST_3.3). These results have been moved to the Supplementary Material 
and the main conclusion drawn from these simulations are briefly summarised in 
Sect. 3.3 (l. 663ff). In the Supplementary Material, DA_FWF_2 is now referred to as 
DA_FWF_strong. In the second revised version of the manuscript, DA_FWF_1 is 
now referred to as DA_FWF. 
 
SPECIFIC 
 
L 011: Since the abstract should summarize the paperʼs content and its significant 
results, it would be appropriate to specify what the “adequate initial state” is. 
 
The “adequate initial state” we are referring to is now specified (l. 11). 
 
L 227: Either “... adjacent to Antarctica, ...” or “... the cells representing the Antarctic 
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marginal seas, ...” 
 
This has been corrected (l. 235). 
 
L 255: The reference Fetterer et al. (2002) might be obsolete. 
 
This reference does not appear in the revised version since we are not using sea ice 
index data anymore. 
 
L 365: “The increase in the eastern Weddell...”.  
 
This has been corrected (l. 389). 
 
L 425: The sentence “This is associated with ... and a strong increase ...” is, 
according to Figs. 4a & b, only valid for the experiment DA_FWF_2, because the 
ocean heat content between 100 m and 500 m decreases for DA_FWF_1 after 1980.  
 
The ocean heat content in the upper layer decreases in DA_FWF_1 (DA_FWF in the 
second revised version) between 1980 and the early 1990ʼs. Besides, in this 
simulation, the ocean heat content in the interior ocean increases between 1980 and 
the early 1990ʼs. This has been clarified in the revised manuscript (l. 450). 
 
L 502: Please argue why the plausibility of the states computed in DA_FWF_2 is 
questionable. E.g., looking at Figs. 3, 4, and 5 I donʼt see neither a difference 
between DA_FWF_1 and DA_FWF_2 nor, especially for Fig. 3, a closer agreement 
with the observations for DA_FWF_2 - at least the trend of sea ice reduction in the 
Amundsen and Bellingshausen seas is more confined to the coast and the sea ice 
expansion in the Ross Sea is stronger and more widespread.  
 
The plausibility of the states computed in DA_FWF_2 is questionable because of the 
strong interannual and multi-decadal variability of the sea ice extent and ocean heat 
and salt contents, compared to the other simulations. Nevertheless, the plausibility of 
any of our simulation, in terms of interannual to multi-decadal variability, cannot be 
properly assessed since the required observations are not available.  
 
The detailed discussion of the results of DA_FWF_2 has been removed from the 
revised manuscript and moved to the Supplementary Material. This issue has, 
however, been clarified in the brief summary of the results of DA_FWF_2 (l. 663ff). 
 
L 537: Comparing Figs. 3 and 8, I disagree with HINDCAST_1 showing an “overall 
decrease” like NODA - e.g., there is a significant difference in the eastern Weddell 
Sea. 
 
We meant to refer to the decrease in sea ice extent, which has similar values in 
HINDCAST_1 and NODA. This has been specified in the revised version of the 
manuscript (l. 578). 
 
L 547: “acceptable agreement” comes closer than “good agreement”.  
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This has been modified (l. 587). 
 
L 556: “Even closer” is a pretty fresh statement, since HINDCAST_2.2 provides the 
only value of the trend close to the observations.  
 
“even” has been replaced by “thus” (l. 596). 
 
L 563: Phrases like “agree well” have to be used carefully, because an ensemble 
mean sea ice extent trend of 4.8... is far from the observed one of 19... Only together 
with the ensemble standard deviation of the trend of 14.3... the HINDCAST_2.3 
values get close to the observed one.  
 
“agree well” has been replaced by “are compatible” (l. 603). 
 
L 581: Another example of a slight exaggeration: is the regional distribution of the 
trend in sea ice concentration really “in good agreement with the observations”? In 
order to judge this, it would be very helpful to add Fig. 3a to Fig. 8. The latter would 
show that the pattern is similar but extent and strength show discrepancies.  
 
This part of the text has been moved to the Supplementary Material and “good” has 
been replaced by “satisfying”. 
 
In the revised version of the manuscript, we have included the map showing the 
observations in Fig. 8. 
 
L 686: At the end of the sentence “... observations over the last 30 years. ” Fig. S1 
should be referenced. 
 
The reference to the figure in the Supplementary Material has been included. 
 
TECHNICAL CORRECTIONS  
 
All the technical corrections listed below have been included in the revised version of 
the manuscript. 
 
L 235: “Investigating in detail ...” (without the ʻsʼ).  
L 371: “ ... in the water column...” (without the ʻsʼ).  
L 384: Either “... correlations ... are ...” or “ ... correlation ... is ...”  
L 434: “... individual simulations ...” (with ʻsʼ).  
L 547: ... (Fig. 8b) – the ʻbʼ is missing.  
L 580: (Fig. 4a and c) L 586: (Fig. 7e)  
L 623: “A suitable freshwater input ...”  
L 631: “... spatial distribution displayed in Fig. 1, ...”  
L 660: “This is summarized by the three points below:”  
L689: “Our results suggest ....” 
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FIGURES Fig. 8: Please add Fig. 3a to ease the comparison with the observed 
yearly mean sea ice concentration. 
 
The observations have been included in Fig. 8. 
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Abstract. Recent studies have investigated the potential link between the freshwater input derived

from the melting of the Antarctic ice sheet and the observed recent increase in sea ice extent in the

Southern Ocean. In this study, we assess the impact of an additional freshwater flux on the trend

in sea ice extent and concentration in simulations with dataassimilation, spanning the period 1850–

2009, as well as in retrospective forecasts (hindcasts) initialised in 1980. In the simulations with data5

assimilation,includingthe inclusion ofan additional freshwater flux that follows an autoregressive

process improves the reconstruction of the trend in ice extent and concentration between 1980 and

2009. This is linked to a better efficiency of the data assimilation procedure but can also be due to

a better representation of the freshwater cycle in the Southern Ocean.somecompensationsfor model

deficiencies. The results of the hindcast simulations show that an adequate initial state, reconstructed10

thanks to the data assimilation procedure including an additional freshwater flux,can lead to an

increase in the sea ice extent spanning several decades thatis in satisfying agreement with satellite

observations. In our hindcast simulations, an increase in sea ice extent is obtainedeven in the

absence of any major change in the freshwater inputover the last decades. Therefore, while the

additional freshwater flux appears to play a key role in the reconstruction of the evolution of the sea15

ice in the simulation with data assimilation, it does not seem absolutelyto berequired in the hindcast

simulations. The present work thusconstitutesprovidesencouraging results for sea ice predictions

in the Southern Ocean, as in our simulation, the positive trend in ice extent over the last 30 years is

largely determined by the state of the system in the late 1970’s.
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1 Introduction20

The sea ice extent in the Southern Ocean has been increasing at a rate estimated to be between

0.13 and 0.2 millionkm2 per decade between November 1978 and December 2012 (Vaughanet al.,

2013). The recent work of Eisenman et al. (2014) suggests that the positive trend in Antarctic sea

ice extent may be in reality smaller than the value given in Vaughan et al. (2013). Indeed, an ap-

proximate continuation of the trends in sea ice extent corresponding to the version 1 of the Bootstrap25

algorithm provides a value around 0.1 millionkm2 per decade between November 1978 and Decem-

ber 2012 (Fig. 1b of Eisenman et al., 2014). Nevertheless, even a slight expansion of the Antarctic

sea ice is in clear contrast with the behaviour of its Arctic counterpart which is currently shrinking

(e.g., Turner and Overland, 2009).

The processes that drive the evolution of the Antarctic sea ice and the causes of its recent expan-30

sion are still debated. The hypothesis that the stratospheric ozone depletion (Solomon, 1999) could

have been responsible for the increase in sea ice extent is not compatible with the results ofsome

recentmodelanalyses (e.g., Sigmond and Fyfe, 2010; Bitz and Polvani, 2012; Smith et al., 2012;

Sigmond and Fyfe, 2013)but the impact of ozone changes involves complex mechanismsthat need

to be further investigated (Ferreira et al., 2015). Besides, other studies have underlined the fact that35

the positive trend in sea ice extent could be attributed to the internal variability of the system (e.g.,

Mahlstein et al., 2013; Zunz et al., 2013; Polvani and Smith,2013; Swart and Fyfe, 2013). Never-

theless, this explanation cannot be confirmed by present-day general circulation models (GCMs)

involved in the 5th Coupled Model Intercomparison Project (CMIP5, Taylor et al., 2011). Indeed,

because of the biases present in those models, they often simulate a seasonal cycle or an inter-40

nal variability (or both) of the Southern Ocean sea ice that disagrees with what is observed (e.g.,

Turner et al., 2013; Zunz et al., 2013).

Hypotheses related to changes in the atmospheric circulation or in the ocean stratification (e.g.,

Bitz et al., 2006; Zhang, 2007; Lefebvre and Goosse, 2008; Stammerjohn et al., 2008; Goosse et al.,

2009; Kirkman and Bitz, 2010; Landrum et al., 2012; Holland and Kwok, 2012; Goosse and Zunz,45

2014; de Lavergne et al., 2014) have also been proposed. In particular, a link between the melting

of the Antarctic ice sheet, especially the ice shelves, and the formation of sea ice has been recently

proposed (e.g., Hellmer, 2004; Swingedouw et al., 2008; Bintanja et al., 2013). The meltwater input

from the ice sheet leads to a fresher and colder surface layerin the ocean surrounding Antarctica. As

a consequence, the ocean gets more stratified and there is less interaction between the surface and50

the warmer and saltier interior ocean, leading to an enhanced cooling of the surface. This negative

feedback could counteract the greenhouse warming and couldthus contribute to the expansion of

the sea ice. Estimates of the Antarctic ice sheet mass imbalance are available thanks to satellite

observations and climate modelling. These estimates report an increase in the melting of the Antarc-

tic ice sheet over the past decade, mainly coming from West Antarctica (e.g., Rignot et al., 2008;55

Velicogna, 2009; Pritchard et al., 2012; Shepherd et al., 2012). According to Bintanja et al. (2013),
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incorporating realistic changes in the Antarctic ice sheetmass in a coupled climate model could lead

to a better simulation of the evolution of the sea ice in the Southern Ocean. For past periods, this may

be achieved using estimates of changes in mass balance but, for the future, future projectionsthis

requires a comprehensive representation of the polar ice sheets in models. Besides, Swart and Fyfe60

(2013) have shown that the freshwater derived from the ice sheet is unlikely to affect significantly the

recent trend in sea ice extent simulated by CMIP5 models, when imposing a flux whose magnitude

is constrained by the observations.

In addition to the studies devoted to a better understandingof the causes of the recent variations,

models are also employed to perform projections for the changes at the end of the 21st century65

and predictions for the next months to decades. Such predictions are generally performed using

GCMs. Unfortunately, as mentioned above, current GCMs havebiases that reduce the accuracy of

the simulated sea ice in the Southern Ocean. In addition, taking into account observations to initialise

these models, generally through simple data assimilation (DA) methods, did not improve the quality

of the predictions in the Southern Ocean (Zunz et al., 2013).However, two recent studies performed70

in a perfect model framework, i.e. using pseudo-observations provided by a reference simulation

of the model instead of actual observations, underlined some predictability of theAntarcticsea ice

(e.g., Holland et al., 2013; Zunz et al., 2014). According tothese studies, at interannual timescales,

the predictability is limited to a few years ahead. Besides,significant predictability is found for the

trends spanning several decades. Both studies have pointedout that the heat anomalies stored in the75

interior ocean could play a key role in the predictability ofthe sea ice. In particular, in their idealised

study, Zunz et al. (2014) have described a link between the skill of the prediction of the sea ice cover

and the quality of the initialisation of the ocean below it.

On the basis of those results, the present study aimsat identifying to identify a procedure that

could improve the quality of the predictions of the sea ice inthe Southern Ocean at multi-decadal80

timescales. Unlike Holland et al. (2013) and Zunz et al. (2014), the results discussed here have been

obtained in a realistic framework. It means that actual observations are used to initialise the model

simulations as well as to assess the skill of the model. The results of Holland et al. (2013) and

Zunz et al. (2013, 2014) encouraged us to focus on the prediction of the multi-decadal trends in sea

ice concentration or extent rather than on its evolution at interannual timescales. Our study deals85

with two aspects that could influence the quality of the predicted trend in sea ice in the Southern

Ocean: the initial state of the simulation and the magnitudeof the freshwater input, associated,

for instance, with to the Antarctic ice sheet mass imbalance. The initialisation procedure is based

on the nudging proposal particle filter (NPPF, Dubinkina andGoosse, 2013), a data assimilation

method that requiresa large ensemble of simulations. Such a large amount of simulations cannot90

be afforded with GCMs because of their requirements in CPU time. We have thus chosen to work

with an Earth-system model of intermediate complexity, LOVECLIM1.3. It has a coarser resolution

and a lower level of complexity than a GCM, resulting in a lower computational cost. However,
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it behaves similarly to the GCMs in the Southern Ocean (Goosse and Zunz, 2014). It thus seems

relevant to use this model to study the evolution of theSouthernOceanAntarcticsea ice.95

The climate model LOVECLIM1.3 is briefly described in Sect. 2.1, along with a summary of the

simulations performed in this study. The data assimilationmethod used to compute the initial con-

ditions of the hindcast simulations is presented in Sect. 2.2. Section 2.3 explains how the additional

freshwater flux is taken into account in the simulations. Details about the estimation of the model

skill are given in Sect. 2.4. The discussion of the results isdivided intothreetwo parts: the simu-100

lations with data assimilation that provide the initial states (Sect. 3.1), the impactof theadditional

freshwaterflux on theefficiencyof thedataassimilationprocedure(Sect.3.2) and the hindcast sim-

ulations (Sect. 3.2). Finally, Sect. 4 summarises the main results and proposesconclusions.

2 Methodology

2.1 Model and simulations105

The three-dimensional Earth-system model of intermediatecomplexity LOVECLIM1.3

(Goosse et al., 2010) used here includes representations ofthe atmosphere (ECBilt2, Opsteegh et al.,

1998), the ocean and the sea ice (CLIO3, Goosse and Fichefet,1999) and the vegetation (VECODE,

Brovkin et al., 2002). The atmospheric component is a T21 (corresponding to an horizontal

resolution of about5.6◦× 5.6◦), three-level quasi geostrophic model. The oceanic component110

consists of an ocean general circulation model coupled to a sea-ice model with horizontal resolution

of 3◦× 3◦ and 20 unevenly spaced vertical levels in the ocean. The vegetation component simulates

the evolution of trees, grasses and desert, with the same horizontal resolution as ECBilt2. The sim-

ulations performed in this study span the period 1850–2009 and are driven by the same natural and

anthropogenic forcings (greenhouse gases increase, variations in volcanic activity, solar irradiance,115

orbital parameters and land use) as the ones adopted in the historical simulations performed in the

framework of CMIP5 (Taylor et al., 2011).

Three kinds of simulation are performed in this study and allof them consist of 96-member en-

sembles. First, a simulation driven by external forcing only provides a reference to measure the

predictive skill of the model that can be accounted for by theexternal forcing alone (NODA in120

Table 1). This numerical experiment does not take into account any observation, neither in its ini-

tialisation nor during the integration. At the initialisation and every three months of simulation, the

surface air temperature of each members of NODA is slightly perturbed, to have an experimental de-

sign as close as possible to the simulations with data assimilation (see below). Second, simulations

that assimilate observations of surface air temperature anomalies (see Sect. 2.2 for details) are used125

to reconstruct the past evolution of the system, from January 1850 to December 2009, and to pro-

vide initial conditions for hindcast simulations. Third, the hindcast simulations are initialised on 1

January 1980 from a state extracted from a simulation with data assimilation and are not constrained
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by the observations during the model integration.

Two simulations with data assimilation, from 1850 to 2009, are analysed here: one without ad-130

ditional freshwater flux (DANOFWF in Table 1) andonethat is forced by an autoregressive fresh-

water flux described in Sect. 2.3 (DA FWF andDA FWF 2 in Table 1), representing crudely the

meltwater input to the Southern Ocean. The simulation DANOFWF provides the initial state

of the first hindcast (HINDCAST1 in Table 1). The three hindcasts HINDCAST2.1, HIND-

CAST 2.2 and HINDCAST2.3 (see Table 1) are initialised from a state extracted fromDA FWF.135

These three hindcasts differto amongsteach other in the additional freshwater flux they receive

during the model integration. No additional freshwater fluxis applied for HINDCAST2.1. HIND-

CAST 2.2 is forced by a time series resulting from the ensemble mean of the additional fresh-

water flux diagnosed inDA FWF. The average over the period 1980–2009 of the ensemble mean

diagnosed fromDA FWF is applied in HINDCAST2.3 as a constant additional flux.Similarly,140

threehindcastsimulationsareinitialisedfrom astateextractedfrom DA FWF 2 (HINDCAST 3.1,

HINDCAST 3.2andHINDCAST 3.3 in Table1). Theselatterhindcastsalsodiffer from eachother

in theadditionalfreshwaterflux appliedto them:no additionalfreshwaterflux in HINDCAST 3.1,

a time evolvingadditionalfreshwaterflux in HINDCAST 3.2,correspondingto thefreshwaterflux

diagnosedfrom DA FWF 2, andaconstantadditionalfreshwaterflux in HINDCAST 3.3,equalto145

theaverageovertheperiod1980–2009of thefreshwaterflux diagnosedfrom DA FWF 2.

2.2 Data assimilation: the nudging proposal particle filter

Data assimilation consists of a combination of the model equations and the available observations,

in order to provide an estimate of the state of the system as accurate as possible (Talagrand, 1997).

The data assimilation simulations performed here provide areconstruction of the past evolution of150

the climate system over the period 1850–2009. Such a long period appears necessary because of

the long memory of the Southern Ocean. It allows the ocean to be dynamically consistent with the

surface variables, constrained by the observations, over awide depth range. The state of the system

on 1 January 1980 is then extracted and used to initialise thehindcast. After the initialisation, the

hindcast is driven by external forcing only and no observations are taken into account anymore.155

In this study, observed anomalies of surface air temperature are assimilated in LOVECLIM1.3

thanks to a nudging proposal particle filter (Dubinkina and Goosse, 2013). The assimilated observa-

tions are from the HadCRUT3 dataset (Brohan et al., 2006). This dataset has been derived from in

situ land and ocean observations and provides monthly values of surface air temperature anomalies

(with regard to 1961–1990) since January 1850. Model anomalies of surface air temperature are160

computed with regard to a reference computed over 1961–1990as well, from a simulation driven by

the external forcing only, without data assimilation and additional freshwater flux.

The NPPF is based on the particle filter with sequential resampling (e.g., van Leeuwen, 2009;

Dubinkina et al., 2011) that consists of three steps. First,an ensemble of simulations, theparticles,
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is integrated forward in time with the model. These particles are initialised from a set of different165

initial conditions. Therefore, each particle represents adifferent solution of the model. Second,

after three months of simulation, a weight is attributed to each particle of the ensemble based on its

agreement with the observations. To compute this weight, only anomalies of surface air temperature

southward of 30◦ S are taken into account. Third, the particles are resampled: the ones with small

weight are eliminated while the ones with large weight are retained and duplicated, in proportion170

to their weight. This way, a constant number of particles is maintained throughout the procedure.

A small perturbation is applied on the duplicated particlesto generate different solutions of the

model and the three steps are repeated until the end of the period of interest.

In the NPPF, a nudging is applied on each particle during the model integration. It consists

of adding to the model equations a term that pulls the solution towards the observations (e.g.,175

Kalnay, 2007). The nudging alone, i.e. not in combination with another DA method, has been

used in many recent studies on decadal predictions (e.g., Keenlyside et al., 2008; Pohlmann et al.,

2009; Dunstone and Smith, 2010; Smith et al., 2010; Kröger et al., 2012; Swingedouw et al., 2012;

Matei et al., 2012; Servonnat et al., 2014). In LOVECLIM1.3,the nudging has been implemented as

an additional heat flux between the atmosphere and the oceanQ= γ(Tmod−Tobs). Tmod andTobs are180

the monthly mean surface air temperature simulated by the model and from the observations respec-

tively. γ determines the relaxation time and equals 120Wm−2K−1, a value similar to the ones used

in other studies (e.g., Keenlyside et al., 2008; Pohlmann etal., 2009; Smith et al., 2010; Matei et al.,

2012; Swingedouw et al., 2012; Servonnat et al., 2014). The nudging is applied on every ocean grid

cell, except the ones covered by sea ice and the amplitude of the nudging applied on a particle is185

taken into account in the computation of its weight (Dubinkina and Goosse, 2013).

2.3 Autoregressive additional freshwater flux

As the freshwater related to the melting of the Antarctic icesheet may contribute to the variability

of the sea ice extent (e.g., Hellmer, 2004; Swingedouw et al., 2008; Bintanja et al., 2013), it appears

relevant to check its impact on the data assimilation simulations as well as on the hindcasts. However,190

deriving the distribution of the freshwater flux from the estimate of the observed Antarctic ice sheet

mass imbalance is not possible for the whole period covered by our simulations, because of the lack

of data. Furthermore, the configuration of the model used in our study does not allow simulating

this freshwater flux in an interactive way. We have thus chosen to apply a random freshwater flux,

described in term of an autoregressive process as in Mathiotet al. (2013), on each particle during195

the data assimilation simulationsDA FWF andDA FWF 2 (see Table 1 for details). This allows

determining the most adequate value of the additional freshwater flux for the model using the NPPF.

Because of this additional freshwater flux, the parameters selected to define the error covariance

matrix, required to compute the weight of each particle (seeDubinkina et al., 2011), are slightly

modified in comparison to the values applied for these parameters in the data assimilation without200
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additional freshwater flux (DANOFWF).

The freshwater flux is computed every three months, i.e. withthe same frequency as the particle

filtering. Two distinctdefinitionsof theautoregressiveprocesshavebeenusedin thetwo simulations

DA FWF 1 andDA FWF 2. In DA FWF, the additional freshwater flux is defined as:

FWF(t) = 0.8FWF(t− 1)+ ǫFWF(t) (1)205

whereǫFWF 1 is a random noise following a Gaussian distributionN(0,σFWF 1), with σFWF 1 equal

to 40 mSv.

In DA FWF 2, the additional freshwaterflux follows a definition similar to the one used in

Mathiot et al. (2013):210

FWF 2(t) = FWF 2(t− 1)+ 0.25ǫFWF 2(t− 1)+ ǫFWF 2(t) (2)

whereǫFWF 2 is a randomnoisefollowing aGaussiandistributionN(0,σFWF 2), with σFWF 2 equal

to 10 mSv. The parameters of the autoregressive processes described in Eq. (1)and(2) have been

chosenin orderwith the goalto obtain a freshwater flux roughly compatible with the estimates of the215

current Antarctic ice sheet mass loss.The standard deviation of the resulting additional freshwater

flux obtained from the simulation DAFWF (see Fig. 6), computed from the averages over indepen-

dent 6-year time periods between 1850 and 2009, equals 7mSv (≈ 218Gtyr−1). This value of the

standard deviation is about three times larger than the changes in the freshwater input derived from

the West-Antarctic ice sheet melting between the periods 1992-2000 and 2005-2010 reported in the220

reconciled estimates of Shepherd et al. (2012) (≈ 64Gtyr−1). Alternatively, we can also consider

that the ice sheet mass imbalance is not the only contributorto the additional freshwater flux required

by the model. For instance, variations in precipitation arealso expected to impact the freshwater bal-

ance in the Southern Ocean and might not be simulated adequately by the model.Nevertheless,the

additionalfreshwaterflux FWF 2 displayslargeamplitudevariationsthat in turngeneratestrongand225

maybeunrealisticvariationsin severalclimatevariablessuchastheseaiceextentandtheoceanheat

content,asdiscussedin Sect.3. A formulation of the additional freshwater flux that allows stronger

variations of this freshwater flux and implies a larger impact has also been tested. The results of this

additional simulation are discussed in section S1 of the Supplementary Material, along with three

additional hindcast simulations.230

The melting of the Antarctic ice sheet being particularly strong over West Antarctica (e.g.,

Rignot et al., 2008; Velicogna, 2009; Pritchard et al., 2012; Shepherd et al., 2012), we have cho-

sen to distribute uniformly the freshwater flux in the ocean between 0◦ and 170◦ W, south of 70◦ S

(area in blue on Fig. 1). Here, the distribution of the freshwater flux is thus not limited to the cells

adjacent toAntarcticatheAntarcticshelf, unlike Bintanja et al. (2013); Swart and Fyfe (2013).This235

is based on the assumption that a part of the freshwater mightbe redistributed offshore by ice-

bergs (e.g., Silva et al., 2006) or coastal currents not wellrepresented in a coarse-resolution model.
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Alternatively,we canalsoconsiderthat the ice sheetmassimbalanceis not theonly contributorto

the additionalfreshwaterflux requiredby the model. For instance,variationsin precipitationare

alsoexpectedto impactthe freshwaterbalancein theSouthernOceanandmight not besimulated240

adequatelyby the model. Furthermore,The spatial distribution of the additional freshwater flux

likely impacts the model results. Here, we have chosen a spatial structure as simple as possible,

consistent with the available observations, in order to limit the parameters associated with the ad-

ditional freshwater flux.Investigatingin detail A detailed investigation ofthe impact of different

spatial distributions of the additional freshwater inputon the model solutionswould probably pro-245

vide insightful results butthis is out of the scope of the present study.

The additional freshwater flux increases the range of solutions reached by the particles and can

randomly bring some of them closer to the observations. Whena particle is picked up because of

its large weight, it is duplicated and the copied particles inherit the value of the freshwater flux

that possibly brought the particle close to the observations. This value keeps influencing the copied250

particles because the freshwater flux is autoregressive. Itcould thus improve the efficiency of the

particle filter. Furthermore, by selecting the solutions that best fit the observations, the particle

filter allows estimating the freshwater flux that is more likely to provide a state compatible with the

observations.

2.4 Skill assessment255

In order to measure the skill of the model combined with the assimilation of observations, the results

of the data assimilation simulations and of the hindcasts are compared to observations of the annual

mean sea ice concentration (the fraction ofagrid cell covered by sea ice) and sea ice extent (the sum

of the areas of all grid cells having a sea ice concentration above 15 %), between 1980 and 2009.

This corresponds to the period for which reliable observations of the whole ice covered area are260

available. The sea ice concentration and extent data used here are, unless specified otherwise,have

beenderived from the Nimbus-7 SMMR and DMSP SSM/I-SSMIS satellite observations throughthe

version 2 of the Bootstrap algorithm (Comiso, 1999, updateddaily). The impact of the uncertainty

of those estimates on our conclusion is discussed in Sect. 3 and 4.

Particular attention is paid on the trend in sea ice concentration and extent. Significance levels265

for the trends are computed on the basis of a two-tailedt test. The autocorrelation of the residuals

is taken into account in both the standard deviation of the trend and in the number of degrees of

freedom used to determine the significance threshold (e.g.,Santer et al., 2000; Stroeve et al., 2012).

This statistical test provides an estimate of the relative significance of the trend, but we have to keep

in mind that the assumptions inherent to this kind of test arerarely totally satisfied in the real world270

(e.g., Santer et al., 2000).

The ensemble means computed for the results of the data assimilation simulations consist of

weighted averages. The ensemble meanX(y,m) of the variablex, for the monthm in the year
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y is thus defined as

X(y,m) =
1

K

K∑

k=1

xk(y,m).wk(y,m), (3)275

wherek is the member index,K is the number of members within the ensemble andwk(y,m) is the

weight attributed to the memberk during the data assimilation procedure. The ensemble meansof

each month of the year are then averaged over a year to obtain the annual mean.

The standard deviation of the annual mean of the ensemble cannot be computed explicitly because280

of the possible time discontinuity in the results of individual members, arising from the resampling

occurring every three months. An estimate of this standard deviation is however assessed by multi-

plying the weighted standard deviation of each month of a year by a coefficient and averaging it over

the year. These coefficients are introduced to take into account the fact that the standard deviation

of the annual mean is not the mean of the standard deviation from every month. They are obtained285

here by computing the mean ratio between the ensemble standard deviation of the annual mean and

the ensemble standard deviation of each month in the simulation NODA.

The ensemble means and standard deviations calculated for NODA and for the hindcast simu-

lations correspond to classical values that does not include any weight as this procedure is only

required when data assimilation is applied.290

3 Results

In this section, the results of the various simulations (seeTable 1 for details) are discussed. First,

the reconstructions of the evolution of the sea ice between 1850 and 2009, provided by the simula-

tions NODA, DA NOFWFand DA FWF andDA FWF 2, are presented in Sect. 3.1 and compared

to observations.Second,the link betweentheefficiencyof theparticlefiltering andtheadditional295

freshwaterinput is presentedin Sect.3.2. Third, Second,the hindcasts initialised with a state ex-

tracted from a data assimilation simulation are analysed tomeasure the skill of the prediction system

tested in this study (Sect. 3.2).

3.1 Data assimilation simulations

The observations of yearly mean sea ice extent, based on version 2 of the Bootstrap algorithm,300

display a positive trend between 1980 and 2009 equal to19.0× 103 km2yr−1, significant at the

99 % level (Fig. 2). This trend in sea ice extent is the result of an increase in sea ice concentration in

most part of the Southern Ocean, particularly in the Ross Sea(Fig. 3a).

When no data assimilation is included in the model simulation (NODA), the ensemble mean

displays a decreasing trend in sea ice extent in response to the external forcing (Fig. 2a and b),305

similar to the one found in other climate models (e.g., Zunz et al., 2013). Consequently, for the

ensemble mean, 30-year trends are negative during the whole period of the simulation without data
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assimilation (Fig. 2b). Over the period 1980–2009, the ensemble mean of the trend in sea ice extent

equals−15.5×103 km2 yr−1, with an ensemble standard deviation of14.5×103 km2yr−1, and the

meltingreductionof sea iceconcentrationoccurs everywhere in the Southern Ocean (Fig. 3b), except310

in the Ross Sea and in the Western Pacific sector. This negative trend obtained for the ensemble

mean is the result of a wide range of behaviours simulated by the different members belonging to

the ensemble (light green shade in Fig. 2a and b) and, considered individually, the members can thus

provide positive or negative values for the trend. This indicates thus that, for some members, the

natural variability could compensate for the negative trend in sea ice extent simulated in response to315

the external forcing. Positive trends similar to the one observed over the last 30years are however

rare in NODA. For instance, only 14 of the 96 members have a positive trend over the period 1980–

2009 and none of them have a trend larger than the observed one.

In NODA, the ensemble mean displays an increase in the heat contained in both the upper ocean,

defined here as the first 100m below the surface, and the interior ocean, considered to liebetween320

−100 and−500m (green solid lines in Fig. 4a and b). The correlation betweenthese two variables

equals 0.89 over the period 1980–2009 (Table 2). This warming of the ocean results directly from

the increase in the external forcing and is consistent with the decrease in sea ice extent (Fig. 2a).

Besides, the ocean salt content in the first 100m decreases (Fig. 4c). This is likely due to the

enhanced hydrological cycle in a global warming context andthe inherent increase in precipitation at325

high southern latitudes that freshens the ocean surface (e.g., Liu and Curry, 2010; Fyfe et al., 2012).

Indeed, in NODA, the freshwater input resulting from precipitation integrated south of 60◦S is about

365 mSv in the early 1850’s and increases up to about 375 mSv in2009.In the simulation NODA,

the negative correlation of−0.94 between the ocean heat and salt content in the first 100m below

the surface over the period 1980–2009 (see Table 2) is linkedto the response of these two variables330

to the external forcing.Nevertheless, this contribution of the external forcing can be masked in

individual members by internal variability, leading to lowcorrelations between the heat content at

surface and in the interior or between heat and salt contentsat surface on average over the ensemble

(Table 2).

As the ocean heat content in ice covered regions is related tothe temperature of the freezing335

point, which is in turn determined by the salinity of the seawater, the co-variations of the ocean heat

and salt contents may be constrained by the salinity dependance of the freezing point temperature.

Nevertheless, in all our simulations, the variations in thesea surface salinity associated with the

freshwater input imply very weak changes in the freezing point temperature (standard deviation =

0.001◦C over the period 1850–2009). Besides, the variations in theupper ocean heat content in340

NODA correspond to a standard deviation of the ocean temperature averaged over the first 100m,

south of 60◦S, equal to 0.03◦C. Therefore, it can be reasonably assumed that the salinitydependance

of the freezing point temperature has a negligible impact onthe ocean temperature and heat content.

Nevertheless,this contributionof the externalforcing can be maskedin individual membersby
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internalvariability, leadingto low correlationsbetweentheheatcontentatsurfaceandin theinterior345

or betweenheatandsaltcontentsatsurfaceonaverageovertheensemble(Table2).

If observations of the anomalies of the surface air temperature are assimilated during the simu-

lation, without additional freshwater flux (DANOFWF), the model is able to capture the observed

interannual and multi-decadal variability of this variable, as expected (Fig. 5b). Consequently, the

trend in the ensemble mean sea ice extent is more variable than in NODA. Over the period 1850–350

2009, the values of the 30-year trend in sea ice extent, computed from the ensemble mean, stand

between−29.1× 103 km2 yr−1 and13.6× 103 km2yr−1 (Fig. 2d). Between 1980 and 2009, the

trend in sea ice extent equals−3.0× 103 km2 yr−1. On average over the ensemble, the trend is thus

less negative than in the case where no observations are taken into account during the simulation

but it still has a sign opposite to the observed one. The difference with the estimates derived from355

version 2 of the Bootstrap algorithm between November 1978 and December 2009 is of the order

of 20× 103 km2yr−1. The difference with the estimates from version 1 of the Bootstrap algorithm

is slightly smaller, being around15× 103 km2yr−1 (Eisenman et al., 2014). The trends in sea ice

concentration display a pattern roughly similar to the observed one (Fig. 3a and c), with an increase

in the eastern Weddell Sea, in the eastern Indian sector, in the Western Pacific sector and in the Ross360

Sea, the sea ice concentration decreasing elsewhere. The decrease in sea ice concentration occurring

in the Bellingshausen and Amundsen Seas is, however, overestimated by the model, leading to the

decrease of the overall extent.

In the simulation DANOFWF, the ocean heat content in both the upper and interior ocean is

lower than the ones obtained in the simulation NODA until about 1980 (Fig. 4a and b). This arises365

from the lower surface air temperature in DANOFWF compared to NODA (Fig. 5a and b) that

cools down the whole system. The correlation between the upper and interior ocean heat contents

equals 0.34 over the period 1980–2009 (Table 2) and is thus lower than for the ensemble mean in

NODA. This could be due to the interannual variability captured thanks to the data assimilation that

mitigates the global warming signal (see below). The ocean salt content is larger in DANOFWF370

than in NODA until 1980, likely because of the weakening of the hydrological cycle associated

to the lower simulated temperature.Indeed, in DANOFWF, the freshwater input associated with

precipitation integrated over the area south of 60◦S equals 363mSv on average between 1850 and

1980, against 368mSv in NODA over the same period.From 1980 ahead, the ocean heat content, in

both the upper and middle layer, increases and the salt content decreases in response to the external375

forcing, as in NODA. Nevertheless, as the ocean heat contentis still slightly lower in the simulation

DA NOFWF than in the simulation NODA, the quantity of energy available to melt the sea ice at the

surface is also lower. This can explain why the absolute value of the trend in sea ice extent between

1980 and 2009 is smaller in DANOFWF than in NODA.

Including a freshwater flux following the autoregressive process defined in Eq. (1) in the sim-380

ulation DA FWF increases the variance of the ensemble of particles. This also slightly enhances
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the variability of the ensemble mean sea ice extent at interannual and multi-decadal timescales (Fig.

2e,f). Over the period 1850–2009, the values of the 30-year trend in sea ice extent, computed from

the ensemble mean, lie between−35.2×103 km2yr−1 and20.3×103 km2 yr−1 (Fig. 2f). Over the

period 1980-2009, the trend in sea ice extent inDA FWF equals−2.8×103 km2yr−1 and is thus385

slightly less negative than in the simulation DANOFWF. The spatial distribution of the trends in sea

ice concentration inDA FWFis also in good agreement with the observations (Fig 3d). Thedecrease

in sea ice concentration occurring in the Bellingshausen and Amundsen Seas is less widespread than

in DA NOFWF but it is still overestimated. The increase in theeasternWeddell and Ross Seas is

better represented than in DANOFWF as well.390

The additional freshwater flux inDA FWF also induces a higher variability of the heat and salt

contents in the upper ocean compared to the simulation DANOFWF (Fig. 4a,c). The correlation

between the upper and interior ocean heat contents has a negative value of−0.24 over the period

1980-2009 (see Table 2). It means that when the ocean surfaceis colder, the intermediate layer is

warmer and vice-versa. This indicates that, in this experiment, the heat content in the water column395

is strongly influenced by vertical mixing. The amplitude of this mixing depends on the difference

in density between the surface and the deeper layers, which is in turn determined by the difference

in temperature and salinity. In the simulationDA FWF, the correlation between the ocean salt

and heat contents in the first 100m reaches a value of 0.35, while it is negative for the ensemble

mean in NODA and in DANOFWF (see Table 2). This confirms that, during periods of increase400

in salt content in the upper layer, the vertical mixing in theocean is enhanced, allowing positive

heat anomalies to be transported from the interior to the upper ocean. The heat content in the first

100m increases while the one between−100m and−500m decreases. On the contrary, when the

salt content in the upper layer decreases, the ocean becomesmore stratified, preventing the heat

exchange between the surface and the interior ocean. The heat is trapped in the interior ocean that405

gets warmer, and the upper ocean cools down. This process appears more important inDA FWF

than for the individual members of NODA (see Table 2) becauseof the effect of the additional

freshwater flux on the stratification. Remind that correlation between the heat content in the upper

and intermediate layers is very high in the ensemble mean of NODA because of the contribution of

the forcing.410

In the simulation DA FWF 2, the additional freshwaterflux follows the definition given in

Eq. 2 that allows a larger amplitudeof variationsat decadaltimescale(Fig. 6). Besides,the

ensemblestandarddeviation of the additional freshwaterflux is slightly smaller in DA FWF 2

than in DA FWF 1. The strongervariations of the additional freshwaterflux implies a larger

variability of theensemblemeanseaice extent(Fig. 2g,h). This is particularlyclearbefore1950,415

i.e. during the time period over which less observationsare available to constrainthe model

(Dubinkina and Goosse, 2013).Overtheperiod1850–2009,theensemblemeanof the30-year trend

in seaiceextentvariesbetween−68.3× 103 km2 yr−1 and70.9× 103 km2 yr−1. Between1980and
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2009,the averagesimulatedtrendequals14.7× 103 km2yr−1 (not significantat the 99 % level),

which is very close to the observedvalue of 19.0× 103 km2 yr−1 correspondingto dataderived420

from version2 of the Bootstrapalgorithm. The distribution of the trend in seaice concentration,

between1980 and 2009, fits relatively well the observations(Fig. 3a and e). In particular, the

decreasein seaice concentrationoccurring in the BellingshausenandAmundsenSeasis weaker

thanin DA NOFWFandit is thusin betteragreementwith satellitedata.We shouldstressherethat

this goodmatchwith observedtrendsis obtainedfrom theconstraintsprovidedby (scarce)surface425

temperatureobservations,asno seaice datais usedin theassimilationprocess.Nevertheless,this

satisfyingreconstructionof thetrendsin ice extentandconcentrationhasbeenobtainedattheprice

of anenhancedandmaybeunrealisticvariability in thesystem.Furthermore,theanomaliesof the

seaice extent,with regardto the simulationNODA, have a meanof −0.42× 106 km2 over the

period1980–2009.Thisshift in themeanstateof theseaice isdiscussedin Sect.3.1.430

In DA FWF 2, thecorrelationbetweentheheatcontentin theupperocean(Fig. 4a)andtheone

in theinterior ocean(Fig. 4b) equals−0.84overtheperiod1980–2009(seeTable2). Thestrongly

varyingadditionalfreshwaterflux in DA FWF 2 leadsto anevenstrongerrelationshipbetweenthe

oceanheatcontentsin theupperandinterior oceanthan in DA FWF 1. This negativecorrelation

indicatesthat the direct impactof the externalforcing is weakercomparedto the influenceof the435

stratificationchanges.This is confirmedby thecorrelationbetweentheoceanheatandsaltcontents

in the upperoceanwhich equals0.78 over the period1980-2009.As for the seaice extent,the

largevariability occurringin the oceanheatandsalt contentscomputedfrom DA FWF 2 may be

unrealistic.

In summary,bBecause of the additional freshwater flux that tends to stabilise the water column440

during some periods and to destabilise it in others (Fig. 6),the general behaviour of the ocean

in the simulationDA FWF andDA FWF 2 differs from the simulation NODA and DANOFWF.

While the latter simulations appear mainly driven by the external forcing, the interaction between the

different layers in the ocean seems to be dominant inDA FWF andDA FWF 2. In the simulation

DA FWF and DA FWF 2, the ocean heat and salt contents of the surface layer are particularly445

large in 1980 while the heat content between 100 and 500m is low. This implies that the heat

storage at depthin 1980is much lower inDA FWF andDA FWF 2 than in NODA. Note that the

heat content of the top 500m in DA FWF andin DA FWF 2 is also lower than in NODA. After

1980, the salt content inboth DA FWF and DA FWF 2 decreases until 2009 (Fig. 4c). This is

associated with a decrease(increase)in the upper(interior)ocean heat contentuntil the early 1990’s450

a strongincreasein the oceantemperaturebetween100 and500m, suggesting a reduction of the

vertical ocean heat flux. This is likely responsible for the weaker decrease in sea ice extent between

1980 and 2009 inDA FWF (Fig. 2e)andthe increasein seaice extent in DA FWF 2 (Fig. 2g).

In DA FWF andDA FWF 2, the additional freshwater flux is the main cause of the variability of

the stratification. Additionally, internal processes can be responsible for such changes in vertical455
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exchanges, as discussed in details in Goosse and Zunz (2014), also leading to a negative correlation

between the heat content in surface and intermediate layers. This explains why the correlation

between those two variables is lower for the ensemble mean ofDA NOFWF than in NODA. It is

also much lower in individual simulations of NODA (0.03 on average, Table 2) than in the ensemble

mean (0.89, Table 2), the ensemble mean amplifying the contribution of the response to the forcing460

associated with high positive value.

The additional freshwater flux also weakens the link betweenthe sea ice and the surface air tem-

perature because of the larger role of the changes in oceanicstratification.. The correlation between

the sea ice and the surface air temperature remains negativein the presence of an additional freshwa-

ter flux, i.e., a warmer ocean surface is still associated with a smaller sea ice extent. Nevertheless, the465

correlation between the ensemble mean of the averaged sea surface temperature and the ensemble

mean of the sea ice extent over the period 1850–2009 is smaller in absolute value in the simulation

with data assimilation including an additional freshwaterflux (−0.78 in DA FWF) compared to the

simulations without any additional freshwater flux (−0.97 in NODA and−0.86 in DA NOFWF).

Remind that the reconstruction of the surface air temperature provided by both DANOFWF and470

DA FWF is based on the assimilation of surface air temperature data. As expected, the surface air

temperature simulated in DANOFWF is thus very similar to the one in DAFWF, both simulations

achieving a clear model bias reduction. This bias reductionis, however, obtained differently in the

two simulations DANOFWF and DAFWF. For instance, the sea ice simulated in DANOFWF, in

particular the trend in sea ice extent between 1980 and 2009,differs from the one in DAFWF. These475

differences in the simulated sea ice extent are consistent with the modification of the link between

the surface air temperature and the sea ice extent induced bythe additional freshwater flux.

Impact of the additional freshwater flux on simulationswith data assimilation

Over the years1980–2009,the model, without data assimilation,simulatestoo cold a surface

air temperatureon averageover the box southwardof 30◦ S comparedto the referenceperiod480

1961–1990,i.e., a meananomalyover 1980–2009of 0.06◦C in NODA against0.13◦C in the

observations.Besides,the model is muchtoo warm before1960. This bias is clearly reducedin

the threesimulationswith dataassimilationDA NOFWF and DA FWF 1 and DA FWF 2, that

furthermoreprovide a bettersynchronisationbetweenthe model solutionsand the observations

(Fig. 5). Nevertheless,this biasreductionis likely achieveddifferently in thedifferentsimulations485

with dataassimilationpresentedhere.

If no additionalfreshwaterflux is takeninto account,theshift in themodelstateinducedby the

dataassimilationprocedureis partly due to thenudgingandpartly to theselectionof theparticles

whosesimulatedtemperatureisclosertotheobservations.Theseaicesimulatedby aparticleisthen

linked to thesurfaceair temperaturethroughthemodeldynamics.Adding afreshwaterflux during490

the dataassimilationprocedurecan improve the efficiency of the particle filtering by perturbing
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eachparticle and thus increasingthe rangeof the ensemble. A more dispersedensemblemore

likely containsasolutionthat is closeto theobservationsandtheparticlefiltering canthusbemore

efficient.

The additionalfreshwaterinput modifiesthe structureof the ocean,asdiscussedin Sect. 3.1,495

that in turn impacts the sea ice formation and the temperatureat the oceansurface. This is

particularlyclear in the simulationDA FWF 2 whoseadditionalfreshwaterflux displaysa large

amplitudeof variations(standarddeviationover the period1850–2009= 0.03Sv against0.02Sv

in DA FWF 1). Becauseof the contributionof this process,the correlationbetweenthe seaice

andthe surfaceair temperatureis thusweaker. This correlationremainsnegativein the presence500

of an additionalfreshwaterflux, i.e., a warmeroceansurfaceis still associatedto a smallersea

ice extent. Nevertheless,the correlationbetweenthe ensemblemeanof the averagedseasurface

temperatureand the ensemblemeanof the seaice extentover the period 1850–2009is slightly

smallerin absolutevalue in the simulationswith dataassimilationandadditionalfreshwaterflux

(−0.78in DA FWF 1 and−0.56in DA FWF 2) comparedtothesimulationswithoutanyadditional505

freshwaterflux (−0.97in NODA and−0.86in DA NOFWF).

In the simulationwith dataassimilationand additional freshwaterflux, the particlesare still

selectedon the basis of the agreementbetweenthe surfaceair temperaturethey simulateand

the observedone. As a consequence,the stateof the meansurfaceair temperaturesimulatedin

DA NOFWF is very similar to the onesin DA FWF 1 and DA FWF 2 but the stateof the sea510

ice may differ. In particular,the simulationDA FWF 2 displaysa lower seaice extentover the

period1980–2009thanNODA. Thissmallerseaiceextentisassociatedwith anaveragedadditional

freshwaterflux thatequals−0.03Sv (Fig. 6) overtheperiod1980–2009.In this case,thenegative

additionalfreshwaterflux seemstocontributeto areductionof thecoldmodelbiasin thesurfaceair

temperatureoverthatperiod(Fig. 5a). Indeed,anegativefreshwaterflux makestheoceansurface515

saltieranddestabilisesthewatercolumn.Thisenhancestheverticalmixing andwarmerwaterfrom

the interior oceanreachesthe surfacethat consequentlywarmsup. Therefore,particlesreceiving

a negativefreshwaterflux aremorelikely togetcloserto theobservationscomparedto themeanof

NODA that is too cold over this period. Theyhavethus ahigherprobability to beselectedby the

particlefilter, reducingthemodelbias.Thisprocessis likely lessactivein DA FWF 1 in which the520

additionalfreshwaterflux equals0.01onaverageovertheperiod1980–2009.

The negativevalue obtainedfor the ensemblemeanof the freshwaterflux between1980 and

2009in DA FWF 2 mayappearin contradictionwith theestimatesof theAntarctic ice sheetmass

imbalance. Indeed,theseclearly indicate a melting of the ice sheetthat results in a freshwater

input in the SouthernOcean. Nevertheless,the freshwaterflux applied in this simulationallows525

compensatingfor model biasesthanks to this negativemeanvalue. Starting from a negative

valuein 1980,the ensemblemeanof the freshwaterflux slightly increasesuntil 2009 at a rate of

4.53× 10−5 Svyr−1, equivalentto an accelerationof the melting of 1.4 Gtyr−2 between1980
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and2009(Fig. 6). This value is muchsmallerthan the increasein freshwaterflux derivedfrom

the recentestimatesof the ice sheetmassimbalancebut the valuesareonly availableon shorter530

timescales.For instance,in their reconciledestimates,Shepherd et al. (2012)reportedafreshwater

input from the West-Antarcticice sheetmelting of 38± 32Gtyr−1 (≃ 10−3 Sv) over 1992–2000

andof 102± 18Gtyr−1 (≃ 3× 10−3 Sv)over2005–2010,i.e., abit smallerthanin DA FWF 1. To

sumup, our resultsshowthat themeanvalueof theadditionalfreshwaterflux in DA FWF 2 does

impactthesimulationresultsby compensatingfor biasesin themodelor in theexperimentaldesign535

but theincreasein thisflux maynot beadeterminantfeature.

It is also important to stressherethat the parametersusedto definethe additionalfreshwater

fluxesin thesimulationsDA FWF 1 (Eq. (1)) andDA FWF 2 (Eq. (2)) allowsseasonalvariations

that are much larger than the estimatesof the changein the freshwaterinput associatedto the

recentmelting of the West-Antarcticice sheet. Indeed, the standarddeviation of the random540

noiseǫFWF 1 in Eq. (1) equals0.04Sv (ǫFWF 2 in Eq. (2) equals0.01Sv), which is equivalentto

about1200Gtyr−1 (300Gtyr−1). Nevertheless,while the plausibility of the statescomputedin

DA FWF 2 is questionable,thesolutionsprovidedby DA FWF 1 canbereasonablyconsideredas

realisticestimatesof thestateof thesystem.

3.2 Hindcast simulations545

In this section, we focus on simulations that are initialised on 1 January 1980 with a state that has

been extracted from the data assimilation simulations discussed in Sect. 3.1. After the initialisa-

tion, the hindcast simulation is driven by external forcingbut no observation is taken into account

anymore. The analyses discussed here aims at answering two questions. (1) Can the information

contained in the initial state persist long enough to impactthe simulated trend in sea ice extent? (2)550

How does an additional freshwater flux impact the sea ice in hindcast simulations? Including an ad-

ditional freshwater flux appears indeed to be relevant to improve the efficiency of data assimilation

(see Sect. 3.1). The results of HINDCAST1, initialised from DANOFWF andHINDCAST 2.1,

initialised fromDA FWF andHINDCAST 3.1, initialised from DA FWF 2, bring answers to the

first question, these hindcasts including no additional freshwater flux. The second question is specif-555

ically addressed in the analyses of HINDCAST2.2 and HINDCAST2.3, initialised from a state

provided by the simulationDA FWF, aswell asHINDCAST 3.2 andHINDCAST 3.3, initialised

from astateprovidedby thesimulationDA FWF 2, a freshwater perturbation being applied during

thesetwo four hindcasts. Given that it is not clear whether it is the mean value of the additional

freshwater flux or its variations that matters, two configurations for the additional freshwater flux560

have been tested. In HINDCAST2.2(HINDCAST 3.2), the additional freshwater flux corresponds

to the one that has been diagnosed fromDA FWF (DA FWF 2), shown on Fig. 6, and evolves in

time. On the contrary, in HINDCAST2.3(HINDCAST 3.3), the freshwater flux is constant in time

and equals 0.01Sv (−0.03Sv), the average freshwater flux diagnosed inDA FWF (DA FWF 2)
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between 1980 and 2009.565

In HINDCAST 1, the sea ice extent is high at the beginning of the simulation and decreases

between 1980 and 2009 (Fig. 7a). The ensemble mean of the trends equals−14.2× 103 km2 yr−1,

with an ensemble standard deviation of13.2× 103 km2 yr−1. This provides a 95 % range that does

not encompass the observed trend of19.0× 103 km2 yr−1. In this hindcast, the trend in sea ice

concentration is negative over a large area in the Bellingshausen and Amundsen Seas and slightly570

positive elsewhere (Fig. 8b). This pattern thus roughly fits the observed one(Fig. 8a)but the decrease

obtained in the western part of the Southern Ocean covers toolarge an area and the increase in the

Weddell and Ross Seas is too weak. The regional distributionof the trend in sea ice concentration

in HINDCAST 1 (Fig. 8b) is thus very similar to the one in DANOFWF, i.e. the simulation that

provided the initial state for HINDCAST1. This suggests that the information provided at the575

initialisation can slightly impact the solution of the hindcast over multi-decadal timescales. The too

large decrease in sea ice concentration occurring in the Bellingshausen and Amundsen Seas already

noticed in DANOFWF is however amplified in HINDCAST1, leading to an overall decreasein sea

ice extentsimilar to the mean of NODA. The ocean heat and salt contents in HINDCAST 1 follow

roughly the evolution of these variables for the ensemble mean in NODA (Fig. 4). The correlation580

between the upper and interior ocean heat content equals 0.86 and the correlation between the upper

ocean heat and salt content equals−0.94 (see Table 2). This points out the role played by the external

forcing in this hindcast, as discussed in Sect. 3.1.

In HINDCAST 2.1, the ensemble mean of the trends over the period 1980–2009 equals1.3×

103 km2 yr−1, with an ensemble standard deviation of14.5× 103 km2 yr−1 (Fig 7b). The observed585

trend is thus included in the 95% range of the ensemble. The spatial distribution of the trends

in sea ice concentration in HINDCAST2.1 is also inacceptableagreement with the observations

(Fig 8a,c). Given that no additional freshwater flux is applied in thishindcast, the positive trend in

its sea ice extent likely arises from the state used to initialise this simulation. This initial state is

characterised by relatively large heat and salt contents inthe upper ocean (Fig. 4a,c) and a small590

heat content in the interior ocean (Fig 4b). This situation corresponds to a weakly stratified ocean

column in 1980 that stabilises during the following years inHINDCAST 2.1, leading to a cooling

of the ocean surface that in turn favours the production of sea ice.

HINDCAST 2.2 provides an ensemble mean of the trends over the period 1980–2009 equal to

13.0× 103 km2yr−1, with an ensemble standard deviation of12.4× 103 km2 yr−1 (Fig 7c). This595

value of the trend isthuseven closer to the observation of19.0× 103 km2 yr−1 (corresponding to

version 2 of the Bootstrap algorithm) than the one provided by HINDCAST 2.1. Nevertheless, in

realistic conditions, this would require to obtain information on the mass balance of the ice sheets

spanning the period of the prevision itself. The spatial distribution of the trends in sea ice concentra-

tion in HINDCAST 2.2 is very similar to the one in HINDCAST2.1 (Fig 8c,d). In HINDCAST 2.3,600

a constant additional freshwater flux equal to 0.01, corresponding to the average over the period
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1980–2009 of the freshwater flux diagnosed from DAFWF 1, is applied. This also provides trends

in sea ice extent and concentration over the period 1980–2009 thatagreewell are compatiblewith

the observations (Fig 7d and Fig 8a,e). For both HINDCAST2.2 and HINDCAST2.3, no clear

change in the ocean heat and salt contents is noticed compared to HINDCAST 2.1 (Fig 4). Never-605

theless, the additional freshwater flux results in a slightly higher increase in sea ice extent compared

to HINDCAST 2.1.

The resultsof HINDCAST 3.1, initialised from the simulationDA FWF 2, display a low sea

ice extent at the beginningof the simulation (Fig. 7e). During the first 5years following the

initialisation, the seaice extentrapidly increasesuntil the solutionreachesthe modelclimatology610

andthenremainsmoreor lessstable. Overall, the trend in seaice extentbetween1980and2009

computedfrom this hindcasthasanensemblemeanequal to 19.1× 103 km2yr−1 and a standard

deviationof 15.7× 103 km2 yr−1. The ensembleis thus shifted towardspositive values of the

trend in seaice extentcomparedto HINDCAST 1, with anensemblemeanthat is very close to

the observedone. Nevertheless,the increasein seaice extentessentiallyoccursduring the first615

5 yearsafter the initialisation. This finding suggeststhat the positive value of the trend in sea

ice extent is mainly due to the modeldrift causedby an abruptchangein the conditionsof the

experimentcomparedto DA FWF 2 thatprovidedtheinitial state.As HINDCAST 3.1 isnotdriven

by any additionalfreshwaterflux, the seaice extentrapidly tendsto its meanclimatologicalstate

in this configuration,i.e., theoneobtainedin NODA which is characterisedby ahigherice extent620

thanin DA FWF. Themodeldrift is alsoclearly seenin theoceanheatandsalt contents(Fig. 4).

The regionaldistribution of the trend in seaice concentrationis in satisfyingagreementwith the

observations(Fig. 8e). Nevertheless,this encouragingresultprovidedby HINDCAST 3.1 needs

to beviewed in the contextof modeldrift that producesunrealistictrendsat the beginningof the

simulation.625

In HINDCAST 3.2, the additional freshwaterflux (which is negative)applied during the

simulationslowsdown the increasein seaice extentat the beginningof the simulation(Fig. 7f),

resultingin a weakertrendcomparedto HINDCAST 3.1 (Fig. 7e). Theensemblemean(standard

deviation)of the trendsequals5.1× 103 km2 yr−1 (15.5× 103 km2 yr−1), the observedvalue of

19.0× 103 km2yr−1 is thuswell within theensemblerange.Thetrend is relativelystableoverthe630

whole30-year periodandnot concentratedon thefirst yearsof simulation,asin HINDCAST 3.1.

Furthermore,theexperimentalconditionsaremuchclosertoDA FWF 2. Thereis thusnoreasonto

suspectthattheincreasein seaice extentin HINDCAST 3.2 isdueto aspuriousdrift. Suchaweak

or evennon existentdrift is ensuredby the experimentaldesign,consistentwith the behaviourof

theoceanheatandsalt contentsthat remainrelatively far from the resultsof NODA (Fig. 4). The635

patternof thetrendin seaiceconcentrationalsoreasonablyfits theobservations(Fig. 8f).

Theadditionalfreshwaterflux appliedduringthesimulationHINDCAST 3.3,equalto−0.03Sv,

correspondsto themeanof thediagnosedfreshwaterflux overtheperiod1980–2009in DA FWF 2

18



and thus doesnot require a detailedknowledgeof its variation in time. Note that this value is

very closeto the one of the 30-yearperiodprecedingthe hindcast.The trend in seaice extentin640

HINDCAST 3.3 hasan ensemblemeanequal to 1.9× 103 km2yr−1 and a standarddeviationof

16.6× 103 km2yr−1 (Fig. 7g). The ensemblemeanof the trend is thusslightly smallerthanthe

oneof HINDCAST 3.2 but the ensemblestill containsthe observedtrend. Furthermore,the sea

ice extentdoesnot display a rapid changeduring the first yearsof simulation. This suggeststhat

the modeldrift is alsopreventedby the addition of a constantfreshwaterflux during the hindcast645

simulation.Theoceanheatandsaltcontentsstayrelativelyfar from themodelclimatology(Fig. 4),

confirmingthe absenceof a significantmodeldrift in HINDCAST 3.2. The regionaldistribution

of the trend in seaice concentrationis in acceptableagreementwith the observedone(Fig. 8g).

This lasthindcastthusprovidestrendsin seaice extentandconcentrationthat fit theobservations.

Therefore,while addinga freshwaterflux in the presentcaseis requiredto maintainthe seaice650

of the hindcastarounda meanstatecompatiblewith the initial stateextractedfrom the resultsof

DA FWF 2, a detailedknowledgeof thetime evolutionof the freshwaterflux doesnot seemto be

crucial.

The results of our hindcast simulations demonstrate that the state used to initialise these simula-

tions plays a fundamental role in determining the trends in sea ice extent and concentration over the655

three decades following the initialisation, in agreement with the idealised experiments presented in

Zunz et al. (2014). In our simulations, the additional freshwater flux improves the reconstruction of

the evolution of the system in the simulation with data assimilation and thus helpsin providingto

providean adequate initial state for the hindcasts. An appropriatesuitable freshwater input during

the last 30 years may further improve the agreement with observations derived from both version 1660

and version 2 of the Bootstrap algorithm (Eisenman et al., 2014), as shown by the results of HIND-

CAST 2.2 and HINDCAST2.3.

As mentioned in Sect. 2.3, another formulation of the additional freshwater flux that allows

stronger variations has also been tested. The results of this additional simulation are not discussed

in detail here for brevity (for details, see Sect. S1 of the Supplementary Material). In the corre-665

sponding simulation with data assimilation, the additional freshwater flux seems to contribute to a

reduction of the model biases. Nevertheless, the state associated with such a strongly varying addi-

tional freshwater flux is characterised by an enhanced interannual and multi-decadal variability of

the sea ice extent as well as the ocean heat and salt contents that may be unrealistic (Fig. S2 and S4

of the Supplementary Material). In addition, the strongly varying additional freshwater flux applied670

during this simulation with data assimilation induces a shift of the system compared to the solution

of the model in the absence of any additional freshwater flux.The hindcasts initialised in January

1980 from a state extracted from this simulation provide trends in sea ice extent and concentration,

as HINDCAST2.1, HINDCAST2.2 and HINDCAST2.3, that agree relatively well with the obser-

vations. Nevertheless, since the initial state used in these hindcasts is shifted, it is essential to apply675
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a constant additional freshwater flux of adequate magnitudeduring the hindcast simulation in order

to ensure the consistency of the experimental design and to prevent a drift of the model (for details

see Sect. S1 of the Supplementary Material).

Anyway, a change in the freshwater input from one period to the other(for instance between the 30

years preceding and following 1980), in the absence of an adequate initialisation of the simulation,680

is not sufficient to account for the observed positive trend in sea ice extent between 1980–2009. This

conclusion is supported by the results of an additional simulation, initialised in January 1960 from a

state extracted from NODA. This simulation is driven by external forcing and receives an additional

freshwater input, following the spatial distribution displayed in Fig1, equal to−0.03Sv between

January 1960 and December 1979 and abruptly increased to−0.01Sv in January 1980, i.e., a larger685

shift than in any of our simulations with data assimilation or hindcasts. The additional freshwater

flux then remains constant until the end of the simulation in December 2009. In this simulation, the

sea ice extent decreases between 1960 and 1980 in response tothe external radiative forcing and the

negative freshwater perturbation (Fig S1see Sect. S2of the Supplementary Material). The sea ice

extent then rapidly increases after the abrupt change in theadditional freshwater input in January690

1980 but decreases again after a few years, in contrast to observations.

4 Summary and conclusions

The trend in sea ice extent derived from satellite observations is subject to uncertainties (e.g,

Eisenman et al., 2014) but even the lowest estimate of this trend indicates a slight increase in Antarc-

tic sea ice extent that is not reproduced in our simulation driven by external forcing only. Assimi-695

lating anomalies of the surface air temperature through thenudging proposal particle filter induces

an increase in the trend in simulated sea ice extent over recent decades in the Southern Ocean, com-

pared to the case where no observation is taken into account.This leads to a better agreement with

satellite data than in the simulation without data assimilation. Further improvement is achieved if

an additional autoregressive freshwater flux is included during the data assimilation. This freshwa-700

ter flux induces a larger spread of the ensemble and thus allows a better efficiency of the particle

filtering. but, in somecases,mayleadto anexcessiveinterannualvariability of themodel. The ad-

ditional freshwater input may also compensate for model deficiencies that affect the representation

of the freshwater cycle (in particular the variability of the meltwater input), the ocean dynamics, the

internal variability, etc. Overall, in combination with the data assimilation, the additional freshwater705

input leads to simulated trends in sea ice extent and concentration between 1980 and 2009 that re-

producereasonablywell the observations. The freshwater flux thus appears to play an important role

on the simulated evolution of the sea ice, as already pointedout in previous studies (e.g., Hellmer,

2004; Swingedouw et al., 2008; Bintanja et al., 2013).

Hindcasts initialised from those simulations with data assimilation haveallowedillustratingiden-710
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tify severalfactors that canpotentiallyhelpincrease the model skillto predictfor predictions ofthe

trendtrendsin SouthernOceanAntarcticsea iceextent and concentrationoverthenextfor coming

decades.This is summarisedby thetwo pointsbelow.Specifically, we highlight two findings.

1. Initialising a hindcast simulation with a state extracted from a simulation that has assimilated

observations through a nudging proposal particle filter hasa significant impact on the simu-715

lated trends in sea ice extent and concentration over the period 1980–2009. This indicates that

the information contained in the initial state influences the results of the simulation over multi-

decadal timescales, confirming the results of Zunz et al. (2014). As a consequence, an initial

condition that adequately represents the observed state isrequired in order to perform skillful

predictions for the trend in sea ice extent over the next decades. Nevertheless, the conclusions720

drawn from our hindcast simulations have to be considered cautiously since they are based

on the analyses of the only 30-year period for which we have relevant observations. Similar

analyses could be performed for periods starting before 1980, using the reconstruction of the

sea ice provided by the simulation with data assimilation astarget for the hindcast instead of

actual observations. However, this approach would be nearly equivalent to a perfect model725

study, as proposed in Zunz et al. (2014).

It has beenshown that the experimentaldesignused to perform a prediction has to be

consistentwith the oneapplied in the simulationproviding the initial statefor the forecast

simulation. In particular, a shift in the meanstate of the seaice has beenpointed out

in the simulationwith dataassimilationand a strongly varying additional freshwaterflux730

(DA FWF 2), thatcouldleadto amodeldrift in thehindcastinitialisedfrom this simulation.

Sucha drift could bepreventedif a freshwaterflux of amplitudesimilar to the oneapplied

duringthesimulationwith dataassimilationis includedin thehindcastsimulation.

2. In hindcast simulations, the additional freshwater input may contributeto help to correctly

reproducethe observedpositive trend in sea ice extentsuchastheobservedone.Nevertheless,735

this additional freshwater fluxbut is not the dominant elementin our experimental design,

in agreement with the results of Swart and Fyfe (2013). Indeed, an abrupt increase in the

additional freshwater flux at the beginning of the hindcast simulation, without an adequate

initialisation of the simulation, does not provide a long-term increase in sea ice extent such as

the one derived from the observations over the last 30 years(Fig. S7). Thestronglink between740

thefreshwaterinputderivedfrom themeltingof theAntarcticicesheetandtheincreasein sea

ice extentbetween1980and2009,suggestedby Bintanja et al. (2013),is thusnot confirmed

in thepresentstudy.

Our results suggest that the increase in ice extentand the surface coolingand the freshening

simulated between 1980 and 2009, in bothsimulationswith dataassimilationandhindcastsusing745

additionalfreshwaterflux, are not due to theanthropogenicalgreenhouse gasforcing or to a partic-
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ular large melting of the ice sheet during this period. The evolution of the variables at the surface of

the oceanafter1980 seems rather influenced by the state of the ocean in the 1970’s, characterised

by a warm and salty surface layer, a cold intermediate layer and a strongconvectionvertical mix-

ing. This stateof the systemis consistent with the results of de Lavergne et al. (2014).and It then750

evolves towards a fresher and cooler upper ocean that allowsa greater production of sea iceafter

1980. In our experiments, this state in the late 1970’s is reachedthanks to variations in the freshwater

input to the Southern Ocean. This flux is very likely playing arole but we could not determine if

it is amplified or not by our experimental design that allows variations of this flux only and not of

other forcings or model parameters.Whethertheadditionof afreshwaterflux couldcompensatefor755

biasesin thesimulatedseaice in otherclimatemodelsstill needsto beinvestigated,areductionof

themodelbiasesbeingalsopossiblethroughotherapproaches. Overall, the results that have been

discussed here are rather encouraging and open perspectives to perform predictions of the sea ice in

the Southern Ocean over the next decades.
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Kröger, J., Müller, W., and von Storch, J.-S.: Impact of different ocean reanalyses on decadal climate prediction,

Climate Dynamics, 39, 795–810, 2012.825

Landrum, L., Holland, M. M., Schneider, D. P., and Hunke, E.:Antarctic Sea Ice Climatology, Variability, and

Late Twentieth-Century Change in CCSM4, Journal of Climate, 25, 4817–4838, 2012.

Lefebvre, W. and Goosse, H.: An analysis of the atmospheric processes driving the large-scale winter sea ice

variability in the Southern Ocean, J. Geophys. Res., 113, doi:10.1029/2006JC004032, 2008.

Liu, J. and Curry, J. A.: Accelerated warming of the SouthernOcean and its impacts on the hydrological cycle830

and sea ice, Proceedings of the National Academy of Sciences, 107, 14 987–14 992, 2010.

Mahlstein, I., Gent, P. R., and Solomon, S.: Historical Antarctic mean sea ice area, sea ice trends, and winds

in CMIP5 simulations, Journal of Geophysical Research: Atmospheres, 118, 1–6, doi:10.1002/jgrd.50443,

2013.

Matei, D., Pohlmann, H., Jungclaus, J., Müller, W., Haak, H., and Marotzke, J.: Two Tales of Initializing835

Decadal Climate Prediction Experiments with the ECHAM5/MPI-OM Model, Journal of Climate, 25, 8502–

8523, 2012.

Mathiot, P., Goosse, H., Crosta, X., Stenni, B., Braida, M.,Renssen, H., Van Meerbeeck, C. J., Masson-

Delmotte, V., Mairesse, A., and Dubinkina, S.: Using data assimilation to investigate the causes of Southern

Hemisphere high latitude cooling from 10 to 8 ka BP, Climate of the Past, 9, 887–901, 2013.840

Opsteegh, J. D., Haarsma, R., Selten, F., and Kattenberg, A.: ECBILT: a dynamic alternative to mixed boundary

conditions in ocean models, Tellus A, 50, 348–367, 1998.
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Table 1. Summary of the simulations analysed in this study.

Simulation Number of

members

Time period Initialisation Data

assimilation

Additional freshwater flux during the

simulation

NODA 96 Jan 1850–Dec 2009 on 1 Jan 1850 NO NO

DA NOFWF 96 Jan 1850–Dec 2009 on 1 Jan 1850 YES NO

DA FWF 96 Jan 1850–Dec 2009 on 1 Jan 1850 YES Autoregressive FWF following Eq. 1.

DA FWF 2 96 Jan1850–Dec2009 on 1 Jan1850 YES AutoregressiveFWFfollowing Eq. 2.

HINDCAST 1 96 Jan 1980–Dec 2009 on 1 Jan 1980

from DA NOFWF

NO NO

HINDCAST 2.1 96 Jan 1980–Dec 2009 on 1 Jan 1980

from DA FWF

NO NO

HINDCAST 2.2 96 Jan 1980–Dec 2009 on 1 Jan 1980

from DA FWF

NO Ensemble mean of the FWF computed in

DA FWFbetween 1980 and 2009 (see Fig. 6).

HINDCAST 2.3 96 Jan 1980–Dec 2009 on 1 Jan 1980

from DA FWF

NO Ensemble mean of the FWF computed in

DA FWF, averaged over the period 1980–2009

(= 0.01 Sv).

HINDCAST 3.1 96 Jan1980–Dec2009 on 1 Jan1980

from DA FWF

NO NO

HINDCAST 3.2 96 Jan1980–Dec2009 on 1 Jan1980

from DA FWF

NO Ensemble mean of the FWF computed in

DA FWF 2 between 1980 and 2009 (see

Fig. 6).

HINDCAST 3.3 96 Jan1980–Dec2009 on 1 Jan1980

from DA FWF

NO Ensemble mean of the FWF computed

in DA FWF 2, averaged over the period

1980–2009(=−0.03 Sv).
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Fig. 1. Spatial distribution of the additional freshwater flux included in model simulations(shaded blue). The

shaded grey areas correspond to the land mask of the ocean model.
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Table 2. Correlation between the ocean heat content in the first 100m below the surface and the ocean heat

content between−500m and−100m (2nd column) and correlation between the ocean heat contentand the

ocean salt content in the first 100m below the surface (3rd column), for the different simulations summarised in

Table 1. The correlation is computed over the period 1980 and2009, from the ensemble mean of the variables.

For the simulation NODA, the correlation computed for each member of the simulation and averaged over the

ensemble is given in brackets.

Simulation Correlation between the upper Correlation between the upper

and interior ocean heat content ocean heat and salt contents

NODA 0.89 (0.03) −0.94 (−0.02)

DA NOFWF 0.34 −0.28

DA FWF −0.24 0.35

DA FWF 2 −0.84 0.78

HINDCAST 1 0.86 −0.94

HINDCAST 2.1 0.07 −0.03

HINDCAST 2.2 −0.44 0.44

HINDCAST 2.3 −0.32 0.27

HINDCAST 3.1 −0.92 0.89

HINDCAST 3.2 −0.40 0.37

HINDCAST 3.3 −0.23 0.29
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Model linear fit 1980-2009 trend in the observations = 19.0 x 103 km2 yr-1

Ensemble mean Observations
Ensemble mean +/− 1 std Observations linear fit

(c) DA_NOFWF– sea ice extent (d) DA_NOFWF – SIE 30-yr running trend

(e) DA_FWF – sea ice extent (f) DA_FWF – SIE 30-yr running trend

(a) NODA – sea ice extent (b) NODA – SIE 30-yr running trend
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Fig. 2. (a, c, e)Yearly mean sea ice extent anomalies with regard to 1980–2009 and(b, d, f) 30-year run-

ning trend in sea ice extent. Results are from(a, b) the simulation without data assimilation (NODA),(c, d)

the model simulation that assimilates anomalies of surfaceair temperature (DANOFWF)and(e, f) the model

simulation that assimilates anomalies of surface air temperature and that is forced by an additional autoregres-

sive freshwater flux following Eq. (1) (DA FWF) and(g, h) the modelsimulationthat assimilatesanomalies

of surfaceair temperatureandthat is forcedby anadditionalautoregressivefreshwaterflux following Eq. (2)

(DA FWF 2). The model ensemble mean is shown as the dark green line surrounded by one standard deviation

shown as the light green shade. Observations (Comiso, 1999,updated daily) are shown as the black line (cross)

in (a, c, e, g) (in b, d, f, h). The green (black) dashed line shows the linear fit of the model simulation (obser-

vations) in(a, c, e, g). The values of the trend indicated in (a, c, e, g) correspond to the ensemble mean of the

trends, computed over the period 1980–2009,along with the ensemble standard deviation for NODA. Trends

that are (non-)significant at the 99 % level are shown in green(red).
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(a) Observations (b) NODA

(c) DA_NOFWF (d) DA_FWF
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Fig. 3. Trend in yearly mean sea ice concentration between 1980 and 2009, shown for(a) the observations

(Comiso, 1999, updated daily),(b) the model simulation without data assimilation (NODA),(c) the model sim-

ulation that assimilates anomalies of surface air temperature (DA NOFWF)and(d) the model simulation that

assimilates anomalies of surface air temperature and that is forced by an additional autoregressive freshwa-

ter flux following Eq. (1) (DA FWF) and (e) the modelsimulationthat assimilatesanomaliesof surfaceair

temperatureandthat is forcedby anadditionalautoregressivefreshwaterflux following Eq. (2) (DA FWF 2).

Hatched areas highlight the grid cells where the trend is notsignificant at the 99 % level. The shaded grey areas

correspond to the land mask of the ocean model.
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(c) Ocean salt content between 0 and –100 m
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Fig. 4. Ensemble mean of yearly mean(a) ocean heat content in the first 100m below the surface,(b) ocean

heat content between−100 and−500m and (c) ocean salt content in the first 100m below the surface,

for the simulations summarised in Table 1. The ocean heat andsalt contents are computedsouthof 60◦ S.

The ocean heat content is computed against the absolute zero. In eachpanel(a,b,c), the curveson the left

correspondto the resultsof NODA and of the simulationswith dataassimilation,while the curveson the

right correspondto theresultsof thehindcastsimulationsinitialisedfrom DA NOFWF(HINDCAST 1), from

DA FWF 1 (HINDCAST 2.1,HINDCAST 2.2andHINDCAST 2.3)andfrom DA FWF 2 (HINDCAST 3.1,

HINDCAST 3.2andHINDCAST 3.3).
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(c) DA_FWF
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Fig. 5. Yearly mean surface air temperature anomalies with regard to 1961–1990, averaged over the area

southward of 30◦ S, from (a) the model simulation without data assimilation (NODA),(b) the model simu-

lation that assimilates anomalies of surface air temperature (DA NOFWF) and (c) the model simulation that

assimilates anomalies of surface air temperature and that is forced by an additional autoregressive freshwa-

ter flux following Eq. (1) (DA FWF) and (d) the modelsimulationthat assimilatesanomaliesof surfaceair

temperatureandthat is forcedby anadditionalautoregressivefreshwaterflux following Eq. (2) (DA FWF 2).

The model ensemble mean is shown as the orange line, surrounded by one standard deviation shown as the light

orange shade. Observations (Brohan et al., 2006) are shown as the black line.
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Fig. 6. Freshwater flux(a) from the model simulation with data assimilation and additional autoregressive

freshwater flux following Eq. (1) (DA FWF) and (b) from the model simulationwith dataassimilationand

additionalautoregressivefreshwaterflux following Eq (2) (DA FWF 2). The ensemble mean is shown as the

blue solid line, surrounded by one standard deviation shownas the light blue shade. The dashed blue (purple)

line shows the mean over the period 1850–2009 (1980–2009). The linear fit between 1980 and 2009 is shown

as the solid purple line.
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Model linear fit 1980-2009 trend in the observations = 19.0 x 103 km2 yr-1

Ensemble mean Observations
Ensemble mean +/− 1 std Observations linear fit

(a) HINDCAST_1 (b) HINDCAST_2.1

(c) HINDCAST_2.2 (d) HINDCAST_2.3
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Fig. 7. Yearly mean sea ice extent anomalies with regard to 1980–2009, for thefour seven hindcast simulations

initialised on 1 January 1980 through data assimilation (see Table 1 for details). The model ensemble mean is

shown as the dark green line, surrounded by one standard deviation shown as the light green shade. Observations

(Comiso, 1999, updated daily) are shown as the black line. The green (black) dashed line shows the linear fit of

the model simulation (observations). The values of the trend indicated in each panel correspond to the ensemble

mean of the trends, computed over the period 1980–2009,along with the ensemble standard deviation. Trends

that are (non-)significant at the 99 % level are shown in green(red).
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(a) Observations

(d) HINDCAST_2.2
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(e) HINDCAST_2.3
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(c) HINDCAST_2.1

 135 o
W

 

  
9

0
o
W

 

  4
5
o W

 
   0

o
  

  45 o
E 

  9
0

oE
 

 1
35

o E 

 180
o
W 

Trend in annual mean sea ice concentration (yr
−1

) − 1980-2009

−0.01 −0.005 0 0.005 0.01

Fig. 8. Trend in yearly mean sea ice concentration between 1980 and 2009, for(a) the observations (Comiso,

1999, updated daily) and(b,c,d,e)the fourseven hindcast simulations initialised on 1 January 1980 through data

assimilation (see Table 1 for details). Hatched areas highlight the grid cells where the trend is not significant at

the 99 % level. The shaded grey areas correspond to the land mask of the ocean model.
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