Dear Prof. Eicken,

We thank you for the thorough review of our manuscript and for the detailed
suggestions you have addressed to us. Your comments really helped us to identify
the modifications required to improve the readability of our manuscript. We have
taken into account your suggestions as well as the ones made by Anonymous
Referee #1 in the revised version. We hope that the discussion of our results is now
presented more clearly.

We provide below a point-by-point response (upright font) to your comments and the
ones of Anonymous Referee #1 (italic font). In the revised version of the manuscript,
changes are highlighted in green (text added), blue (text moved) and strikethrough
(text removed).

Best regards,

Violette Zunz

Response to Editor’'s comments
General comments

Your revisions address all the comments by reviewers of your original manuscript.
However, in the process your manuscript has become less accessible due to the
amount of detail and - at times convoluted - discussion of additional simulations.
Reviewer 1 provides some comments in this regard. While | find the additional
material to be relevant, your paper would gain substantially by tightening the
presentation of results in Section 3 somewhat. The additional hind cast simulations
do seem to complicate the discussion and some of this can be addressed by revising
the text as outlined by Reviewer 1 and a few comments below. However, you may
also want to consider to include some of the presentation of results for additional hind
cast simulations in the Supplemental Materials section (which currently only consists
of a single figure). Parts of sections 3.2 and 3.3 could hence be moved into the
Supplement with a more succinct and less confusing summary of findings for some of
the additional simulations presented in the main body of the paper.

The additional simulations discussed in the first revised version of the manuscript
have indeed increased the complexity of the discussion of the results. In the second
revised version, the results of the simulations DA_FWF_2 (with data assimilation and
strongly varying additional freshwater flux), and the three hindcasts initialised from
DA_FWF_2 (HINDCAST_3.1, HINDCAST_3.2 and HINDCAST_3.3) are not
presented in detail anymore. The corresponding discussion has been moved to the
Supplementary Material, where DA_FWF_2 is now referred to as DA_FWF_strong.
The main outcomes provided by those simulations are however briefly mentioned in
Sect. 2.3 (I. 227ff) and in Sect. 3.3 (I. 654ff). In the second revised version of the
manuscript, DA_FWF_1 is now referred to as DA_FWF.



While | leave it up to you to decide which path you want to take in addressing the
reviewer’'s and my concerns, there are a few additional points that need to be
addressed in revising the manuscript.

First, one aspect of the paper that | found confusing and that would benefit from
clarification (unless I'm just confused by the presentation, in which case some
revisions and an brief explanation in a message directly to me will suffice) concerns
your presentation of heat content and salinity variations and their impact on ice
concentration and extent.

In discussing your results with respect to ocean heat content (Il. 311ff., Fig. 4) I did
not see a specific explanation of the reference state that these heat contents have
been calculated against. Is that the local freezing point or a constant (potential?)
temperature? Since the freezing point will shift with salinity changes for the
freshwater perturbation experiments, interpretation of the heat content variations is
not straightforward and I'm not sure | fully follow your line of reasoning in Il. 314ff,
and |. 376ff. since any freshening of the surface layer would by default increase
ocean heat content if the latter is measured against the local freezing point. In fact, |
was surprised to see what appear to be very small variations in upper ocean heat
content. It would be very helpful to the reader to see these numbers discussed in
terms of actual temperature anomalies (from what | can gather they amount to
something on the order of a mK or less?).

The ocean heat content has been computed against the absolute zero. This is now
specified in the caption of Fig. 4. We also give the equivalent change in heat content
in terms of temperature anomalies (I. 340ff).

We have computed the freezing point temperature (i) at the ocean surface from the
sea surface salinity (sss) through the linear relationship given in Gow and Tucker
(1990) :

t/=-0.055*sss

In our simulation, the salinity changes at the ocean surface imply very weak
variations of the freezing point (solid lines in Fig. 1 below). For instance, in NODA the
standard deviation of the freezing point over the period 1850-2009 equals 0.001°C.
Besides, the average temperature of the ocean layer between 0 and -100m, south of
60°S (dashed lines in Fig. 1), displays a much larger amplitude of variation (standard
deviation = 0.03°C in NODA over 1850-2009). We can thus reasonably assume that
the changes in salinity associated with the freshwater input do not impact significantly
the ocean heat content in the upper layer of the ocean through the variations in the
freezing point.

This issue has been clarified in Sect. 3.1 of the revised manuscript (I. 335ff).
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Figure 1 Freezing point computed from the averaged sea surface salinity south
of 60°S (solid lines) and averaged temperature between 0 and -100m, south of
60° (dashed lines).

Along the same lines, how large are the precipitation rate increases discussed on
p.10, in terms of surface freshwater flux per unit area? The same point applies to the
salinity anomalies. Thus, it may help to specify what the magnitude of the ocean heat
content and salt content anomalies shown in Fig. 4 is in terms of the heat content
and upper ocean salinity per unit area of ocean surface (i.e., per m2). In your
discussion you imply (I. 318ff.) that the covariation of salinity and temperature are in
response to external forcing, but it's notclear whether the response is fully coupled
and coherent (i.e., constrained mostly by the salinity-dependence of the freezing
point and its impact on the annual temperature cycle) or whether the two variables
are responding independently. Addressing these points may also help further clarify
how the ice mass budget is responding to changes in freshwater input.

We have computed the freshwater input associated with precipitation integrated
south of 60°S. In all our simulations, this freshwater input displays a clear increase
between 1850 and 2009 (Fig. 2 below). For instance, this increase reaches about 10
mSv in NODA. This value is now specified at |. 327-328 of the revised manuscript. In
the same way, the difference between NODA and DA_NOFWF in the freshwater
input derived from the precipitations is now specified (I. 373ff).
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Figure 2 Freshwater input derived from the precipitation integrated south of

60°S.

Since, in our simulations, the changes in salinity have a very small impact on the
freezing point, we can reasonably conclude that the co-variation of salinity and
temperature is not mostly constrained by the salinity dependence of the freezing
point. The ocean salinity and temperature thus respond independently to the external
forcing at first order. This issue has been clarified in the revised version of the
manuscript (. 335ff).

Second, in revising the paper, please include a clear statement in the first half of the
paper (i.e., introduction or methodology sections) in regards to the magnitude of
freshwater flux variations imposed by your autoregressive model relative to observed
variations in freshwater input through glacial ice melt. For somebody not familiar with
the details of this debate, it is difficult to pull together the different references that you
currently have spread throughout the text as to what the freshwater flux (in Sv)
compares to in terms of ice sheet mass balance and loss through melt (in Gt/yr).
Stating this clearly upfront will help readers better understand the figures and text
before you start to touch on this in a bit more detail on p. 15ff.

The amplitude of the variations of the additional freshwater flux is now explicitly
compared to the observed changes in the freshwater input derived from the melting
of the West-Antarctic ice sheet in the methodology section of our paper (I. 216ff).

Third, your conclusions (Section 4) are very helpful in identifying the key findings
from your study. In fact, the conclusions section may help guide the revisions to the
sections 3.2 and 3.3 outlined above in helping you focus on the relevant findings.
However, at the same time the text in the conclusions section is convoluted and at
times difficult to follow. While | have suggested some editorial improvements below, |
would encourage you to go through this section carefully and clarify the text, e.g., by
breaking up long sentences into shorter statements.

We have removed from the conclusion section the outcomes that have been deduced
from the simulations that are now discussed in the Supplementary Material. This
slightly shortens the conclusion section. We have also tried to rephrase long



sentences to clarify the text.

Specific comments (below, if no additional explanation is provided, the text in
quotation marks indicates how to modify the original wording to correct errors or
clarify statements)

e [. 6: “with data assimilation, the inclusion of an additional freshwater flux”
corrected

* |. 10: “or some compensations”
corrected

* [. 12: “that is in agreement with satellite observations”
corrected

* |. 15: it does not seem to be required”
corrected

» |. 22ff.: “The present work thus provides encouraging results ... Southern
Ocean, as in our simulation the positive trend”
corrected

* [. 63: “but for future projections this requires”
corrected

* |. 83: “the present study aims to identify a procedure”
corrected

* |. 91: “associated, for instance, with the Antarctic ice”
corrected

* |. 93: “requires a large ensemble”
corrected

* |. 140: “differ amongst each other in the additional”
corrected

* |. 235ff: “A detailed investigation of the impact of different spatial distributions on
the additional freshwater input ... but is outside the scope of”
We actually talk about the spatial distribution of the additional freshwater
input. This sentence has been rephrased slightly differently than suggested (l.
239).

* |. 249: “the fraction of a grid cell”
corrected

» | 252ff: “otherwise, have been derived from ... through version 2 of the
Bootstrap algorithm”
corrected

* |. 302: Referring to “melting of sea ice [that] occurs everywhere in the Southern
Ocean’ is incorrect. The trends shown in Fig 3 refer to reductions or increases
in ice concentrations over time and should be discussed as such. The
reductions cannot solely be explained as a result of melt (unless the model
provides evidence not discussed presently in the paper). In addition, seasonal
ice melt and basal melt of the ice cover may occur over much larger areas and
may not be associated with a trend towards reduced ice concentration which
further complicates the issue. Simply referring to ice reduction instead of melt
may be sufficient to address this point, unless further details from the model
results are discussed.
Thanks for this remark. We indeed meant to refer to sea ice reduction. This



has been corrected.

e | 332: “no observations”

corrected

* [. 431: “in detail”

corrected

* |. 575: “this finding suggests”

corrected

* |. 578: “in this configuration, i.e., the one obtained in NODA”

corrected

* [ 582: “ this encouraging result provided by HINDCAST_3.1 needs to be

viewed in the context of model drift that produces”
corrected

* |. 611: “is in good agreement”

corrected

* |. 623: “an appropriate freshwater input”

corrected

e | 642: “in our simulations”

We have left simulation without ‘s’ because we discuss only one simulation
driven by external forcing only.

» |. 658ff.: “data assimilation identify several factors that can help increase the

model skill for predictions of Southern Ocean sea ice concentration trends for
coming decades. Specifically, we highlight three findings. ”
corrected

* [. 681: “may help to correctly reproduce a positive”

corrected

Figures:

Many of the figures contain axis labels, legends and other information that is much
too small to be seen clearly. Please be sure to enlarge the font or find other ways to
illustrate this information. These problems apply to the following figures (but include
others not mentioned explicitly below):

Fig. 2 & 7 (legends)

The fontsize of the legends and the figures themselves have been enlarged.
Fig. 4 & 5 (axis labels)

The axis labels have been enlarged (for Fig. 6 as well).

Fig. 3 & 8 (different types of shading/colors/hatchmarks are difficult to make
out)

The hatchmarks were thicker in some of the maps of these figures. They have
been thinned.

The thin white hatched lines that appear over shaded area are inherent to the
format (eps) of the figures and thus cannot be removed. They do not appear
systematically, depending on the software used to read the pdf, and they
generally do not appear when printed. A solution would be to export the
figures to another format but the resolution will likely be much lower. This
issue will be discussed with Copernicus during the production of the paper, if
accepted.



* Figure 1, caption: Please explain what is shown in green/blue and in grey in

the figure. Also, is there any significance to the fine lines shown in white over
the grey areas? If not, please remove or otherwise explain and show more
clearly.
Explanation about shaded coloured area has been included in the caption. As
for Fig. 3 and 8, we are aware of the problem related to white thin lines and
there is unfortunately no perfect solution to remove in all format these lines
that sometimes appear on this. This will be checked for the final version.

Response to Anonymous Referee #1’s comments

The authors thank Anonymous Referee #1 for his/her careful reading of our revised
manuscript. We have taken the suggestions into account in the second revised
version of the manuscript, following the path suggested by the Editor. We hope that
these modifications have improved the readability of our manuscript.

GENERAL

The authors responded appropriately to all my suggestions. However, | regret that
the revision is a good example for the saying “more is sometimes less”. The addition
of four more simulations makes the paper very lengthy and confusing, requires the
reader’s full attention, since the text skips back and forth through the figures and,
thus, cannot be read easily on the train or plain any more. Even the authors get
confused (see Specific Comments).

There is no reason for rejecting the publication of the paper in The Cryosphere,
however, | leave it to the editor to decide whether a focus on the most significant
results and, thus, a reduction of the text would be more beneficial for the final
version, which should also include the comments and suggestions listed below.

We have removed from Sect. 3 Results all the discussion related to the simulations
DA_FWF_2 (with data assimilation and a strongly varying additional freshwater flux)
and the three hindcasts initialised from DA_FWF_2 (HINDCAST_3.1, HINDCAST_3.2
and HINDCAST_3.3). These results have been moved to the Supplementary Material
and the main conclusion drawn from these simulations are briefly summarised in
Sect. 3.3 (. 663ff). In the Supplementary Material, DA_FWF_2 is now referred to as
DA_FWF_strong. In the second revised version of the manuscript, DA_FWF_1 is
now referred to as DA_FWF.

SPECIFIC

L 011: Since the abstract should summarize the paper’s content and its significant
results, it would be appropriate to specify what the “adequate initial state” is.

The “adequate initial state” we are referring to is now specified (I. 11).

L 227: Either “... adjacent to Antarctica, ...” or “... the cells representing the Antarctic



marginal seas, ...”
This has been corrected (I. 235).
L 255: The reference Fetterer et al. (2002) might be obsolete.

This reference does not appear in the revised version since we are not using sea ice
index data anymore.

L 365: “The increase in the eastern Weddell...”.

This has been corrected (I. 389).

L 425: The sentence “This is associated with ... and a strong increase ...” is,
according to Figs. 4a & b, only valid for the experiment DA_FWF_2, because the
ocean heat content between 100 m and 500 m decreases for DA_FWF_1 after 1980.

The ocean heat content in the upper layer decreases in DA_FWF_1 (DA_FWF in the
second revised version) between 1980 and the early 1990’s. Besides, in this
simulation, the ocean heat content in the interior ocean increases between 1980 and
the early 1990’s. This has been clarified in the revised manuscript (I. 450).

L 502: Please argue why the plausibility of the states computed in DA_FWF_2 is
questionable. E.g., looking at Figs. 3, 4, and 5 | don’t see neither a difference
between DA_FWF_1 and DA_FWF_2 nor, especially for Fig. 3, a closer agreement
with the observations for DA_FWF_2 - at least the trend of sea ice reduction in the
Amundsen and Bellingshausen seas is more confined to the coast and the sea ice
expansion in the Ross Sea is stronger and more widespread.

The plausibility of the states computed in DA_FWF_2 is questionable because of the
strong interannual and multi-decadal variability of the sea ice extent and ocean heat
and salt contents, compared to the other simulations. Nevertheless, the plausibility of
any of our simulation, in terms of interannual to multi-decadal variability, cannot be
properly assessed since the required observations are not available.

The detailed discussion of the results of DA_FWF_2 has been removed from the
revised manuscript and moved to the Supplementary Material. This issue has,
however, been clarified in the brief summary of the results of DA_FWF_2 (l. 663ff).

L 537: Comparing Figs. 3 and 8, | disagree with HINDCAST_1 showing an “overall
decrease” like NODA - e.g., there is a significant difference in the eastern Weddell
Sea.

We meant to refer to the decrease in sea ice extent, which has similar values in
HINDCAST_1 and NODA. This has been specified in the revised version of the
manuscript (I. 578).

L 547: “acceptable agreement” comes closer than “good agreement’.



This has been modified (. 587).

L 556: “Even closer” is a pretty fresh statement, since HINDCAST_2.2 provides the
only value of the trend close to the observations.

“even” has been replaced by “thus” (I. 596).

L 563: Phrases like “agree well” have to be used carefully, because an ensemble
mean sea ice extent trend of 4.8... is far from the observed one of 19... Only together
with the ensemble standard deviation of the trend of 14.3... the HINDCAST 2.3
values get close to the observed one.

“agree well” has been replaced by “are compatible” (I. 603).

L 581: Another example of a slight exaggeration: is the regional distribution of the
trend in sea ice concentration really “in good agreement with the observations”? In
order to judge this, it would be very helpful to add Fig. 3a to Fig. 8. The latter would
show that the pattern is similar but extent and strength show discrepancies.

This part of the text has been moved to the Supplementary Material and “good” has
been replaced by “satisfying”.

In the revised version of the manuscript, we have included the map showing the
observations in Fig. 8.

L 686: At the end of the sentence “... observations over the last 30 years. ” Fig. S1
should be referenced.

The reference to the figure in the Supplementary Material has been included.
TECHNICAL CORRECTIONS

All the technical corrections listed below have been included in the revised version of
the manuscript.

L 235: “Investigating in detail ...” (without the 's’).

L 371: “... in the water column...” (without the s’).

L 384: Either “.. correlations ... are ...” or “... correlation ... is ...
L 434: “.. individual simulations ...” (with 's’).

L 547: ... (Fig. 8b) — the ‘b’ is missing.

L 580: (Fig. 4a and c) L 586: (Fig. 7e)

L 623: “A suitable freshwater input ...”

L 631: “.. spatial distribution displayed in Fig. 1, ...”

L 660: “This is summarized by the three points below:”

L689: “Our results suggest ....”

”



FIGURES Fig. 8: Please add Fig. 3a to ease the comparison with the observed
yearly mean sea ice concentration.

The observations have been included in Fig. 8.
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Abstract. Recent studies have investigated the potential link betiee freshwater input derived
from the melting of the Antarctic ice sheet and the obsereedémt increase in sea ice extent in the
Southern Ocean. In this study, we assess the impact of aticaddifreshwater flux on the trend
in sea ice extent and concentration in simulations with dasimilation, spanning the period 1850—
2009, as well as in retrospective forecasts (hindcast&lised in 1980. In the simulations with data
assimilation jneluding an additional freshwater flux that follows an autoregressiv
process improves the reconstruction of the trend in icenéxrd concentration between 1980 and
2009. This is linked to a better efficiency of the data assititih procedure but can also be due to
a better representation of the freshwater cycle in the Sonbceansemecompensationformedel
deficieneies. The results of the hindcast simulations shawen adequate initial state

can lead to an
increase in the sea ice extent spanning several decades ihagtisfying agreement with satellite
observations even in the
absence of any major change in the freshwater inpat esTherefore, while the
additional freshwater flux appears to play a key role in tloemstruction of the evolution of the sea
ice in the simulation with data assimilation, it does notsabselutely required in the hindcast
simulations. The present work thasnstitutes encouraging results for sea ice predictions
in the Southern Oceaas in our simulationthe positive trend in ice extent over the last 30 years is

largely determined by the state of the system in the late '$970
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1 Introduction

The sea ice extent in the Southern Ocean has been incredasintate estimated to be between
0.13 and 0.2 milliorkm? per decade between November 1978 and December 2012 (Vaeghian
2013). The recent work of Eisenman et al. (2014) suggestshbaositive trend in Antarctic sea
ice extent may be in reality smaller than the value given ingfaan et al.[(2013). Indeed, an ap-
proximate continuation of the trends in sea ice extent spoading to the version 1 of the Bootstrap
algorithm provides a value around 0.1 milliam? per decade between November 1978 and Decem-
ber 2012 (Fig. 1b of Eisenman et al., 2014). Nevertheless) awslight expansion of the Antarctic
sea ice is in clear contrast with the behaviour of its Arcbamterpart which is currently shrinking
(e.g., Turner and Overland, 2009).

The processes that drive the evolution of the Antarctic seand the causes of its recent expan-
sion are still debated. The hypothesis that the stratogpbeone depletion (Solomon, 1999) could
have been responsible for the increase in sea ice extent mmpatible with the results cf
recent analyses (e.g.. Sigmond and Fyfe, 2010; Bitz and Polvardi228mith et all., 2012;
Sigmond and Fyfe, 2013)

11Besides, other studies have underlined the fact that

the positive trend in sea ice extent could be attributed édriternal variability of the system (e.g.,
Mabhlstein et al., 2013; Zunz etlal., 201.3; Polvani and Sn#til3;| Swart and Fyfe, 2013). Never-
theless, this explanation cannot be confirmed by presangdaeral circulation models (GCMs)
involved in the 5th Coupled Model Intercomparison Proj&i(P5, | Taylor et al., 2011). Indeed,
because of the biases present in those models, they ofterasima seasonal cycle or an inter-
nal variability (or both) of the Southern Ocean sea ice tlisagtees with what is observed (e.g.,
Turner et al., 2013; Zunz etlal., 2013).

Hypotheses related to changes in the atmospheric cironlati in the ocean stratification (e.g.,
Bitz et al., 2006, Zhang@, 2007; Lefebvre and Goosse,|20@8nBterjohn et al., 2008; Goosse et al.,
2009; Kirkman and Bitz, 2010; Landrum et al., 2012; Holland &wok,|2012] Goosse and Zunz,
2014;/de Lavergne et al., 2014) have also been proposed.rtioydar, a link between the melting
of the Antarctic ice sheet, especially the ice shelves, haddrmation of sea ice has been recently
proposed (e.g.. Hellmer, 2004; Swingedouw et al., 2008taBia et al., 2013). The meltwater input
from the ice sheet leads to a fresher and colder surfaceilayfee ocean surrounding Antarctica. As
a consequence, the ocean gets more stratified and thers istesaction between the surface and
the warmer and saltier interior ocean, leading to an entthogeling of the surface. This negative
feedback could counteract the greenhouse warming and tlousdcontribute to the expansion of
the sea ice. Estimates of the Antarctic ice sheet mass imtxalare available thanks to satellite
observations and climate modelling. These estimatestapdncrease in the melting of the Antarc-
tic ice sheet over the past decade, mainly coming from Wesaratica (e.g., Rignot et al., 2008;
Velicogna, 2009; Pritchard etlal., 201.2; Shepherd et all2P0According to Bintanja et al. (2013),
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incorporating realistic changes in the Antarctic ice sime&s$s in a coupled climate model could lead
to a better simulation of the evolution of the sea ice in thetBern Ocean. For past periods, this may
be achieved using estimates of changes in mass balancbthefuture, this
requires a comprehensive representation of the polar eetslin models. Besides, Swart and Fyfe
(2013) have shown that the freshwater derived from the ieetsh unlikely to affect significantly the
recent trend in sea ice extent simulated by CMIP5 modelspwheosing a flux whose magnitude
is constrained by the observations.

In addition to the studies devoted to a better understarafitige causes of the recent variations,
models are also employed to perform projections for the gaarat the end of the 21st century
and predictions for the next months to decades. Such piaascare generally performed using
GCMs. Unfortunately, as mentioned above, current GCMs b#ses that reduce the accuracy of
the simulated sea ice in the Southern Ocean. In additiomgahkto account observations to initialise
these models, generally through simple data assimilab#y) (hethods, did not improve the quality
of the predictions in the Southern Ocean (Zunz et al., 20H8)vever, two recent studies performed
in a perfect model framework, i.e. using pseudo-obsermatiirovided by a reference simulation
of the model instead of actual observations, underlinedespredictability of the sea ice
(e.g.,Holland et all, 2013; Zunz et al., 2014). Accordinghese studies, at interannual timescales,
the predictability is limited to a few years ahead. Besigamificant predictability is found for the
trends spanning several decades. Both studies have poiutéuat the heat anomalies stored in the
interior ocean could play a key role in the predictabilityttoé sea ice. In particular, in their idealised
study| Zunz et all (2014) have described a link between title§khe prediction of the sea ice cover
and the quality of the initialisation of the ocean below it.

On the basis of those results, the present study aireentifying a procedure that
could improve the quality of the predictions of the sea icéhim Southern Ocean at multi-decadal
timescales. Unlike Holland etlal. (2013) and Zunz et al. @0the results discussed here have been
obtained in a realistic framework. It means that actual nla®ns are used to initialise the model
simulations as well as to assess the skill of the model. Thelteeofl Holland et al.| (2013) and
Zunz et al.|(2013, 2014) encouraged us to focus on the prediot the multi-decadal trends in sea
ice concentration or extent rather than on its evolutiomtrannual timescales. Our study deals
with two aspects that could influence the quality of the prtdi trend in sea ice in the Southern
Ocean: the initial state of the simulation and the magnitodéhe freshwater inputassociated
for instance te the Antarctic ice sheet mass imbalance. The initiatisagirocedure is based
on the nudging proposal particle filter (NPPFE, Dubinkina &wbsse, 2013), a data assimilation
method that requires large ensemble of simulations. Such a large amount of stinakcannot
be afforded with GCMs because of their requirements in Cir¢ tiWe have thus chosen to work
with an Earth-system model of intermediate complexity, LED IM1.3. It has a coarser resolution

and a lower level of complexity than a GCM, resulting in a lowemputational cost. However,
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it behaves similarly to the GCMs in the Southern Ocean (Gmass Zunz, 2014). It thus seems
relevant to use this model to study the evolution ofSmertherroecean seaice.

The climate model LOVECLIM1.3 is briefly described in Sécfll,2along with a summary of the
simulations performed in this study. The data assimilatieathod used to compute the initial con-
ditions of the hindcast simulations is presented in $egt. Rectio 2.3 explains how the additional
freshwater flux is taken into account in the simulations. ddetabout the estimation of the model
skill are given in Secf_2l4. The discussion of the resultdiviled intothree parts: the simu-
lations with data assimilation that provide the initialtsg(Sect_3]Ltheimpactofthe-additional
freshwateflux-ontheefficiencyefthe dataassimilationprecedurdSeet:3-2) and the hindcast sim-

ulations Gect[Z)). Finally, Sectl¥ summarises the main results and propmsesusions.

2 Methodology
2.1 Model and simulations

The three-dimensional Earth-system model of intermediatamplexity LOVECLIM1.3
(Goosse et al., 2010) used here includes representatitims atmosphere (ECBIlt2, Opsteegh et al.,
1998), the ocean and the sea ice (CLIO3, Goosse and Fich@¢s) and the vegetation (VECODE,
Brovkin et al.,| 2002). The atmospheric component is a T2Irésponding to an horizontal
resolution of aboub.6° x 5.6°), three-level quasi geostrophic model. The oceanic compbn
consists of an ocean general circulation model coupled émace model with horizontal resolution
of 3° x 3° and 20 unevenly spaced vertical levels in the ocean. Thaatge component simulates
the evolution of trees, grasses and desert, with the saneohtal resolution as ECBIlt2. The sim-
ulations performed in this study span the period 1850-20@%ae driven by the same natural and
anthropogenic forcings (greenhouse gases increaseti@asian volcanic activity, solar irradiance,
orbital parameters and land use) as the ones adopted indtogitél simulations performed in the
framework of CMIP5|(Taylor et al., 2011).

Three kinds of simulation are performed in this study andfthem consist of 96-member en-
sembles. First, a simulation driven by external forcingyomlovides a reference to measure the
predictive skill of the model that can be accounted for by ¢keernal forcing alone (NODA in
Table[1). This numerical experiment does not take into actany observation, neither in its ini-
tialisation nor during the integration. At the initialigat and every three months of simulation, the
surface air temperature of each members of NODA is slighehywsbed, to have an experimental de-
sign as close as possible to the simulations with data dssioni (see below). Second, simulations
that assimilate observations of surface air temperatusenaties (see Se¢i. 2.2 for details) are used
to reconstruct the past evolution of the system, from JanL&b0 to December 2009, and to pro-
vide initial conditions for hindcast simulations. Thirthethindcast simulations are initialised on 1

January 1980 from a state extracted from a simulation with dssimilation and are not constrained
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by the observations during the model integration.

simulations with data assimilation, from 1850 to 2009, aralgsed here: one without ad-
ditional freshwater flux (DANOFWF in Tabld1L) andnethatis forced by an autoregressive fresh-
water flux described in Sedt._2.84 andbDA-FWF-2 in Table[1), representing crudely the
meltwater input to the Southern Ocean. The simulation NDAFWF provides the initial state
of the first hindcast (HINDCASTL in Table[1). The three hindcasts HINDCAZTL, HIND-
CAST_2.2 and HINDCAST2.3 (see TablEl1) are initialised from a state extracted frgm
These three hindcasts diffés each other in the additional freshwater flux they receive
during the model integration. No additional freshwater fsapplied for HINDCAST2.1. HIND-
CAST_2.2 is forced by a time series resulting from the ensemblennoéahe additional fresh-
water flux diagnosed in . The average over the period 1980-2009 of the ensemble mean
diagnosed fromi is applied in HINDCAST?2.3 as a constant additional fluSimitarhy,

2.2 Data assimilation: the nudging proposal particle filter

Data assimilation consists of a combination of the modeh&qos and the available observations,
in order to provide an estimate of the state of the system@saie as possible (Talagrand, 1997).
The data assimilation simulations performed here providecanstruction of the past evolution of
the climate system over the period 1850-2009. Such a lorigchappears necessary because of
the long memory of the Southern Ocean. It allows the ocea tybamically consistent with the
surface variables, constrained by the observations, owéd@depth range. The state of the system
on 1 January 1980 is then extracted and used to initialistitidcast. After the initialisation, the
hindcast is driven by external forcing only and no obseoratiare taken into account anymore.

In this study, observed anomalies of surface air temperatg assimilated in LOVECLIM1.3
thanks to a nudging proposal particle filter (Dubinkina armb&se, 2013). The assimilated observa-
tions are from the HadCRUT3 dataset (Brohan et al., 2006)s d&taset has been derived from in
situ land and ocean observations and provides monthly satisurface air temperature anomalies
(with regard to 1961-1990) since January 1850. Model aniesaf surface air temperature are
computed with regard to a reference computed over 1961-d99@|l, from a simulation driven by
the external forcing only, without data assimilation anditidnal freshwater flux.

The NPPF is based on the particle filter with sequential rediam (e.g., van Leeuwen, 2009;

Dubinkina et al., 2011) that consists of three steps. Farsensemble of simulations, tparticles,
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is integrated forward in time with the model. These parficee initialised from a set of different
initial conditions. Therefore, each particle representifferent solution of the model. Second,
after three months of simulation, a weight is attributedaolteparticle of the ensemble based on its
agreement with the observations. To compute this weiglh,amomalies of surface air temperature
southward of 30S are taken into account. Third, the particles are resamgiedones with small
weight are eliminated while the ones with large weight atained and duplicated, in proportion
to their weight. This way, a constant number of particles @ntained throughout the procedure.
A small perturbation is applied on the duplicated partid¢tegenerate different solutions of the
model and the three steps are repeated until the end of theelmdrinterest.

In the NPPF, a nudging is applied on each particle during tbeahintegration. It consists
of adding to the model equations a term that pulls the salutimvards the observations (e.g.,
Kalnay, 2007). The nudging alone, i.e. not in combinatiothvénother DA method, has been
used in many recent studies on decadal predictions (e.enliside et &l., 2008; Pohlmann et al.,
2009; Dunstone and Smith, 2010; Smith etlal., 2010; Krotah £2012] Swingedouw et al., 2012;
Matei et al., 2012; Servonnat et al., 2014). In LOVECLIM1t® nudging has been implemented as
an additional heat flux between the atmosphere and the dgean(Tmod— Tobs)- Tmod aNdTops are
the monthly mean surface air temperature simulated by tteehamd from the observations respec-
tively. v determines the relaxation time and equals W26 —2 K !, a value similar to the ones used
in other studies (e.d., Keenlyside el al., 2008; Pohlmamh £2009| Smith et al., 2010; Matei et al.,
2012; Swingedouw et al., 2012; Servonnat el al., 2014). Tiggimg is applied on every ocean grid
cell, except the ones covered by sea ice and the amplitudeeafudging applied on a particle is

taken into account in the computation of its weight (Dubirgkand Goosse, 2013).
2.3 Autoregressive additional freshwater flux

As the freshwater related to the melting of the Antarcticsheet may contribute to the variability
of the sea ice extent (e.qg., Hellmer, 2004; Swingedouw! g2@08; Bintanja et al., 2013), it appears
relevant to check its impact on the data assimilation sitraria as well as on the hindcasts. However,
deriving the distribution of the freshwater flux from theiestte of the observed Antarctic ice sheet
mass imbalance is not possible for the whole period coveyenibsimulations, because of the lack
of data. Furthermore, the configuration of the model useduinstudy does not allow simulating
this freshwater flux in an interactive way. We have thus chaseapply a random freshwater flux,
described in term of an autoregressive process as in Mahadt (2013), on each particle during
the data assimilation simulations andDA-FWF-2 (see Tablé&]l for details). This allows
determining the most adequate value of the additional fvasér flux for the model using the NPPF.
Because of this additional freshwater flux, the parametelected to define the error covariance
matrix, required to compute the weight of each particle [Qebinkina et al.| 2011), are slightly

modified in comparison to the values applied for these paterm@n the data assimilation without
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additional freshwater flux (DANOFWF).
The freshwater flux is computed every three months, i.e. thithsame frequency as the particle
filtering. Fwe-distinctdefinitionseftheautoregressivproceshavebeendsedinthetwo-simulation

PARPAMF L and DAFRAR2: In , the additional freshwater flux is defined as:

(1)

whereepwe1 is a random noise following a Gaussian distributi®ii0, orpwr 1), With opwe1 equal
to 40 mSv.

v atrandemno ollewing—a-Gatussiare butie R AN O srwro - Wih—orw S

to-16-mSv. The parameters of the autoregressive processatheéesia Eq. [1)ane{2) have been
chosern-order to obtain a freshwater flux roughly compatible with the esti@s of the
current Antarctic ice sheet mass loss

A

Alternatively, we can also consider
that the ice sheet mass imbalance is not the only contribaitbe additional freshwater flux required
by the model. For instance, variations in precipitationadse expected to impact the freshwater bal-
ance in the Southern Ocean and might not be simulated adgybgithe modelNeverthelesshe

The melting of the Antarctic ice sheet being particularlyosyy over West Antarctica (e.g.,
Rignot et al.| 2008; Velicogha, 2009; Pritchard etlal., 208Bepherd et al., 2012), we have cho-
sen to distribute uniformly the freshwater flux in the oceatween 0 and 170 W, south of 70 S
(areain blue on Fid.]1). Here, the distribution of the freatew flux is thus not limited to the cells
adjacent to theAntareticshelf, unlike Bintanja et al. (2013); Swart and Fyfe (2013)is
is based on the assumption that a part of the freshwater rbigmedistributed offshore by ice-

bergs (e.g.. Silva et al., 2006) or coastal currents not rgpllesented in a coarse-resolution model.
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adequatehby-the-medel—turthermeore,The spatial distribution of the additional freshwater flux

likely impacts the model results. Here, we have chosen aagfsatucture as simple as possible,
consistent with the available observations, in order tatlthre parameters associated with the ad-
ditional freshwater flux Hvestigatingin-detadl the impact of different
spatial distributions of the additional freshwater input would probably pro-
vide insightful results buthis is out of the scope of the present study.

The additional freshwater flux increases the range of smigtreached by the particles and can
randomly bring some of them closer to the observations. Whparticle is picked up because of
its large weight, it is duplicated and the copied particldserit the value of the freshwater flux
that possibly brought the particle close to the observatidihis value keeps influencing the copied
particles because the freshwater flux is autoregressivenuld thus improve the efficiency of the
particle filter. Furthermore, by selecting the solutionatthest fit the observations, the particle
filter allows estimating the freshwater flux that is more ljk provide a state compatible with the

observations.
2.4 Skill assessment

In order to measure the skill of the model combined with theragation of observations, the results
of the data assimilation simulations and of the hindcagizampared to observations of the annual
mean sea ice concentration (the fractiorm gfid cell covered by sea ice) and sea ice extent (the sum
of the areas of all grid cells having a sea ice concentratimve 15 %), between 1980 and 2009.
This corresponds to the period for which reliable obseovestiof the whole ice covered area are
available. The sea ice concentration and extent data useed®s unless specified otherwiss;
derived from the Nimbus-7 SMMR and DMSP SSM/I-SSMIS satethbservations throughe

version 2 of the Bootstrap algorithm (Comiso, 1999, upddssty). The impact of the uncertainty
of those estimates on our conclusion is discussed in Sectd[@d.a

Particular attention is paid on the trend in sea ice cona#atr and extent. Significance levels
for the trends are computed on the basis of a two-tdiledt. The autocorrelation of the residuals
is taken into account in both the standard deviation of thaedrand in the number of degrees of
freedom used to determine the significance threshold (@amter et all, 2000; Stroeve et al., 2012).
This statistical test provides an estimate of the relatigeiBcance of the trend, but we have to keep
in mind that the assumptions inherent to this kind of testarely totally satisfied in the real world
(e.g.,Santer et al., 2000).

The ensemble means computed for the results of the dataika$gim simulations consist of

weighted averages. The ensemble m&&yy, m) of the variablex, for the monthm in the year
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y is thus defined as

1 K
k=1

wherek is the member indexXs is the number of members within the ensemble @aply, m) is the
weight attributed to the membérduring the data assimilation procedure. The ensemble naans
each month of the year are then averaged over a year to ob&aémhual mean.

The standard deviation of the annual mean of the ensembimtha computed explicitly because
of the possible time discontinuity in the results of indived members, arising from the resampling
occurring every three months. An estimate of this standaviation is however assessed by multi-
plying the weighted standard deviation of each month of a lpga coefficient and averaging it over
the year. These coefficients are introduced to take intowatdbe fact that the standard deviation
of the annual mean is not the mean of the standard deviatiom évery month. They are obtained
here by computing the mean ratio between the ensemble sthtelaation of the annual mean and
the ensemble standard deviation of each month in the sironlsiODA.

The ensemble means and standard deviations calculatedd®ANand for the hindcast simu-
lations correspond to classical values that does not iecard/ weight as this procedure is only
required when data assimilation is applied.

3 Results

In this section, the results of the various simulations (Eatgle[1 for details) are discussed. First,
the reconstructions of the evolution of the sea ice betw@&&® hnd 2009, provided by the simula-
tions NODA, DANOFWF andBAFWF-2, are presented in Sett. B.1 and compared
to observations i e jclefilter i
freshwatefinputispresentedn-Seet-3-2—Fhird; the hindcasts initialised with a state ex-
tracted from a data assimilation simulation are analyseddasure the skill of the prediction system
tested in this studySect[Z).

3.1 Data assimilation simulations

The observations of yearly mean sea ice extent, based oiowetsof the Bootstrap algorithm,
display a positive trend between 1980 and 2009 equabtd x 103 km?yr—!, significant at the
99 % level (Fig[R). This trend in sea ice extent is the redidinincrease in sea ice concentration in
most part of the Southern Ocean, particularly in the RosqHgd3a).

When no data assimilation is included in the model simutaidODA), the ensemble mean
displays a decreasing trend in sea ice extent in respondetexternal forcing (Fid.]2a and b),
similar to the one found in other climate models (e.g., Zuredlg2013). Consequently, for the

ensemble mean, 3@:ar trends are negative during the whole period of the simulatithout data
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assimilation (Figl.Pb). Over the period 19802009, the \ride mean of the trend in sea ice extent
equals—15.5 x 103 km? yr~!, with an ensemble standard deviatiorl@f5 x 103km?yr—!, and the
melting of seaice occurs everywhere in the Southern Ocean (Big. 3b), except
in the Ross Sea and in the Western Pacific sector. This negatind obtained for the ensemble
mean is the result of a wide range of behaviours simulatedéylifferent members belonging to
the ensemble (light green shade in Eig. 2a and b) and, coesidalividually, the members can thus
provide positive or negative values for the trend. Thiséatis thus that, for some members, the
natural variability could compensate for the negativedrigrnsea ice extent simulated in response to
the external forcing. Positive trends similar to the oneeobsd over the last 3@:ars are however
rare in NODA. For instance, only 14 of the 96 members have #@iposrend over the period 1980—
2009 and none of them have a trend larger than the observed one

In NODA, the ensemble mean displays an increase in the hatdioed in both the upper ocean,
defined here as the first 1@0below the surface, and the interior ocean, considered toelieeen
—100 and-500m (green solid lines in Fid.l4a and b). The correlation betwbese two variables
equals 0.89 over the period 1980-2009 (Téble 2). This waymfrthe ocean results directly from
the increase in the external forcing and is consistent vhiehdecrease in sea ice extent (fEig. 2a).
Besides, the ocean salt content in the first &D8ecreases (Fidl 4c). This is likely due to the
enhanced hydrological cycle in a global warming contexttaednherent increase in precipitation at
high southern latitudes that freshens the ocean surfage l@&1 and Curry, 2010; Fyfe et al., 2012).

In the simulation NODA,
the negative correlation 6£0.94 between the ocean heat and salt content in the firshl@low
the surface over the period 1980-2009 (see Table 2) is littkdte response of these two variables
to the external forcing.Nevertheless, this contribution of the external forcing t&@ masked in
individual members by internal variability, leading to l@@rrelations between the heat content at
surface and in the interior or between heat and salt condé¢sisrface on average over the ensemble
(Table2).

10
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If observations of the anomalies of the surface air tempegaire assimilated during the simu-
lation, without additional freshwater flux (DANOFWF), the model is able to capture the observed
interannual and multi-decadal variability of this variaphs expected (Fifl 5b). Consequently, the
trend in the ensemble mean sea ice extent is more variablanttdODA. Over the period 1850—
2009, the values of the 3@:ar trend in sea ice extent, computed from the ensemble meard sta
between—29.1 x 103 km?yr~! and13.6 x 103 km?yr—! (Fig.[2d). Between 1980 and 2009, the
trend in sea ice extent equals.0 x 103 km?yr—!. On average over the ensemble, the trend is thus
less negative than in the case where no obseratiomtaken into account during the simulation
but it still has a sign opposite to the observed one. Thergiffee with the estimates derived from
version 2 of the Bootstrap algorithm between November 19iBRecember 2009 is of the order
of 20 x 103 km? yr—!. The difference with the estimates from version 1 of the Bap algorithm
is slightly smaller, being arountb x 103 km?yr—! (Eisenman et all, 2014). The trends in sea ice
concentration display a pattern roughly similar to the obse one (FiglBa and c), with an increase
in the eastern Weddell Sea, in the eastern Indian sectdre iWestern Pacific sector and in the Ross
Sea, the sea ice concentration decreasing elsewhere. Giteade in sea ice concentration occurring
in the Bellingshausen and Amundsen Seas is, however, dveatsd by the model, leading to the
decrease of the overall extent.

In the simulation DANOFWF, the ocean heat content in both the upper and intedearo is
lower than the ones obtained in the simulation NODA until@lit980 (Fig[#a and b). This arises
from the lower surface air temperature in IMOFWF compared to NODA (Fid.]5a and b) that
cools down the whole system. The correlation between thergpd interior ocean heat contents
equals 0.34 over the period 1980-2009 (Table 2) and is thwesrlthan for the ensemble mean in
NODA. This could be due to the interannual variability captiithanks to the data assimilation that
mitigates the global warming signal (see below). The ocedtncentent is larger in DANOFWF
than in NODA until 1980, likely because of the weakening ¢ thydrological cycle associated

to the lower simulated temperature

ffrom 1980 ahead, the ocean heat content, in
both the upper and middle layer, increases and the saltroaiereases in response to the external
forcing, as in NODA. Nevertheless, as the ocean heat coigtstill slightly lower in the simulation
DA _NOFWEF than in the simulation NODA, the quantity of energyikalde to melt the sea ice at the
surface is also lower. This can explain why the absoluteevafithe trend in sea ice extent between
1980 and 2009 is smaller in DNOFWF than in NODA.
Including a freshwater flux following the autoregressiveqarss defined in Eq[](1) in the sim-

ulation increases the variance of the ensemble of particles. Thisslightly enhances

11
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the variability of the ensemble mean sea ice extent at interal and multi-decadal timescales (Fig.
[Ze,f). Over the period 1850-2009, the values of the/@Q-trend in sea ice extent, computed from
the ensemble mean, lie betweef5.2 x 103 km?yr—' and20.3 x 103 km?yr—' (Fig.[2f). Over the
period 1980-2009, the trend in sea ice extenbin equals—2.8 x 103 km?yr~! and is thus
slightly less negative than in the simulation IMOFWF. The spatial distribution of the trends in sea
ice concentration in is also in good agreement with the observations[(FFig 3d).dEteease

in sea ice concentration occurring in the Bellingshausenfanundsen Seas is less widespread than
in DA_NOFWF but it is still overestimated. The increase in #assterrWeddell and Ross Seas is
better represented than in DAOFWF as well.

The additional freshwater flux in also induces a higher variability of the heat and salt
contents in the upper ocean compared to the simulatiodNO&xWF (Fig.[4a,c). The correlation
between the upper and interior ocean heat contents has tveeggue of—0.24 over the period
1980-2009 (see Tablé 2). It means that when the ocean susfaofder, the intermediate layer is
warmer and vice-versa. This indicates thatthis experiment, the heat content in the water column
is strongly influenced by vertical mixing. The amplitude bistmixing depends on the difference
in density between the surface and the deeper layers, whidturn determined by the difference
in temperature and salinity. In the simulation , the correlation between the ocean salt
and heat contents in the first 1@0reaches a value of 0.35, while it is negative for the ensemble
mean in NODA and in DANOFWF (see TablE]2). This confirms that, during periods oféase
in salt content in the upper layer, the vertical mixing in tieean is enhanced, allowing positive
heat anomalies to be transported from the interior to theeuppean. The heat content in the first
100m increases while the one betweed00m and—-500m decreases. On the contrary, when the
salt content in the upper layer decreases, the ocean beaupresstratified, preventing the heat
exchange between the surface and the interior ocean. Théshespped in the interior ocean that
gets warmer, and the upper ocean cools down. This processamore important in
than for the individual members of NODA (see Table 2) becafsthe effect of the additional
freshwater flux on the stratification. Remind that correlatbetween the heat content in the upper

and intermediate layers is very high in the ensemble mearQidAlbecause of the contribution of

the forcing.
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H-summarybBecause of the additional freshwater flux that tends to ssebihe water column
during some periods and to destabilise it in others (Eig.tl&, general behaviour of the ocean
in the simulation ard DAFWE-2 differs from the simulation NODA and DAIOFWF.
While the latter simulations appear mainly driven by theeexal forcing, the interaction between the
different layers in the ocean seems to be dominant4n ardBAFWF2. In the simulation

anrdDAFW2, the ocean heat and salt contents of the surface layer atieupely
large in 1980 while the heat content between 100 andnb@) low. This implies that the heat

storage at depth is much lower in ardBAFWF-2 than in NODA. Note that the
heat content of the top 500 in areHr-BAFWR2 is also lower than in NODA. After
1980, the salt content ibeth andDAFWHF2 decreaseuntil 2009 (Fig.[4c). This is
associated with a decrease in the uppel ocean heat content

rr, Suggesting a reduction of the
vertical ocean heat flux. This is likely responsible for theaker decrease in sea ice extent between

1980 and 2009 iri (Fig. [2e) andtheinereasein-seaice-extentin- BAFWF2-(Fig-2g) .
In ahrdDAFWE-2, the additional freshwater flux is the main cause of theabdlity of

the stratification. Additionally, internal processes canrésponsible for such changes in vertical
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exchanges, as discussed in dstiari'Q_o_o_s_&e_mdLJnL(;dM), also leading to a negative atioel
between the heat content in surface and intermediate layEngs explains why the correlation
between those two variables is lower for the ensemble me&@AdNOFWF than in NODA. It is
also much lower in individual simulations of NODA (0.03 oresage, TablE]2) than in the ensemble
mean (0.89, Tablg 2), the ensemble mean amplifying the ibortion of the response to the forcing
associated with high positive value.

The additional freshwater flux also weakens the link betwibersea ice and the surface air tem-
perature because of the larger role of the changes in ocstatification.. The correlation between
the sea ice and the surface air temperature remains nemgiiveepresence of an additional freshwa-
ter flux, i.e., a warmer ocean surface is still associateld svgmaller sea ice extent. Nevertheless, the
correlation between the ensemble mean of the averaged daaestemperature and the ensemble
mean of the sea ice extent over the period 1850-2009 is snmrakdsolute value in the simulation
with data assimilation including an additional freshwdbex (—0.78 in DA.FWF) compared to the
simulations without any additional freshwater flux@.97 in NODA and—0.86 in DANOFWF).
Remind that the reconstruction of the surface air tempeggitovided by both DANOFWF and
DA _FWF is based on the assimilation of surface air temperatat@ s expected, the surface air
temperature simulated in DNOFWF is thus very similar to the one in DRWF, both simulations
achieving a clear model bias reduction. This bias redudiphowever, obtained differently in the
two simulations DANOFWF and DAFWF. For instance, the sea ice simulated in_.B®FWF, in
particular the trend in sea ice extent between 1980 and 20f&;s from the one in DAFWF. These

differences in the simulated sea ice extent are consistiénttiie modification of the link between

the surface air temperature and the sea ice extent inductée additional freshwater flux.
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3.2 Hindcast simulations

In this section, we focus on simulations that are initiaie® 1 January 1980 with a state that has
been extracted from the data assimilation simulationsudised in Secf._3.1. After the initialisa-
tion, the hindcast simulation is driven by external forcimg no observation is taken into account
anymore. The analyses discussed here aims at answeringuegtiaps. (1) Can the information
contained in the initial state persist long enough to implaetsimulated trend in sea ice extent? (2)
How does an additional freshwater flux impact the sea iceriddast simulations? Including an ad-
ditional freshwater flux appears indeed to be relevant taawpthe efficiency of data assimilation
(see Sec{_3l1). The results of HINDCAdT initialised from DANOFWF HINDCAST_2.1,
initialised from anrdHINDCAST-3- 1 nitialisedfrom-BAFWH2, bring answers to the
first question, these hindcasts including no additionalfreater flux. The second question is specif-
ically addressed in the analyses of HINDCASP and HINDCAST2.3, initialised from a state
provided by the simulation aswel-asHINDCAST-3-2andHINDCAST-3 3 initialised
from-astateprovidedby-thesimulationDAFWHR2, a freshwater perturbation being applied during
thesetwo feur hindcasts. Given that it is not clear whether it is theamgalue of the additional
freshwater flux or its variations that matters, two configioras for the additional freshwater flux
have been tested. In HINDCASZ.2 {(HHINBEAST-3-2), the additional freshwater flux corresponds
to the one that has been diagnosed from {BAFWF2), shown on Figl.l6, and evolves in
time. On the contrary, in HINDCASP.3{HINBEAST3-3), the freshwater flux is constant in time
and equals 0.03v {(—06-63S+}, the average freshwater flux diagnosediin {BATFWF2)
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between 1980 and 2009.

In HINDCAST_1, the sea ice extent is high at the beginning of the simuladiod decreases
between 1980 and 2009 (Fid. 7a). The ensemble mean of thasteguals-14.2 x 103 km?yr—*,
with an ensemble standard deviationiéf2 x 103 km? yr—!. This provides a 95 % range that does
not encompass the observed trendl8f0 x 103km?yr—!. In this hindcast, the trend in sea ice
concentration is negative over a large area in the Belliagsén and Amundsen Seas and slightly
positive elsewhere (Fifil$. This pattern thus roughly fits the observed ¢iie.[da)but the decrease
obtained in the western part of the Southern Ocean coveratge an area and the increase in the
Weddell and Ross Seas is too weak. The regional distribatidhe trend in sea ice concentration
in HINDCAST_1 (Fig.[®) is thus very similar to the one in DANOFWEF, i.e. the simulation that
provided the initial state for HINDCAST. This suggests that the information provided at the
initialisation can slightly impact the solution of the hoabt over multi-decadal timescales. The too
large decrease in sea ice concentration occurring in tHeBshausen and Amundsen Seas already
noticed in DANOFWF is however amplified in HINDCAST, leading to an overall decrease

similar to the mean of NODA. The ocean heat and salt contart8NDCAST_1 follow
roughly the evolution of these variables for the ensemblamie NODA (Fig[4). The correlation
between the upper and interior ocean heat content equésOdBthe correlation between the upper
ocean heat and salt content equafs94 (see Tablg 2). This points out the role played by the'eate
forcing in this hindcast, as discussed in Secil 3.1.

In HINDCAST_ 2.1, the ensemble mean of the trends over the period 1980-@&f\ials1.3 x
103 km?yr—1!, with an ensemble standard deviationidf5 x 10% km?yr~! (Fig[@b). The observed
trend is thus included in the 95% range of the ensemble. Th#asmlistribution of the trends
in sea ice concentration in HINDCASZ.1 is also in agreement with the observations
(Fig[82.,9. Given that no additional freshwater flux is applied in thisdcast, the positive trend in
its sea ice extent likely arises from the state used to liséiahis simulation. This initial state is
characterised by relatively large heat and salt contentisérupper ocean (Fid.] 4a,c) and a small
heat content in the interior ocean (fEig 4b). This situatiorresponds to a weakly stratified ocean
column in 1980 that stabilises during the following year$liNDCAST_2.1, leading to a cooling
of the ocean surface that in turn favours the production afice.

HINDCAST_2.2 provides an ensemble mean of the trends over the per@@-2809 equal to
13.0 x 103km?yr~*, with an ensemble standard deviation1@f4 x 103 km?yr—! (Fig[dc). This
value of the trend ishuseven closer to the observation 1§.0 x 103km? yr—! (corresponding to
version 2 of the Bootstrap algorithm) than the one providgdHiNDCAST_2.1. Nevertheless, in
realistic conditions, this would require to obtain infortioa on the mass balance of the ice sheets
spanning the period of the prevision itself. The spatidritistion of the trends in sea ice concentra-
tion in HINDCAST_2.2 is very similar to the one in HINDCASZ.1 (Fig8:,d). In HINDCAST_2.3,

a constant additional freshwater flux equal to 0.01, conrdmg to the average over the period
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1980-2009 of the freshwater flux diagnosed from_BWF_1, is applied. This also provides trends

in sea ice extent and concentration over the period 198®-2@dagreewelt with

the observations (Figl 7d and Hig.8). For both HINDCAST2.2 and HINDCAST2.3, no clear
605 change in the ocean heat and salt contents is noticed codmaltdNDCAST._2.1 (Fig[4). Never-

theless, the additional freshwater flux results in a slighitjher increase in sea ice extent compared
to HINDCAST_2.1.
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The results of our hindcast simulations demonstrate theasthte used to initialise these simula-
tions plays a fundamental role in determining the trendeaise extent and concentration over the
three decades following the initialisation, in agreemeitihthe idealised experiments presented in
Zunz et al.|(2014). In our simulations, the additional frgater flux improves the reconstruction of
the evolution of the system in the simulation with data agaiion and thus helpsproviding

an adequate initial state for the hindcasts # suitable freshwater input during
the last 30 years may further improve the agreement withrebsens derived from both version 1
and version 2 of the Bootstrap algorithm (Eisenman et all420as shown by the results of HIND-
CAST_2.2 and HINDCAST2.3.
2
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710

, @ change in the freshwater input from one period to the ¢fbeinstance between the 30
years preceding and following 1980), in the absence of aguate initialisation of the simulation,
is not sufficient to account for the observed positive trensbia ice extent between 1980-2009. This
conclusion is supported by the results of an additional &tran, initialised in January 1960 from a
state extracted from NODA. This simulation is driven by emge forcing and receives an additional
freshwater input, following the spatial distribution disped in Figl, equal to—0.03 Sv between
January 1960 and December 1979 and abruptly increased.€d Sv in January 1980, i.e., a larger
shift than in any of our simulations with data assimilatiarhindcasts. The additional freshwater
flux then remains constant until the end of the simulation @z&mnber 2009. In this simulation, the
sea ice extent decreases between 1960 and 1980 in responsekternal radiative forcing and the
negative freshwater perturbatiofig-S1 of the Supplementary Material). The sea ice
extent then rapidly increases after the abrupt change imdldiional freshwater input in January
1980 but decreases again after a few yegars

4 Summary and conclusions

The trend in sea ice extent derived from satellite obsesmatis subject to uncertainties (e.qg,
Eisenman et al., 2014) but even the lowest estimate of #msltindicates a slight increase in Antarc-
tic sea ice extent that is not reproduced in our simulatiavedrby external forcing only. Assimi-
lating anomalies of the surface air temperature througimtitging proposal particle filter induces
an increase in the trend in simulated sea ice extent ovenrédeeades in the Southern Ocean, com-
pared to the case where no observation is taken into accobistleads to a better agreement with
satellite data than in the simulation without data assitioita Further improvement is achieved if
an additional autoregressive freshwater flux is includetihduthe data assimilation. This freshwa-
ter flux induces a larger spread of the ensemble and thussalobetter efficiency of the particle

i iabih . The ad-
ditional freshwater input may also compensate for modetuefcies that affect the representation

filtering.

of the freshwater cycle (in particular the variability oEtmeltwater input), the ocean dynamics, the
internal variability, etc. Overall, in combination withdldata assimilation, the additional freshwater
input leads to simulated trends in sea ice extent and coratemt between 1980 and 2009 that re-
produce well the observations. The freshwater flux thus appearsapanrh important role
on the simulated evolution of the sea ice, as already poimt¢dh previous studies (e.d., Hellmer,
2004; Swingedouw et al., 2008; Bintanja etlal., 2013).

Hindcasts initialised from those simulations with dataragation haveallowedillustrating
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factors that capetentially increase the model skilb-prediet the
trend in SeutherrBeean seaice everthenext

decadesFhisissummarisedhy-thetwo-petrtsbelow

1. Initialising a hindcast simulation with a state extradi@m a simulation that has assimilated
observations through a nudging proposal particle filterahagnificant impact on the simu-
lated trends in sea ice extent and concentration over thed®®80—-2009. This indicates that
the information contained in the initial state influencesrbsults of the simulation over multi-
decadal timescales, confirming the results of Zunzlet all4P0As a consequence, an initial
condition that adequately represents the observed stegqu#red in order to perform skillful
predictions for the trend in sea ice extent over the nextdiesaNevertheless, the conclusions
drawn from our hindcast simulations have to be consideretiausly since they are based
on the analyses of the only 3@ar period for which we have relevant observations. Similar
analyses could be performed for periods starting befor®198ng the reconstruction of the
sea ice provided by the simulation with data assimilatiotaeget for the hindcast instead of
actual observations. However, this approach would be yneaplivalent to a perfect model

study, as proposed in Zunz et al. (2014).

2. In hindcast simulations, the additional freshwater inpay eentributeto
reproduce positive trend in sea ice extestichastheobservedne.
But is not the dominant element )
in agreement with the results of Swart and Fyfe (2013). Iddea abrupt increase in the

additional freshwater flux at the beginning of the hindcastusation, without an adequate

initialisation of the simulation, does not provide a lomgrh increase in sea ice extent such as
the one derived from the observations over the last 30 ye&rsS7) Fhestronglink-between

results suggest that the increase in ice extentthe surface coolingwdthefreshening
simdlated between 1980 and 20@08-bethsimulationswith-dataassimilationandhindecastaising
additionalfreshwatesflux; are not due to thanthrepegenieal forcing or to a partic-
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ular large melting of the ice sheet during this period. Thalaion of the variables at the surface of
the ocearafter1980 seems rather influenced by the state of the ocean in sl @haracterised
by a warm and salty surface layer, a cold intermediate lagdrastrongeenvection
. This state is consistent with the results lof de Lavergne et al. (2024}

evolves towards a fresher and cooler upper ocean that allagveater production of sea ieé

) In our experiments, this state in the late 1970’s is reatiaaks to variations in the freshwater
input to the Southern Ocean. This flux is very likely playingoée but we could not determine if
it is amplified or not by our experimental design that allovasiations of this flux only and not of

other forcings or model paramete¥s

discussed here are rather encouraging and open persgaotperform predictions of the sea ice in

the Southern Ocean over the next decades.
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Table 1. Summary of the simulations analysed in this study.

Simulation Number of Time period Initialisation Data Additional freshwater flux during the
members assimilation  simulation
NODA 96 Jan 1850-Dec 2009 on 1 Jan 1850 NO NO
DA_NOFWF 96 Jan 1850-Dec 2009 on 1 Jan 1850 YES NO
96 Jan 1850-Dec 2009 on 1 Jan 1850 YES Autoregressive FWiwfoly Eq.[1.

PAFWR2 96 Jani850-Dec2009  endJanisso ¥ES Auteregressiva-Wfellewing Ee-3

HINDCAST_ 1 96 Jan 1980-Dec 2009 on 1 Jan 1980 NO NO
from DA_NOFWF

HINDCAST 2.1 96 Jan 1980-Dec 2009 on 1 Jan 1980 NO NO
from DA_LFWF

HINDCAST 2.2 96 Jan 1980-Dec 2009 on 1 Jan 1980 NO Ensemble mean of the FWF computed in
from DA_FWF between 1980 and 2009 (see Fib. 6).

HINDCAST.2.3 96 Jan 1980-Dec 2009 on 1 Jan 1980 NO Ensemble mean of the FWF computed in
from DA_FWF , averaged over the period 1980-2009

(=0.01Sv).

HINDCAST31 96 Jani980-bec2009 eniJantos8o NO NO
fromDAFWF

HINDCAST32 96 Jani980-bec2009 entJdantoso NO Ensemblemeanofthe FWH—computedin
from DAFWF BA-FWF2between1980—and—2009—(see

HINBCAST33 96 Jan1980-bee2009 onl1Janioso NO Ensemble-mean—ef —the AW F—computed

1980 2009—6-63S+)-

Fig. 1. Spatial distribution of the additional freshwater flux img¢€d in model simulations
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Table 2. Correlation between the ocean heat content in the firshl®@low the surface and the ocean heat
content betweer-500m and —100m (2nd column) and correlation between the ocean heat coatehthe
ocean salt content in the first 180below the surface (3rd column), for the different simulaieummarised in
Table[d. The correlation is computed over the period 19802809, from the ensemble mean of the variables.
For the simulation NODA, the correlation computed for eadmhber of the simulation and averaged over the

ensemble is given in brackets.

Simulation Correlation between the upper  Correlation leetwthe upper
and interior ocean heat content ocean heat and salt contents
NODA 0.89 (0.03) —0.94 (-0.02)
DA_NOFWF 0.34 —0.28
—0.24 0.35
BAFWR2 —6:84 078
HINDCAST1 0.86 —0.94
HINDCAST 2.1 0.07 —0.03
HINDCAST_ 2.2 —0.44 0.44
HINDCAST 2.3 —0.32 0.27
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(a) NODA — sea ice extent (b) NODA — SIE 30-yr running trend
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Fig. 2. (a, ¢, e)Yearly mean sea ice extent anomalies with regard to 198®-26d (b, d, f) 30-year run-
ning trend in sea ice extent. Results are fr@nb) the simulation without data assimilation (NODAE, d)
the model simulation that assimilates anomalies of surd@ctmperature (DANOFWF) (e, f) the model
simulation that assimilates anomalies of surface air teatpee and that is forced by an additional autoregres-

sive freshwater flux following Eq.LT1)( ) and{gh)-themodelsimulationthatassimilatesanomalies

{BA-FWF2). The model ensemble mean is shown as the dark green lirmisded by one standard deviation
shown as the light green shade. Observations (Comiso, L@8ated daily) are shown as the black line (cross)
in (a, ¢, eg) (in b, d, k). The green (black) dashed line shows the linear fit of theghsignulation (obser-
vations) in(a, ¢, e-g). The values of the trend indicated ia, (c, e;-g) correspond to the ensemble mean of the
trends along with the ensemble standard deviation for NODA. Trends

that are (non-)significant at the 99 % level are shown in g(esa).
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(a) Observations

180°W 180°W
Trend in annual mean sea ice concentration (yr'1) - 1980-2009
T H |
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Fig. 3. Trend in yearly mean sea ice concentration between 1980 @®@, Zhown for(a) the observations
(Comiso| 1999, updated daily}y) the model simulation without data assimilation (NOD£), the model sim-
ulation that assimilates anomalies of surface air temperdDANOFWF) (d) the model simulation that
assimilates anomalies of surface air temperature and sHfatdéed by an additional autoregressive freshwa-

ter flux following Eq. [2) € J AREH e ERE FIBE eSS RO RAE AS TR e ReMaHe e SHAEER

Hatched areas highlight the grid cells where the trend isigutificant at the 99 % level. The shaded grey areas

correspond to the land mask of the ocean model.
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(a) Ocean heat content between 0 and —100 m
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(b) Ocean heat content between —100 and —500 m
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(c) Ocean salt content between 0 and =100 m
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Fig. 4. Ensemble mean of yearly meéa) ocean heat content in the first 1@0below the surface(b) ocean

heat content betweer 100 and—500m and (c) ocean salt content in the first 180 below the surface,
for the simulations summarised in Talblle 1. The ocean heasaliccontents are computeduthof 60° S.
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(a) NODA

SAT anomaly (C

_1 L L L L L L L I}
1850 1870 1890 1910 1930 1950 1970 1990 2010
Year

(b) DA_NOFWF
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Fig. 5. Yearly mean surface air temperature anomalies with regartP61-1990, averaged over the area
southward of 30 S, from (a) the model simulation without data assimilation (NODAY)) the model simu-
lation that assimilates anomalies of surface air temperg@A_NOFWF) (c) the model simulation that

assimilates anomalies of surface air temperature and ghfardéed by an additional autoregressive freshwa-

ter flux following Eq. 1) ( ) and(d) the modelsimulationthat assimilatesanomaliesof surfaceair

The model ensemble mean is shown as the orange line, susdinycne standard deviation shown as the light

orange shade. Observations (Brohan et al.,|2006) are stote dlack line.
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Diagnosed freshwater flux

0.2 FWF WAIS ensemble mean +/— 1std
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Fig. 6. Freshwater fluxa) from the model simulation with data assimilation and additl autoregressive

freshwater flux following Eq. [{1){ ) ang{b}-from-themedelsimulationwith-dataassimilationand

. The ensemble mean is shown as the

blue solid line, surrounded by one standard deviation shemswvine light blue shade. The dashed blue (purple)
line shows the mean over the period 1850-2009 (1980-200% lifiear fit between 1980 and 2009 is shown

as the solid purple line.
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(a) HINDCAST_1 (b) HINDCAST_2.1
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Fig. 7. Yearly mean sea ice extent anomalies with regard to 198®;260the seven hindcast simulations
initialised on 1 January 1980 through data assimilatior {&ble[1 for details). The model ensemble mean is
shown as the dark green line, surrounded by one standamtidevshown as the light green shade. Observations
(Comiso| 1999, updated daily) are shown as the black line.gfeen (black) dashed line shows the linear fit of
the model simulation (observations). The values of thedtiedicated in each panel correspond to the ensemble
mean of the trends along with the ensemble standard deviation. Trends
that are (non-)significant at the 99 % level are shown in g(esd).
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(a) Observations (b) HINDCAST _1

Trend in annual mean sea ice concentration (yr"1) —1980-2009
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Fig. 8. Trend in yearly mean sea ice concentration between 1980 @0®@i for
seven hindcast simulations initialised on 1 January 19&uthh data
assimilation (see Tablé 1 for details). Hatched areas igighthe grid cells where the trend is not significant at

the 99 % level. The shaded grey areas correspond to the lasidahthe ocean model.
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