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Abstract. Laboratory-based, experimental data for the microstrat®volution of new snow is
scarce, though applications would benefit from a quantgatharacterization of the main influ-
ences. To this end we have analyzed the metamorphism andreentdensification of new snow
under isothermal conditions by means of X-ray microtompbyeand compiled a comprehensive
data set of 45 time series. In contrast to previous measumsnoa isothermal metamorphism on
time scales of weeks to months, we analyzed the initial 2#-dBsnow evolution at high temporal
resolution of three hours. The data set comprised natudhlaboratory-grown snow and experi-
mental conditions included systematic variations of ouedbn stress, temperature and crystal habit
to address the main influences on specific surface area (SS#¢ake rate and densification rate
in a snowpack. For all conditions we found a linear relatietween density and SSA, indicating
that metamorphism has an immediate influence for the deatsificof new snow. The slope of the
linear relation however depends on the other parametexdwigre analyzed individually to derive
a best-fit parametrization for the SSA decrease rate andehsifitation rate. In the investigated
parameter range, we found that the initial value of the SSAstituted the main morphological in-
fluence on the SSA decrease rate. In turn, the SSA decreaseoradtituted the main influence on

the densification rate.

1 Introduction

The temporal evolution of new snow is delicate, since fasinges of bulk density or specific sur-
face area (SSA) as key microstructural characteristicsrosithin hours after snowfall. Various

applications rely on a quantitative understanding of theitial showpack processes. For avalanche
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prediction a fast or slowly densifying snowpack eventudiscerns between conditions of high or
low snowpack stability. Initial modeling uncertaintiestbé densification will propagate and persist
through the entire season (Steinkogler et al., 2009). Theigeof snow is also important for hydro-
logical applications where estimates of snow water egeivadre commonly obtained from snow
height measurements of meteorological stations via eogpicorrelations between height and den-
sity. The development of these parametrizations is comf@itby intermediate snow falls and short
time densification (McCreight and Small, 2014). If the stafi¢he snowpack is instead monitored
via remote sensing, the key quantity is snow albedo whichamly determined via SSA (Flanner
and Zender, 2006). Even thin layers of new snow have a mdasunapact on the total snow albedo
(Perovich, 2007). Finally, the validation of winter preitgion schemes for meteorological models
also relies on the connection between airborne crystas gimhich might be related to the inverse
SSA) and the bulk densities of new snow (Thompson et al., 2008

For many applications ground-truth measurements are adahale and the evolution of new snow
on the ground must be addressed by snowpack modeling. Sokwpzdels primarily aim at a de-
scription of densification rates in terms of overburden @majerature (Jordan, 1991; Lehning et al.,
2002; Vionnet et al., 2012). To cope with the needs of apptioa for metrics of crystal size and
morphology, some of the models also include empirical, astuctural parameters such as grain
size, dendricity, sphericity or coordination number. Theice of these microstructural parameters
is motivated by the natural variation of snow crystal hapits some metric of connectivity. These
empirical parameters are however ambiguous and cannot bsume objectively for aggregated
show. Therefore recent versions of snowpack models halaceghthe empirical parameters by ob-
jective ones which can be uniquely defined for arbitrary bitaious structures. Of primary interest
was the replacement of grain size by the SSA (or more prgeited optical radius) (Carmagnola
et al., 2014) which is considered as the most important, hggical parameter of snow which can
be measured in the field by various techniques.

Besides SSA, there is certainly a demand for higher-levepimalogical metrics to characterize
show microstructure. Various physical properties havanlsd®wn to be influenced by morphologi-
cal characteristics beyond the SSA, e.g. thermal condtycfhdwe et al., 2013) by anisotropy, the
extinction of light (Libois et al., 2013) by grain shape, seattering of microwaves by correlation
lengths (Wiesmann et al., 1998) or confined compressionwfamow by the Euler characteristic
(Schleef et al., 2014b). The Euler characteristic is a togiokl metric for the connectivity of the
structure (Michelsen et al., 2003). One one hand it mighebamded as a generalization of the grain-
based concept of a coordination number (Lehning et al., P@0&rbitrary 3D microstructures. On
the other hand, the Euler characteristic is also exactitedlto the average Gaussian curvature. The
Euler characteristic thus constitutes a link to structin@racterization in terms of full distributions
of interfacial curvatures as a high-level morphologicatnice This has e.g. been recently used to

reveal details of temperature gradient metamorphism (@&t al., 2014). These recent advances
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in microstructural insight are indeed necessary and inaporbut none of these higher-level mor-
phological metrics have been implemented in snow modelsngtto mention the difficulties to
measure them by methods other than micro-computed tomlogr@&T). In the absence of ad-
vances to include or alternatively measure higher-levétios the density and the SSA must still be
considered as the most important microstructural parasnéde current snowpack models. A good
representation of the time evolution of these parametersimimum requirement for these models.
To reveal shortcomings of present models, there is a neatbigdfrom laboratory-based techniques
(e.g.uCT) to field techniques to facilitate the validation of bagiocesses like metamorphism and
densification under a wide range of environmental condition

From the perspective of laboratory experiments, some pesgnas been recently made to under-
stand the physical mechanisms underlying new snow dertgificand metamorphism within creep
experiments (Schleef and Lowe, 2013). The results inditzdt the evolution of the SSA occurs
autonomously without being affected by the concurrent ifieation. The experiments were car-
ried out for a single type of snowmaker new snow (Schleef.gfill4a) at a single temperature.
However, this small range of experimental conditions ismdf/dimited use for the aforementioned
applications and the validation of models. To cover a widegeaof environmental conditions for
show types and temperatures, applications are interastegki-fit behavior of large data sets which
are essential benchmarks to validate and drive snow ewaluatbdels. From the perspective of field
experiments, some data sets are available for well-agebsabsnow (Dominé et al., 2007) and
data of experiments which includes new snow in its first feysdaf evolution (Cabanes et al., 2002,
2003; Legagneux et al., 2003; Taillandier et al., 2007).&umparable data from in-situ experiments
which monitor the evolution of theame sample of new snow at high temporal resolution is almost
non-existent.

To fill this gap we present a comprehensive data s@iQ¥ experiments for new snow densifica-
tion and metamorphism covering various examples of naaurdllaboratory-grown new snow with
a wide range of initial crystal morphologies. The primanabof the present work is to provide
laboratory-based experimental data for validation puepoOur aim is to bridge from high-level
laboratory experiments to the capabilities of field measn@mts by assessing, if densification and
metamorphism under isothermal conditions can be deschipelle most important, yet available,
parameters for snow models, namely the density, temperatuerburden stress and the SSA. We
focus on the SSA as the most important morphological metricshow microstructure. To relate
to the original idea of crystal classification, we includeualifative characterization of our experi-
ments in terms of crystal habit classes. To make contactentéigh-level morphological metrics,
we also analyze the Euler characteristic.

The outline of the paper is as follows. In section 2 we brieflyjnmarize the methods for the
experiments and the analysis which have been previouslispeld elsewhere (Schleef and Lowe,

2013; Schleef et al., 2014a,b). We present in-situ creepraxents at different temperatures and
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overburden stresses, and monitor the evolution of the ma&rostructural parameters, namely ice
volume fractiong; and SSA over one to two days at a temporal resolution of 3 hoArsefer-
ence experiment over an entire week indicates that thisfieistmt to capture the main aspects of
microstructural changes. The results of the experimemtg®en in section 3. As an interesting
generic result, we consistently find an almost linear refatietween the density and the SSA, with
different slopes, though, which depend on the specific ¢mmdi (section 3.2). In the following
we separately discuss the influence of temperature (se8t8)rand morphological characteristics
(section 3.4) on densification rate and SSA decrease ratedifferent stress levels give rise to par-
ticularities which are pointed out. In section 3.5 we adgitbe combined effects of all parameters
on densification rate and SSA decrease rate. Based on ouigeiation between SSA and density
and based on previous modeling ideas we derive simple paiaat®ns for the rate equation of
SSA and density for new snow in terms of the most importarttayailable, parameters, namely
¢i, SSA, temperaturé’ and stresgr. Our parametrization for the SSA is compared to an existing

parametrization (Taillandier et al., 2007) in section Fhally, we discuss our results in section 4.

2 Methods

For a self-contained presentation we summarize the mais sfehe method and outline differences
or extensions to Schleef and Lowe (2013); Schleef et all4a(Db).

All snow samples were prepared from fresh snow, which wégedollected outside or produced
with a machine in the cold laboratory (Schleef et al., 2014ferred to as natural snow and snow-
maker snow, respectively. An overview of all sets of experits with their main characteristics is
given in Table 1. The natural snow was collected just outsidecold laboratory in Davos, Switzer-
land, during the winters 2011/2012 and 2012/2013. To miémgrevious metamorphism, only
intense snowfalls at air temperatures below -2°C with a digpo time less than an hour were cho-
sen. Immediately afterwards the snow was sieved (mesh simm)linto sample holders of 18 mm
diameter with 15 mm filling height. In between, photographsieved snow crystals were taken to
capture the crystal habit. Each set of snow samples condseeeral identically prepared samples
which were stored in a freezer at60°C to nearly suppress metamorphism until the experiments
(Kaempfer and Schneebeli, 2007). In total, 8 sets of snovptemirom different natural snow falls
and 6 sets from different snowmaker runs were preparedé€gblin Schleef and Lowe (2013) the
potential bias caused by different storage times was aslelde$Ve found that no systematic change
of the SSA and density during storage times of three week$@tC in the SSA range of around 70
mm~! could be measured hyCT. The storage influence observed for some samples (5226,
density:~5%) is generally small compared to the observed evolutiosmduhe experiments.

All experiments were conducted within at most 3 weeks afiene preparation. The respective

sample was placed in the cold laboratory one hour beforetétenfieasurement for thermal equili-
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bration. For some experiments (Table 1) a cylindrical weighrresponding to a stress of 133, 215
or 318 Pa, respectively, was carefully put on the sampledraliour before starting the first mea-
surement to analyze the influence of external stress. Stedsss were chosen to mimic different
potential burial depths of new snow inside the snowpack. Sthess values correspond to burial
depths of about 0-30 cm, given an average new snow densi§akg nt 3.

The measurements were conducted with a desktop computegtaph («CT 80, SCANCO med-
ical) operated in a cold laboratory at isothermal tempeestof about -13 or -18°C. For a single set
(no. 14, cf. Table 1) the temperature was varied systenligticehigher values of about -3 and -8°C
to investigate the influence of temperature. For these ssifile temperature was recorded during
the whole experiment with a sensor (iButton device) in thedisg cap of the sample holder. All
samples were kept undisturbed in €T during the whole experiment which took one or two days.
In one case, the measurement was extended to an entire wé€dkscans of a fixed (cylindrical)
sub-volume in the middle of the sample with total height & Bim were conducted automatically
with a time-interval of 3 hours. The nominal resolution w@sn voxel size and the energy 45 kV.
One scan took about two hours. In total, 45 time series werEsuared leading to more than 600
uCT scans.

For the analysis, a cubic volume of 6.3 mm edge length wasebed for each measurement and
segmented into a binary file of ice and air. From the resul@Bgmages the ice fraction and the
specific surface area was calculated (details in Schleeféawe (2013)). In the following the results
are exclusively presented in terms of the the ice volumdifrag; which is directly obtained from
the uCT. The volume fraction can be related to the snow densitywap; p; with the temperature
dependent density of icg =917 —920kgm =3 (0 to -20°C) (Petrenko and Whitworth, 1999). For
the SSA we use the definition as surface area per ice volumehighrelated to the surface area per
ice mass (SSA) by SSA=p; SSA,..

Though we mainly focus on the ice volume fraction and the S&@AHe analysis we have addi-
tionally evaluated the Euler characteristiof the samples. The Euler characteristic provides in-
formation about the topology which has been proven usefuhtierstand the evolution of the snow
microstructure under forced compression in a micro-cosgioa device (Schleef et al., 2014b). The
Euler characteristig¢ = 2 — 2g is related to the interface gengsvhich is an indicator for the con-
nectivity of a structure (cf. e.g. Michelsen et al. (2003)he Euler characteristic typically assumes
negative values, corresponding to high positive valueb®frterface genus. The higher the genus,
the loweryx and the higher the number of inter-particle contacts. Weutaled the Euler charac-
teristic from the integral geometric approach of Minkowgkictionals outlined by Michelsen et al.
(2003). In accordance to the calculation of the SSA as aceideea peice volume we normalized
the Euler characteristig by the ice volume.

For the isothermal tomography measurements and their sinalie refer to Schleef and Lowe

(2013) for an elaborate description of the experimentaitiet
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3 Results
3.1 Overview

The natural new snow samples show large variations in thialiwelues of SSA and density. The
snowmaker samples also varied in their initial charadiessnd parameters due to different temper-
ature settings of the machine (Schleef et al., 2014a). ytra initial ice volume fractions ranged
from about 0.05 to 0.12, the initial SSA values were in thegea62-105 mm!, and the initialy
values were between2-10°mm~2 and—12-10°mm~3. The averaged initial values @f and
SSA of each new snow type are listed in Table 1. The initial@alhad an influence on the settling,
yielding a faster densification for a lower initia) and a faster SSA decay for a higher initial SSA,
but also variations of other parameters like temperatudestness led to a high variability.

As a starting point for our subsequent analysis we show tkieeethata for the temporal evolu-
tion of the ice volume fraction and the SSA for all samplesiguFe 1 and Figure 2, respectively.
Despite the variability, some trends are immediately Wsib.g. an influence of the initial SSA on
the subsequent decay. However, other trends which may bEred(e.g. a clear ordering of the
densification rates according to the applied stress) aaelglabsent. A more detailed analysis of the
individual influences is necessary.

For one randomly selected sample of natural snow at -13°Cxtended the observation to a
whole week. From the analysis we obtained the evolution @ehd SSA at high temporal resolution,
as shown in Figure 3. For the given example, no externalsstwas applied, but the volume fraction
¢; increased by more than 40% from an initial value of about 0.AL the same time the SSA
decreased from 77 mm to 45 mnTt. A widely confirmed decay law for the SSA (Legagneux
et al., 2004; Flanner and Zender, 2006; Kaempfer and Sclefie2b07; Schleef and Lowe, 2013)

is given by

1/n
SSA(#) = SSA(0) (HLT) (1)

with the parameters andn. A fit to the SSA data is shown in Figure 3 with the parametet27 h
andn = 3.8 (R% > 0.99).

For a visual demonstration of the microstructural evolutiee combined sections of the 3D im-
ages (snow 5) to a time-lapse movie which is provided as sapghtary material. The densification
and coarsening is clearly visible in the movie and occurdh@dbsence of recognizable particle

rearrangements and the creation of new inter-particleactsit
3.2 General relation between density and SSA

Despite the common trends in the evolution of the SSA andéeity, there is an apparent variabil-
ity of individual curves shown in the previous section. Hoe the coupled evolution of both turns

out to be governed by a generic feature. As suggested byd=gjtine increase of the volume fraction
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¢; seems to “mirror” the SSA decay. If the ice volume fractigims plotted versus the SSA for all se-
ries (Fig. 4) an almost linear relation between both is csiesily revealed irrespective of the exper-
imental conditions. Except for one sample, which showedersiication at all, all other series of
measurements can be fitted to the empirical linear relatiena - SSA + b with coefficient of varia-
tion R? > 0.94. The fit parameters vary in the range- [-2 -1073,—-0.2 - 10~3] andb = [0.08,0.26]
depending on applied stresses, temperatures or crystiad Hadnwever, not in an apparent, system-
atic way, as shown in Figure 4. We note that likewise a lobarit lawin(¢;) =a’ - SSA + b’ could

be fitted to the data, with value$=[—2 -1072,—0.3 -10~2] and¥’ =[-2.5,—0.4] and R? > 0.93.
This logarithmic dependence was suggested by Legagnelx(2082); Dominé et al. (2007). The
difficulty of discerning a logarithmic from a linear relatias not surprising sincén(z) ~ -1+«

for valuesz close to one where both models seem to be equally valid. Aleétanalysis of the

experimental parameters on the SSA evolution and the deet#din will be carried out below.
3.3 Influence of temperature

To investigate the influence of different (isothermal) temgtures we measured the settling for one
set of samples (snow 14 in Table 1) at three different laboyaemperatures. The temperature
of the samples was recorded continuously during the exgerienresulting in mean values of -
3.1°C, -8.3°C and -13.4°C. Even though additional fans wevented inside theCT to minimize
temperature fluctuations, the temperature changed dugnly ecan by up ta-0.5°C due to the
heating of the X-ray tube. In addition, the defrosting cgaié¢ the cold laboratory heat exchanger
caused small changes of the temperature twice a day. In togatemperature fluctuations were at
maximum=+0.6°C during one day, with the largest changes for the maapédeature of -3.1°C. For
each temperature, we conducted one series without a weigtiecsample and another one with a

weight corresponding to a stress of 133 Pa and analyzed tisityland the SSA.
3.3.1 Densification rate

The initial ice volume fractions of the samples were abo06@.09. For the samples without
applied stress almost no densification was observed withéndayy. Therefore a clear dependency
on the temperature could not be obtained from the data oé the®iples. In contrast, the series with
an applied stress of 133 Pa showed a significant, steadyfidatien of 27%-48% per day which
is clearly influenced by the temperature. The temperatifheeince of the densification of snow
is often described by an Arrhenius law (Bader, 1960; Arnatudl.e 2000; Kirchner et al., 2001;

Delmas, 2013)
E

.i i = —— 2
/o =vexn -7 ) @
with a rate constant, an activation energ¥,, the Boltzmann constaifz and the temperatufEy in

Kelvin. From the differences of the ice volume fraction be&m successive time steps we obtain the

experimental densification rates. Following the Arrhertéwg the mean densification rates per hour
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for each series are plotted against the inverse tempeiativin in Figure 5. The horizontal error
bars result from the measured temperature fluctuationsesbehe vertical errors bars indicate the
maximum deviations from the mean values. By fitting the rissiol Eq. (2) we find the parameters
v=4.8-10h~1 andE = 0.56eV (R? = 0.49) for the experiments with a stress of 133 Pa. The same
fit for the experiments without stress yields- 2.8h~! andE = 0.16eV (R? = 0.99), however, there

was only a marginal change of the density.
3.3.2 SSA decrease rate

The initial SSA of the samples ranged between 70-78ThnFor all samples a steady decay of
12-31% in one day could be measured. Figure 6 shows the meadexay per hour with error bars
calculated in the same way as described for the ice fractiolugon. The SSA decay increased sig-
nificantly with higher temperatures. At a temperature oftab®3°C the decay was almost indepen-
dent of the applied stress. In contrast, for higher tempeegatthe experiments with a stress of 133 Pa
showed an accelerated rate of SSA decay. The temperatureriné can be best described with an
empirical linear relatiolsSA = a7+ 8 with the parameters = —0.02 and = —0.62 (R2 > 0.99)

for the experiments with stregs= 0, anda = —0.04, 8 = —0.99 (R? = 0.99) for o = 133 Pa. This

is valid if the temperature is given in °C a88A in units mnt'h—!. In Figure 6 the experiments at
higher temperatures ard= 133 Pa have a disproportionate error on the SSA rate, which isechu
by a much higher SSA difference between the first two measemésrof the time series. By ne-
glecting the first measurement, the difference of the SSA aathigh temperatures between the
experiments with and without applied stress would only balkrithe particularity of the first time
step is revealed by the Euler characteristic, which is aealypelow.

3.4 Influence of other morphological properties
3.4.1 Euler characteristic

A few selected examples for the evolution of the Euler chiaréstic y during one day are shown in
Figure 7. For most experiments, the Euler characterjsiicreases monotonically with a decreasing
rate. In these cases the rate increased slightly with isargaemperature, but an influence of
external stress was not observed. This is shown for one deafsipow 9 in Figure 7). For some
experiments, at higher temperatures, this monotonic behaithe Euler characteristic disappears.
The measurementwithout applied stress (snow 14, {32@) shows a monotonic increase, similar to
the other experiments at lower temperatures, similar teettodution of the one-week measurement
(snow 5) and similar to the experiments from Schleef and & §2013) (snow 9). However, if the
stress is changed to 133 Pa (snow 14 at -333Pa) a different non-monotonic evolution of the Euler
characteristic at the beginning of the experiment is olexErafter this initial phase, the connectivity
decreased again monotonically (i.e. increaseg/osimilar to the evolution of the corresponding
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experiment without applied stress. The rate was howe\ghnthfilower. Such a significant decrease
of the Euler characteristic within the first 3 hours betwdenfirst and the second measurement has
been observed only for a few measurements, predominartiiglaér temperature. This decrease of
the Euler characteristic corresponds to an increase ofuhebar of inter-particle contacts, which
contributes to the decrease of the SSA (Schleef et al., J0I#iese cases gave rise to the larger

error in the SSA rate for higher temperatures in Figure 6.
3.4.2 Crystal habit

Finally we turn to apparent visual differences in the motphgg of the crystals. From the pho-
tographs we compared the crystal habits of our samples tddksification of natural snow crystals
(Kikuchi et al., 2013), as listed in Table 1. In most cases seoved broken parts of the respective
crystal types, which might be caused by sieving. But alsalwen lead to broken crystals in nature,
and we could still identify the original crystal for the céifgcation. An unambiguous classification
for each snow sample was however not possible, because aaghescontained a mixture of dif-
ferent habits. This was particularly the case for naturaissr-or some samples, however, specific
crystal habits dominated.

Figure 8 shows two examples of natural snow samples with @opbiothe prominent crystal
habit and the correspondingCT image of the initial structure. The sample (Figure 8, dof} is
the one with the evolution shown in Figure 3 (snow 5 in Tablewli}h dominant crystal habit of
skeletal columns with scrolls (C3c) and combinations ofioots and bullets (Ala). For comparison
we picked another sample (Figure 8, top) which had almossainge initial ice fraction (snow 2 in
Table 1) but a different dominating crystal habit (broadiotzes, P2b). This sample was unique since
no densification at all could be measured within two days&tClin contrast to the previous sample
(snow 5) which showed a densification of about 18% within thee span at -13°C. However,
the large difference cannot be explained by the temperab@eause for all other samples there
is no trend for the densification between the measurementi3atr -18°C. There are also other
samples with smaller differences in the densification rédeshe same volume fraction and the
same temperature and stress. In contrast, for the SSA datayo clear influence of the crystal
habit has been found. In most cases the SSA evolution at the samperature is identical for the

same SSA values.
3.5 Combined influence of stress, temperature and morpholgg Parametrizations

To provide an overall quantitative description of the SSArdase rate and the densification rate
which accounts for all measured quantities, we set up a peramation based on our observations

and existing concepts from literature.
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3.5.1 SSA decrease rate

For the SSA decrease we start from the widely used power la@ngn Eq. (1). This is motivated
by the very good agreement of Eq. (1) for the one-week meamne(Figure 3) even though also
other functional forms are discussed in literature (Tadli@r et al., 2007). To proceed, we note that

Eq. (1) is the solution of the differential rate equation
SSA = A-SSA™ (3)

if the parameters from Eq. (1) are chosen according tom — 1 andr = —A%ISSA(O)—". The
proportionality ofr to SSA(0)~™ is in accordance with the derivation from Legagneux et &0@).
On the other hand our observations from section 3.3 indecéitesar influence of the temperature on
the SSA decrease rate. But no influence on the applied stasdselen observed during coarsening,
except one case discussed in section 3.3.2. In addition,awe dbserved that for some cases the
initial SSA rates are influenced by topological changestdydiensification (Fig. 7), as described by
the Euler characteristig (section 3.4.1). In summary we chose the following form fa $tatistical
model

SSA = (a+bT)SSA™ +cx (4)

with the parameters, b, c andm. Incorporating the topological influengein an additive way in
Eq. (4) is thereby in accordance to the relation found by aasgion experiments (Schleef et al.,
2014b). Thereby, we consider that the SSA is not only aftebiemetamorphism but also by the
number of contacts during settling between the ice graingsici@l topological changes, i.e. the
creation of new contacts within the structure, occurreq éot a few samples at the beginning of
the series of measurements.

A fit of Eq. (4) to the SSA rates obtained from the differedc®SA /At of successive measure-
ment within typically three hours for our complete data setd/a =2.9-10=7,6=9.5-10"%,c=
—3.5-1073 andm = 3.5 with R> =0.83 (T in °C, SSA in mnT! andy in mm~3). The scatter plot
between modeled and measured SSA rates is shown in Figure 9.

If we neglect the measurements where noticeable topologhemges { < 0) occurred, which

was only the case for ten samples for the first measuremeatsould simplify the model to
SSA = (a/+b'T)SSA™ (5)

leading to fit parameters =1.1-107°,6’ = 3.1-107% andm’ = 3.1. In this case we obtain an even
improved performance?=0.87). This is particularly interesting, given the praatiimpossibility
to measure the Euler characteristic without tomography.

3.5.2 Densification rate

A parametrization for the densification ratgfor all measurements turns out to be more complicated
than forSSA, sinceg; is not only influenced by temperature and the initial vahlg but also by the

10
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stress and the crystal habit, as described before.

To motivate a model which aims to fit the entire data we starbfthe common stress dependence
of the strain rate for visco-plastic flow of polycrystalliime which is commonly described by Glen’s
law for secondary creep,= Ac* (Petrenko and Whitworth, 1999). A similar form is believede
valid for snow (Kirchner et al., 2001). In a one-dimensiogyatem, the strain ratecan be taken as
the relative densification rate= géi/(foi (cf. also Schleef and Lowe (2013)) leading to

éi/ i = Ac* (6)

with a constan#d containing the rate of the process.

On the other hand we have empirically observed that the velwattion is almost linearly related
to the SSA (section 3.2). Hence we chose the rate in Eq. (6¢ tdebermined mainly by the SSA
rate, A= B SSA, and end up with

¢i/ b1 = BSSAc" (7)
for our parametrization model, which includes two paramsetg andk. We note that integrating
Eq. (7) in factimpliedn(¢;) ~ SSA and not a linear dependence. This is however in accordariee wi
the result from section 3.2, where the logarithmic or thedinrelation are indistinguishable. Thus
Eq. (7) constitutes a reasonable trade off and naturalludtes a dependence of the densification
rate on the density itself.

Afit of Eq. (7) to the densification rateS¢; /At obtained from successive measurements within
typically three hours for our complete data set yielis= —6.6 - 1072 andk = 0.18 (¢ in Pa and
SSA in mm~th~1). We note that samples without a weight are assigned a rémgainon-zero
stress of 5 Pa caused by the small but non-negligible oveeouof the overlying snow inside the
#CT sample holder on top of the evaluation cube. The same vasehosen by Schleef and Lowe
(2013). The scatter plot between modeled and measuredfidatish rates is shown in Figure 10,
yielding R? = 0.82.

As suggested by the results from Schleef et al. (2014b), ther Eharacteristic has an influence
on the densification by discerning different connectigitidccordingly, a slight improvement of the
parametrization (7) is obtained by including the Euler elstaristic via

¢i/di = (B'o" +C'x)SSA (8)

which yieldsR? = 0.85. In contrast to Eq. (4), where the additive dependence oS8 decrease
on the Euler characteristic was motivated by process ing&thleef et al., 2014b), the inclusion of

x in (8) is purely empirical.
3.6 Comparison to an existing parametrization

Finally we compare our parametrization (5) for the SSA etiotuto an existing parametrization
from Taillandier et al. (2007), who derived a parametrizafSA o007 (¢,7,SSA(0)) (Eq. (13) in

11



375

380

385

390

395

400

405

their paper) for the isothermal and quasi-isothermal diauof the SSA with timet for given
temperaturel” and initial valueSSA(0). The parametrization was derived from SSA measure-
ments which were conducted by the Brunauer-Emmett—TeET}] method of gas adsorption,
with new snow samples collected after snowfall. With respeche involved parameters, this is
exactly equivalent to our parametrizati8fAg2014(¢,7,SSA(0)) which is obtained from integrat-
ing Eq. (5). To compare the overall trends of both paramegions, we have computed the SSA
difference after 48h, vizZASSA x (48h) = SSA x (48h,7,SSA(0)) — SSA x (Oh,T,SSA(0)) for both
formulationsX =T2007,52014, as a measure of the averaged SSA decay rate firstllay after
snowfall. To use realistic values f¢¥,SSA(0)) from real data-sets, we have evaluated the differ-
enceASSA x (48h) for the present data set (45 tuples(@fSSA(0))), the isothermal experiments
1-9 from Taillandier et al. (2007) (9 tuples), and the expemts 1-5 from Legagneux et al. (2003) (5
tuples). The results are shown in Figure 11. A clear devidtiom the 1:1 line is observed. In gen-
eral our parametrization of the SSA decay rate is biased towpared to Taillandier et al. (2007).
This bias remains, also ASSA x (t) is evaluated for other timels However, the parametrization
T2007, based on BET measurements, and the parametriz&da Shased onCT measurements,
are clearly correlated. In both cases, the major influenctersSA decrease rate stems from the
initial value SSA(0).

4 Discussion
4.1 Main result

We start the discussion with the parametrization of the SB8é the densification for new snow
under isothermal conditions (section 3.5). The pararedtans are motivated by available models
for the SSA (Legagneux et al., 2004) and Glen'’s law for crefgmodycrystalline ice (Petrenko and
Whitworth, 1999). Conceptually, current snowpack mod&ferfnet et al., 2012; Jordan, 1991;
Bartelt and Lehning, 2002) use a similar approach for thesifieation, but still based on traditional
grain size to characterize the microstructure. Only rdgetite model Crocus was re-formulated
(Carmagnola et al., 2014) to use SSA as the simplest, obgeatiorphological metric directly.

Our experiments focused only on new snow with low densitytagd SSA and most of our results
are probably not valid for denser snow. In contrast to desisew under isothermal metamorphism,
we found that the densification rate is directly related tdam®rphism via the SSA decrease rate.
This is reflected by the consistent linear variation of treviolume fraction with the SSA (Fig. 4).
This observation was implemented in the parametrizatiom Ipyefactor in the densification rate
which is proportional to the SSA rate. We have set up the pandration for the densification in a
way to guarantee that both evolution laws are only depergethie quantities; (or the density),
the stresg, the specific surface area SSA and the temper&tuoebest-fit the entire, available data

of new snow. These quantities are directly available in gpamk models and Egs. (5,7) provide
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a closed set of empirical, microstructural evolution eguret for the density and the SSA under
isothermal conditions. Both microstructural paramet&SA and density can be obtained in the
field also without the use of tomography (Matzl and Schnegp@06; Gallet et al., 2009; Arnaud
etal., 2011).

4.2 Comparison to an existing parametrization

Our comparison with the parametrization from Taillandieak (2007) (section 3.6) has revealed
that our parametrization (4) always underestimates theageeSSA decay id8h for given tem-
perature and initial SSA when compared to their result (Fédil). Different explanations for these
deviations are possible. First, both parametrizationbased on different time scales. Our measure-
ments focus only on the evolution of the SSA within typicallyo days, at high temporal resolution
of 3h. In contrast, Taillandier et al. (2007) focuses on thagion of the SSA over seasonal time
scales from 1 to 100 days. Since their first measurement waducted not before 24 hours, the
parametrization in Taillandier et al. (2007) might lack @@y in this initial stage. Thus for prac-
tical purposes a combination of both parametrizations trigrenvisaged to cover all time periods.
Second, differences in the magnitude of temperature fltiongmight have an influence. If the
isothermal experiments from Taillandier et al. (2007) warbject to temperature fluctuations larger
than our accuracy of0.6°C, these fluctuations might cause an increase of the £8aydate ac-
cording to mechanisms mentioned in Pinzer and Schneel@€Bj2 A quantitative estimate of this
effect is however not yet possible. Third, a systematicrasfdhe CT measurements compared
to BET measurements used in Taillandier et al. (2007) akthesy high SSA values could not be
ruled out. The comparison of BET apeT from Kerbrat et al. (2008) has not revealed a systematic
bias, though, but the uncertainty between both methodslglemreases at high SSA values. For
very high SSA values, oygCT measurements with voxel size tium are at the limit of the res-
olution. Ideally, remaining uncertainties about absoltgkies of very high SSA should be further
investigated within dedicated inter-comparison expentse

The origin of the remaining differences between both paterations could not be convincingly
explained. However, the trends from Figure 11 obtained fitoertwo parametrizations, which were
based on different experimental technique€T vs BET), are highly consistent. This motivates to
measure the SSA of new snow also by other, less demandingigee!s in the field. This will help
to explore the influence of the initial SSA on new snow dergiifin and improve the performance
of snowpack models. Below we discuss the particularitidh@®SSA decrease rate and densification

rate in view of the involved parameters.
4.3 SSA decrease rate

Our simple parametrization for the SSA change (4) yieldeddgagreement for almost all of our

measurement data. The exponenbbtained from the fit must be compareditdrom the widely
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used Eq. (1) vimm =m — 1, yieldingn = 2.5. As already outlined by Schleef and Lowe (2013), the
precise value of is difficult to estimate, if the duration of the experimensimilar tor, which is
typically in the order of one day. This is confirmed by the eveek measurement which allowed a
better estimate of the fit parameters in Eq. (1). The obtagxpdnent, = 3.8 agreed well with the
results of Legagneux et al. (2004) who foume: 3.4 — 5.0 at a temperature of -15°C. In contrast,
the results of the short time measurements did not lead toewsive estimate fon. Also the fits

to the 2 day time series by Schleef and Lowe (2013) gave highiees ofn and only an adapted
combination of all series resulted in a similaof about 3.9. However the value= 2.5 indicates
that, even for short times, the SSA decrease rate is donyriafilenced by the present value of the
SSAinanon-linear way. Itis generally believed that thereadfr is also influenced by temperature,
potentially caused by different underlying mechanisms agstransport (Vetter et al., 2010; Lowe
et al., 2011). In view of the difficulties of estimatingfor the short time series, we have restricted
ourselves to an inclusion of the temperature dependenaé¢tiatprefactor in Eq. (4) to account for
the acceleration of metamorphism at higher temperatuigsgJ-

We have previously observed that the SSA evolution was inif@ependent of the densification
or the applied stress, respectively (Schleef and Lowe3R0his was confirmed here for all exper-
iments conducted at lower temperatures of -13°C or -18°Tdbfe 1). This behavior seems to be
generally valid for all examined types of new snow. In aduditino difference could be observed
between the evolution of sieved, natural new snow and snéensnow, which is in agreement to
the results presented by Schleef et al. (2014a). The reastimefnegligible stress dependence at low
temperatures is that coarsening is the only relevant psodeshese cases the Euler characteristic
is a monotonic function with time (this is further explaingelow). At higher temperatures we have
also observed cases where the Euler characteristic ipilakreased. This is a clear indicator of
structural re-arrangements and newly formed ice-ice atsitahich contribute to the SSA decrease
(Schleef et al., 2014b). This was however observed only femecases. If present, the structural
re-arrangements and their impact on the SSA do depend s stidis was revealed by the two
(out of 584)ASSA /At outliers in Figure 9. These are the first values of the sefieseasurements
with an applied stress of 133 Pa at temperatures of -3°C &l Bxactly for these measurement
a significant, direct influence of the applied stress on th& 8®lution was observed which is not
captured by the model (4). The data is however too limitedvestigate this effect in greater detail.
Apart from that, the parametrization Eq. (4), which is splehsed on common snowpack model
parameters, is well suited for modeling the SSA decreasewfamow.

4.4 Densification rate

The analysis o&bi is based on the observation of the almost linear relationdat the evolution ob;
and SSA for each series of measurement (Fig. 4). MeasursmiEntgagneux et al. (2002); Dominé
et al. (2007) show a logarithmic relation between density 88A, which is however derived from
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independent measurements in a seasonal snowpack and caarsvider SSA and density ranges.
As outlined in section 3.2, a logarithmic relation for ea¢loor series of measurement would also
be possible here, and the linear relation might only be ancequapation for short observation times.

It is however not the functional form which is worth mentingj it is rather the fact that the density
evolution and the SSA evolution are intimately related.

In contrast to the SSA rate, a direct temperature dependsribe densification rate is less pro-
nounced in the overall behavior. This stems from the fact th@ main impact of densification
comes from metamorphism itself via the SSA rate in Eq. (7)ictvimplicitly contains a temper-
ature dependence as discussed in the previous sectionnémaeone may expect also an explicit
temperature dependence for the creep rate Eq. (7). The Arrhenius analysis of the temperature
dependence for one of the sets for two stress values (FigvBated that the densification is almost
negligible for the case without weight. For the experimevith applied stress a faster rate@f/q&i
could only be observed at about -3°C. The Arrhenius fit (2)dgen activation energy in the same
order of magnitude as known for different possible procegséce (about 1 eV, cf. Kirchner et al.
(2001) and references therein), but the limited amount t déth just one series of measurement at
-3°C and 133 Pa did not allow for conclusive parameter esémabtaining reliable data for higher
temperatures by desktop tomography is generally diffisuite the time scales for the fast structural
changes of new snow are already in the order of the scanmi@gtimage artifacts arise. Due to this
technical limitation, most experiments were conducted at€ or -18°C where no general trend for

a faster densification at higher temperatures could be vbder
4.5 The influence of other morphological parameters

Besides the most important microstructural parametenssitieand SSA, we have also classified
crystal habits to make contact to traditional charact#ioneof crystal morphology and calculated

the Euler characteristic, to make contact to more advanaggmological metrics.
4.5.1 Crystal habit

For selected examples, the classification of crystal h&laisshelped to empirically interpret exper-
imental scatter. The examples in Figure 8 have shown thatifitation can easily differ by about
18%, which can not be explained by the temperature differeane. Differences in crystal habit
and their influence on the densification rate are not captoyexir parametrization, which contains
the SSA as the only morphological parameter. It seems upltkat SSA is a sufficient morpho-
logical description of new snow type in the densificatiorerats suggested by Eq. (7). However,
for most of our measurements, the parametrization Eq. (Thsu@asonably well, even though only
two fit parameters are involved. In contrast, for the SSA @voh the crystal habit does not have an
evident influence. Similar decay rates were found for sagwith similar initial SSA but different

crystal habits. Overall, the classification in terms of ta/kabits was only of limited use. Some in-
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fluence of the habit might be acknowledged, but future effbauld rather aim at other quantitative,

morphological parameters to explain the remaining scatter
4.5.2 Euler characteristic

As suggested by recent compression experiments of new Seieef et al., 2014b), the Euler char-
acteristic might be a candidate morphological parameteetter interpret the evolution of SSA and
density. Quantitatively, we have seen that the inclusigch@Euler characteristic in the parametriza-
tions with Egs. (4) and (8) only makes a slight differenceffiervery initial stage where some particle
re-arrangements are noticeable. For the majority of sasnpéeobserved a monotonic increase of
the Euler characteristic, or equivalently a monotonic dase of the number of contacts. This is
expected as a consequence of coarsening of bicontinuoyshoiogies alone (Kwon et al., 2007),
where contacts, made of fine filaments, disappear. For ayhpghtbus material like new snow, the
slow creep deformation considered here does not causdisignistructural re-arrangements and
new contacts. This is confirmed also by visual inspectiomefdeformation in the movie (cf. sup-
plementary material). For a few experiments, the Eulerattaristic signaled an increase of the
connectivity at the beginning. This was the case for sampldsfaster creep rates due to higher
temperature, higher stresses or a very tenuous structarese cases, an influence on the evolution
of SSA andg; can be observed, which is not captured by Eqgs. (4) and (8).ederyinitial struc-
tural re-arrangements stabilize quickly. This is consisteth externally forced re-arrangements in
deformation controlled compression experiments (Schdeaf., 2014b), in a less pronounced way,
though.

Overall, the inclusion of the Euler characteristic as add#l morphological parameter does not
seem to be crucial for isothermal densification and metahisinp of new snow, at least for lower
temperatures. However, the Euler characteristic haslglealped to identify situations where the
evolution was not only governed by coarsening alone. In comsnowpack models, additional
morphological information beyond SSA is empirically ind&d in the dendricity parameter (Vion-
net et al., 2012; Lehning et al., 2002). This parameter isadlgt not sufficiently exploited yet
since new snow is always assigned the same dendricityp@otige of the actual morphology of the
crystals. The inclusion of an additional, objective pareenseems crucial, if the remaining scat-
ter in SSA decrease rate and densification rate is an issuéngrove the understanding of new
show densification beyond Eg. (7) it seems important to oepédso the dendricity by an objective
microstructural parameter which captures relevant difiees in crystal morphology. A candidate
might be the anisotropy paramet@ras pursued by Ldowe et al. (2013); Calonne et al. (2014) to
reduce the scatter in the data for the thermal conductiityirect application of the methods from
Lowe et al. (2013) is however not possible, since the cafi@t function for new snow can certainly
not be approximated by a simple exponential form. A potéggaeralization of the methods from
Lowe et al. (2013), tailored to the evolution of new snowl i¥& addressed in future work.
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5 Conclusions

We have compiled a large data set of 45 time series (and aofd@80 . CT measurements) of in-situ
experiments of new snow densification and metamorphispa®y. For a quantitative characteriza-
tion of all experiments, we have derived a parametrizatiottfe SSA decrease and densification rate
which performs reasonably welk? = 0.87,0.82, respectively) for the entire data set of of new snow
experiments which were evaluated for the present analy/bis parametrization is only based on the
parameters SSA, density, temperature, and stress, whachlr@ady available in current snowpack
models, and which can be easily measured in the field. Witketparameters, the main influences
of metamorphism and densification of new snow can be quéwghadescribed. Advanced mor-
phological metrics like the Euler characteristic give déiddial insight in the interpretation of the
SSA and density evolution, the parametrizations have heweot improved significantly upon in-
clusion of this parameter. This might be different for higimperatures, close to 0°C, where only
few data is available due to the experimental limitationg:GfT imaging for fast microstructural
changes. Itis however likely that an additional morphatagparameter besides the SSA is required
to reduce the remaining scatter in the description of newvsttensification. This will require addi-
tional, theoretical work to guide the choice of a relevamapaeter and suggest functional forms for
parametrizations which improve existing ones.

The comparison of our parametrization for the SSA (as a fancif time, temperature and initial
SSA) with a formally equivalent one from Taillandier et &007) has revealed a bias in the abso-
lute values of SSA decrease, the trends of both formulaBoasiowever highly consistent. These
trends can be probably also reproduced by simpler SSA vatmeethods (other thgnCT or BET)
which are more convenient to use in the field. This is impdranfurther validation of snowpack
models. We have shown that the rate of SSA decrease and yhteeBSA itself has probably the
most dominant influence on isothermal densification of heswsrHence, monitoring the SSA for

operational purposes might greatly help to constrain thiaimensification of snow after snowfall.
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Fig. 1. Evolution of the ice volume fraction; for all samples. Colors indicate different stress valued:@ Pa,

blue 133 Pa, green 215 Pa, magenta 318 Pa. Symbols indidéferert temperaturest -18°C, () -13°C,
>-8°C,{ -3°C)
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Fig. 2. Evolution of the SSA for all samples. Colors indicate diffier stress values: red 0 Pa, blue 133 Pa,
green 215 Pa, magenta 318 Pa. Symbols indicated diffemapitaturest] -18°C, O -13°C,> -8°C, ) -3°C)
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Fig. 3. Evolution of ice volume fraction and SSA in one week at abdi® €. The initial 3D structure and
crystal habit of this experiment are shown in Figure 8 (bujtand listed as snow 5 in Table 1. A fit of the SSA
to Eq. (1) is plotted as black line.
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Fig. 4. Plot of the ice volume fraction versus the SSA for all experits reveals an almost linear relation for
each time series. Legend: stress indicated by colors: real ®lRe 133 Pa, green 215 Pa, magenta 318 Pa;
temperature indicated by symbols:-18°C,( -13°C,> -8°C, ¢ -3°C;

22



[ oPa
O 133Pa

- HPH
|5 10 °F \
g.__

g

3

<

c

g 3"\_'{
E A

10 ¢

37 372 374 376 378 38 382 384 3.86
1/Temperature (K1) x10°

Fig. 5. Densification rate averaged oveth as a function of temperature.

|

o

N
)

1
©
~

X

| |

=oe 1

N N e
: : ;

|

g

o
:

mean ASSA/At (mm ™ h™%)

-2 O oPa
O 133Pa

14 12 -10 -8 -6 -4 -2
Temperature °C)

Fig. 6. SSA decay rate averaged oddh as a function of temperature.

23



—E-snow 9, -18°C, 133 Pg
-900F o -Bsnow 9, -18°C, 318 Pl

,—G"/ -©- snow 5, -13°C, 0 Pa
-100¢p- - > snow 14, -3°C, 0 Pa
(> ‘snow 14, -3°C, 133 Pal
-1100 : : : :
0 5 10 15 20
Time (h)

Fig. 7. Selected examples of the evolution of the Euler charatiegidor different new snow types (cf. Table 1)
during the first day of settlement: The one-week measurefseotv 5, Fig. 3), two examples of snow 9 with

different applied stresses (taken from Schleef and LowW&3)), and two examples of snow 14 with different,
applied stresses at -3°C.
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&.5 mm L > ]

Fig. 8. Examples of natural snow samples with a photograph of thetalrfzabit and apCT image of the initial
structure. The parameters of the sample at togbase~ 0.1 and SSA ~ 62mm ! (snow 2 in Table 1), and of
the sample at bottom; o ~ 0.1 and SSA ~ 77mm ' (snow 5 in Table 1, evolution shown in Fig. 3).
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Fig. 9. Scatter plot of SSA decay rat&$A, computed from Eq. (4) (horizontal axis) versus measurésnen
Different stresses are indicated by colors: red 0 Pa, bl3ePE3 green 215 Pa, magenta 318 Pa; different tem-
peratures are indicated by the symba@ls:18°C, (O -13°C,> -8°C, ¢ -3°C; snow types are indistinguishable.
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Fig. 10. Scatter plot of densification ratés’qb, computed from Eq. (7) (horizontal axis) versus measurésmen
(vertical axis). Different stresses are indicated by coloed 0 Pa, blue 133 Pa, green 215 Pa, magenta 318 Pa;
different temperatures are indicated by symbals:18°C, (O -13°C,»> -8°C, ¢ -3°C; snow types are indistin-

guishable.
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Fig. 11. Scatter plot of the predicted SSA differend&SA (48h) after48h, obtained from the parametrizations
Eq. (13) in Taillandier et al. (2007) (vertical axis) andrfrthe present parametrization, Eq. (5) (horizontal axis),

which were respectively applied to the different availadd¢asets (legend).
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Table 1. Overview of experiments. Set IDs (1-8) correspond to natsmaw while (9-14) are snowmaker

snow grown in the lab. The sets 9 and 10 were already used IeeSand Lowe (2013) and included here for

comparison. For each set the number of sampleand the total number of measuremeis per sample in a

time series are given in addition to applied stregsaad used temperatur&s The initial values of ice fraction

¢, o and specific surface ar88A, are averages over all samples within the set. For all obdamyestal habits

the classification number is given according to Kikuchi e{2013), including potentially broken parts (I13a) of

them.
SnowID Ny Ny o T Gice0 SSAg Class. No.
Pa °C mn !
1 2 32 133, 215 -18 0.08 92 P3a, P3b, R1c, Hla, I2a
2 5 76 0,133, 215, 318 -18 0.11 64 P2b, P4c, P4d
3 7 90 0, 133, 215, 318 -18 0.07 102 P3a, R1c, 12a
4 4 43 0, 133, 215, 318 -18 0.08 91 P3b, R1c
5 2 68 0 -13 0.11 77 C3b, C3c, C4d, P3a, P3b, Ala
6 2 30 0 -13 0.09 75 P3b, P4e, P4f, A2a, R1c
7 2 24 0 -13 0.08 92 C4b, C4d, P2b, Hla, H1b
8 2 24 0 -13 0.06 86 Pla, P2a, P3a, P3b, P4e, P4g
9 7 111 0, 133, 215, 318 -18 0.11 66 not analyzed
10 2 32 215 -18 0.10 69 not analyzed
11 1 19 0 -13 0.07 74 P3b, P3c, P4c
12 2 23 0 -13 0.07 75 P3b, P3c
13 1 8 0 -13 0.12 66 C1la, C1b, Clc, I1a
14 6 48 0, 133 -3,-8,-13  0.08 74 P3b, P3c

28



