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Abstract

Ice thickness and bedrock topography are essential boucoladytions for numerical
modelling of the evolution of the Greenland ice-sheetQ¥iThe datasets currently in
use by the majority of GrlS modelling studies are over tiwcades old and based on
data collected from the 1970s and 80s. We use a newer, Bigotren Digital
Elevation Model of the GrIS and new temperature andipitation forcings to drive
the Glimmer ice-sheet model offline under steady staresent day climatic
conditions. Comparisons are madeermsof ice-sheet geometry between these new
datasets and older ones used in the EISMINT-3 exerciséind/that changing to the
newer bedrock and ice thickness makes the greatestediferto Greenland ice
volume and ice surface extent. When all boundary tondi and forcings are
simultaneously changed to the newer datasets the iceisB&885% larger in volume

compared with observation an@d*®o larger than that modelled by EISMINT-3.

We performed a tuning exercise to improve the modelled predsn ice-sheet.
Several solutions were chosen in order to represent ymprent in different aspects
of the GrlS geometry: ice thickness, ice volume aedsierface extent. We applied

these newparameter sets fasetupsef Glimmer to several future climate scenarios
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where atmospheric GOconcentration was elevated to 400, 560 and 1120 ppmv
(compared with 280 ppmv in the control) using a fully couplesh&dal Circulation
Model. Collapse of the ice-sheet was found to occuwdmt 400 and 560 ppmv, a
threshold substantially lower than previously modelledgighe standard EISMINT-3
setup. This work highlights the need to assess cardfollyndary conditions and

forcings required by ice-sheet modelsarticularly in terms of the abstractions

required for large scale ice-sheet modend the implications that these can have on

predictions of ice-sheet geometry under past and futunaigiscenarios.

1 Introduction

Complete melting of the Greenland ice-sheet (GrIS) waitkrsea level by as much
as 7.3 m (Bamber et al., 2001), and could be associatedbthigih major climatic
effects such as changes in the thermohaline circulandnoceanic heat transport due
to enhanced freshwater fluxes (Fichefet et al., 2003)timites of the GrIS’s
contribution to sea level change during the period 1993 to 0@ between +0.14
to +0.28 mm yir (IPCC, 2007), although recent estimates suggest as much74s
mm yr* for 2006-2009 (van den Broeke et al., 2009; Velicogna, 2009) linked with
significant recent increases in GrlS melt, runoff amalss loss (Hanna et al., 2008;
Rignot et al., 2008). Recent model projections suggesttheatGriS could be
eliminated within a few millennia for global warming betweke9 to 4.6°C relative to
pre-industrial temperatures (Gregory and Huybrechts, 2006keTpmjections are
based on a numerical model which does not include a mpet®n of fast-flowing
outlet glaciers. These glaciers have been observeshdergo dynamic changes in
recent years, resulting in faster ice flow and consequaenbss (Howat et al., 2007;
Joughin et al.,, 2004; Luckman et al.,, 2006; Rignot et al., 2008;oRignd
Kanagaratnam, 2006), meaning that the model probably undeatst the rate of

mass-loss from the GrlS.

The majority of recent modelling studies of the GrIS theedata assembled for the
EISMINT (European Ice-sheet Modelling INiTiative) modetercomparison project
as a present day representation of the GrlS. Bechasdetcription of the data is
included in the report from thé“EISMINT workshop (Huybrechts, 1997), we refer
to them here as the EISMINT-3 data. The data coao$iatDigital Elevation Model
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(DEM) of ice thickness and bedrock elevation, and paramsetd temperature and
precipitation fields, onto which climate anomalies gygically superimposed (e.g.
Driesschaert et al., 2007; Greve, 2000; Huybrechts and deeWi#99; Ridley et al.,
2005; Lunt et al., 2008; Lunt et al.,, 2009) . The high-resalubiedrock and ice
thickness used in EISMINT-3 are nearly two decades old amadbased on data
collated during the 1970s and 1980s. More recent and accuraeetdafor the

boundary conditions of bedrock topography and ice thickfixssiber et al., 20013s

well as temperaturéHanna et al., 2005; Hanna et al., 20@#)d precipitation

(ECMWE, 2006)forcings are now availabl@Bamber—et-al;—2001 - ECMWEF-2006
Hanha—et-al-2005—Hanna—et-al—20p8Differences in these datasets could have

considerable impacts on the modelled evolution of th& @rid hence the resulting

ice-sheet volume and geometry, for simulations of pastiern and future climates.

In this paper, we use the Glimmer ice-sheet model (Rut.,e2009) to investigate
and compare the impact on the modelled steady-statshést- of two sets of
boundary conditions: those used in the EISMINT-3 exer@sd the more recent and
up-to-date datasets. Furthermore, we perform a tuning s&endgih respect to the
most recent datasets in order to determine the valuesradus ice-sheet model
parameters which give the best fit between modelled dsgreed geometry for
present day conditions. Finally, we use the resutts fthe tuning exercise to assess
the impact of different parameter combinations on futuaeming scenarios with
atmospheric C®held at 400 ppmv, 560 ppmv and 1120 ppmv (compared with 280
ppmv in the control) where the ice-sheet model is drviline using output from a
fully-coupled General Circulation Model (GCM). Mostcent sensitivity studies have
only used one set of ice-sheet model parameters (e.gioabloefficients) for
simulations of future ice-sheet evolution (e.g. Alleéyak, 2005 Driesschaert et al.,
2007; Mikolajewicz et al., 2007; Ridley et al., 2005). Our tedughlight the need to
use a range of ice model parameter sets in order ¢ssaseir impact on future ice-

sheet climate scenarios.

2 Model description
We use the 3D thermomechanical ice-sheet model Glimersion 1.0.4 (Rutt et al.,

2009). Although not the most recent version of the maaeluse this version for
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consistency with our previous work (e.g. Lunt et al, 2008, 2009)e core of the
model is based on the ice-sheet model described by Pag®9)( All physical
constants and parameters discussed in this sectionvare ig Table 1. Here we
describe the parts of the model which pertain to the moal@meters which we tune
in the subsequent sections. A full description of theehoan be found in Rutt et al.
(2009).

The ice thicknessH) evolution is driven by the mass conservation equation

%—Tz—DE(UHHB—S, )

whereu is the horizontal velocity and is the horizontal velocity averaged over the
ice thicknessB is the surface mass balance rate &glthe basal melt rate. Equation

(1) is solved using a linearised semi-implicit method.

The ice dynamics are represented with the widely-usatloshice approximation,

which assumes ice deformation occurs as shear stiginso that

u(z) =u(b) - 2(p, g)”|an_lefbZ AT *)(s- z')ndz' , 2)

wheres is the ice-sheet surface altitudbeis the bedrock altitudey is the acceleration
due to gravityp; is the icesheetdensity,x andy the horizontal coordinates amdhe
vertical coordinate, positive upward(T*) is an empirical parameter wheré is the

absolute temperature corrected for the dependdrbe melting point on pressure.

Equation (2) implicitly uses the non-linear viscdimsvy law (Glen's flow law) to
relate deformation rate and stress. The two paemare the exponent, and the

ice flow law paramete®(T*), which follows the Arrhenius relationship

o _Q
AT*) = faex;{ RT*j’ (3)
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wherea is a temperature-independent material cons@ig the activation energy and
R is the universal gas constant. In EqQs {33 the flow enhancement factor, a tuneable
factor which can be used to changefthes law parameter, and, hence, change the ice

flow velocity. The flow enhancement factgpeed-ofice—flow—andwhich accounts

for ice impurities and development of anisotropic ice itahreffects not represented

by separate parameters in the model.

The model is formulated on a Cartesiaggrid, and takes as input the surface mass-
balance and mean air temperature at each time stepelpresent work, the ice
dynamics time step is one year. To simulate the sairfaass-balance, we use the
Positive Degree Day (PDD) scheme described by Reeh (1994 bdasis of the PDD
method is the assumption that the meit that takes place at the surface of the ice-
sheet is proportional to the time-integrated temperatoogeafreezing point, known

as the positive degree day

m=a [max(T (t),0)dt, (4)

year

where T(t) is the near-surface air temperature ani the PDD factor. Two PDD
factors which describe the rate of melting are used,eaicé for snowd) and ice
(), to take account of the different albedand densities of these materialsthe
integralin Eq. (4) is calculated on the assumption of a sinusawalial variation in
temperature, and takes as input the mean annual temperadunalirange. Diurnal
and other variability is taken into account using a stetehapproach. This variability
is assumed to have a normal distribution with a stahdaviation of 8C. The use of
PDD mass-balance models is well-established in couptesbsphere-ice-sheet
modelling studies of both paleoclimate (e.g. DeConto &&Pad|l2003; Lunt et al.,
2008) and future climate (e.g. Ridley et al., 2005, Mikolajevetal., 2007). All
precipitation is assumed to be potentially available documulation within the
Glimmer annual PDD scheme. The following possibilitiee taken into account
when considering the total annual ablation. Melting snowll®ved to refreeze to
become superimposed ice up to a fractiwnpf the original snow depth. When the
ability of the snow to hold meltwater is exceeded bet gbtential snow ablation is

less than the total amount of precipitation (amounsradw available), run-off can



© 00 N o o B~ WN P

NN N RN NNDNNRNNNDRNDRERRRR R B R bR
© 0 N © U0 8 W N P O © 0 ~N O 00 M W N B O

w
o

w w
N B

33

occur. If the potential snow ablation is greater ghaatipitation, snow will melt first,

and then ice, such that the total ablation is equivatetité sum of snow melt (total
precipitation minus the amount of meltwater held ineeting) and the sum of ice
melt (calculated by deducting from the total number of degeeys from the number
of degree days need to melt all snow fall and convertacetonelt). Therefore, the
net annual mass balance is the difference betweetotileannual precipitation and

the total annual ablation.

Glimmer also includes a representation of the isastagponse of the lithosphere,
which is assumed to behave elastically, based on tbdelmof Lambeck and
Nakiboglu (1980). The timescale for this response is 3,00G.ygamlll model runs
described below, the isostasy model is initialised enassumption that the present
day bedrock depression is in equilibrium with the ice-shead. Although this
assumption may not be entirely valid, any rates of ghamill not have a significant

influence for present day geometry (Huybrechts and del&yal99).

Geothermal heat flux@) can be supplied to the model as a constant or a $patial
varying field (both of which are explored in Sec. 5.2), arthermal bedrock model
(Ritz, 1987) takes the thermal evolution of the uppermodtoo& layer into account
where initial conditions for the temperature field aweund by applying the

geothermal heat flux to an initial surface temperature.

The forcing data (temperature and precipitation) arestoamed onto the ice model
grid using bilinear interpolation. In the case of the rmaface air temperature field
(Ty), a vertical lapse-rate correction is used to takewaat of the difference between

the high-resolutiori20 km in this case) surfatepography seen within Glimmesg],

and that represented by the forcing daa(i( this case a latitude longitude grid 1°

by 1° grid or approximately 111 km resolutipaych that

Ta; =T, +Lg (SG - S)' )

Here, T, is the lapse corrected surface temperature as seen bigtheesolution ice-
sheet modehnd Lgis the vertical atmospheric lapse ratedss-is-the-lowreseldtion
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of-theelimate-medel The use of a lapse-rate correction to better semitethe local
temperature is established in previous work (e.g. Glover, 1988nddet al., 2005;
Hanna et al., 2008; Pollard and Thompson, 1997).

3 The datasets

3.1 EISMINT-3 intercomparison experimental design

In order to evaluate the consistency in predictionwéen different ice-sheet models,
the EISMINT validation exercise was set up (Huybreclkind Payne, 1996).
EISMINT-3 (Huybrechts, 1997) was the finghrisection of this exercise which
involved realistically modelling changes in ice mass given a climate scefaria
number of different ice-sheet models with prescribe@dpaters and climate forcings
(Van der Veen and Payne, 2004). This included the evoluti@ri& mass changes
under a) steady-state present climate conditiomsa transient climate such as the
last climatic cycle based on GRIP ice core data @nfinally future greenhouse
warming. By modelling present day steady-state conditibns possible to test the
validity of the reconstructions that the models producecdyparing the model
predictions with observations of the present day ieeshin the EISMINT-3
standard, the initial condition of bedrock and surface &tmvavas compiled by
Letreguilly et al. (1991) on a 28m Cartesian grid. The precipitation forcing is from
Ohmura and Reeh (1991) and the temperature forcing is givathebyollowing
parameterisations (Huybrechts and de Wolde, 1999; Ritz. ét98l7) which were
themselves based on observed surface temperature data &Oha&ir)

T,,=4913-L

H.. -07576D , (6)

surf

~0.32620 | )

a

T, =3078- L ,H

surf

whereHstis the surface elevation (np, is the geographical latitude (in degreesl

positive), Tann IS the mean annual temperatufejs the summer temperature (both in

°C), andL, = =7.992, Ls = =6.277 are annual and summer atmospheric lapse rates

respectively (in °C krd).
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3.2 Recent boundary conditions/forcings

New and more accurate bedrock and surface elevation tlas@asenow available with
significant differences in ice volume (~4% increase) &e thickness (factor of 10)
around the margins compared with the Letreguilly datasain@r et al., 2001). This
new dataset utilises improvements in the boundary condibf surface elevation. Ice
thicknesses were derived from combining data collecteaten970s with new data
obtained from an ice penetrating radar system from 1993989. Thesurface
bedrock topography was subsequently derived from a DEM of thesheet and
surrounding rocky outcrops. The DEM is produced from malgpnation of satellite
remote sensing and cartographic datasets. In contradtetreguilly dataset is based
on cartographic maps for ice free regions and radiooiegh sounding for
determination of ice thickness. No satellite-derived prtedwere used. The Bamber
dataset has the advantage of significantly more sowfascurate data and better
coverage. The Bamber dataset is on-&rb resolution grid; for the purposes of the
present work, it was interpolated onto a Z0n resolution grid, generated by
pointwise averaging on the same projection. Hencefomh, will refer to the
EISMINT-3 bedrock and ice thickness dataset as the ‘geili¢’ dataset and the

more recent dataset as the ‘Bamber’ dataset.

The precipitation data used in EISMINT-3 (Ohmura and R&88}) is based purely
on precipitation measurements from meteorologicalsta(35) and pits and cores in
the interior of the ice-sheet. Not only is this baseda small number of data
locations but the accuracy of measurements is alsatéemof contention. Catch
efficiency, particularly for solid precipitation, by gasges somewhat reduced by
turbulent winds along with the potential for snow tobb@wvn out of gauges (Yang,
1999). Measurement error may reach 100% during the wintetthsyowhen
accumulation is most important for mass balance é3eret al., 2005). We make use
of precipitation data derived from ERA-40 reanalysis fra@v9-2001 (ECMWF,
2006) on a regular latitude-longitude 1° by 1° resolution geé®RA-40 reanalysis is
produced using a data assimilation technique which consistswainber of analysis
steps (Uppala et al., 2005). Background information is produoed dr short-range
forecast and combined with observations for this samedgef the forecast to

produce an ‘analysis’. Statistically-based estimatesrors are used for the synthesis



© 00 N o o B~ WN P

W W W W wWNNNRNNNDNDRNNNRNNDNIERERIERRR R R B B
E O N P O © ® N o 00 WNPRP O O 0N O 00 M WDN R O

of background forecast and observation. Each foresasitialised from the most
recent previous analysis step. Observations do not stootiall meteorological
variables but the analysis is complete in terms ofwhaeables chosen. As such,
variables can be produced from analysis (e.g. temperatuni& others are purely
based on forecast and atkerefore not constrained by observations. (Uppala et al.,
2005). In ERA-40, precipitation is one such variable producetthdyorecast rather

than by the analysis in the ECMWF model. However, at lbeen shown to be

reasonable for GreenlandSerreze et al., 2005)Validation against Danish
Meteorological Institute (DMI) coastal stations resulh a 36% mean excess for
ERA-40 (Hanna and Valdes, 2001), although the inaccuracies in gaagirements
mean that this should be treated with some cautiortedms of other reanalysis
products available, comparison studies have shown ERA-4@etcsuperior to

NCEP/NCAR datasets in terms of smaller biases, abiltycapture large scale
patterns of precipitation and its depiction of interahwaaiability, deeming ERA-40

a more suitable choice (Bromwich et al.,, 1998; Hannal.e2@06; Serreze et al.,
2005; Serreze and Hurst, 2000).

The near-surface air temperature forcing used in the ENSMN exercise is based on
a parameterisation of surface temperature compiled by Gh(@987), which has a
latitudinal and altitude dependency (see Eq. (6) and Eq. TAp lapse rate values
are used: the mean annual lapse rate and a summerdggas€urrently, lapse rate in
Glimmer is not temporally or regionally varying so themmer lapse rate is used

since this is when the ablation process is strongeshe pRrameterisations were

constructed to fit data from 49 meteorological statidnsew parameterisation-based

N MNMore adaWa a /N alaa VAVFa a¥a alallla NO\A/ v S\01A aa




© 00 N o o B~ WN P

W W W N N N DN N DN DN DNDMDNDMNDNDN P P PP PP PR PR
N P O © 00 N O O A W N P O © 0N OO O A W N - O

detection-Instead, we use, to be consistent with precipitatgurface (2-m) air

temperature datderived from ERA-40 ‘corrected’ 2-m near-surface air tenauges

(Hanna et al., 2005). The temperatures were corrected basieir derived surface
lapse rates and differences between the ECMWF orogiapdhy DEM derived from

the Ekholm (1996) grid (Hanna et al., 2005). Reasonable agre@xistg between

these model-derived temperatures and observations at thes@aMin locations and
GC-Net stations (Hanna et al., 2005). We use bilineargotation to transform the
high-resolution dataset from its Cartesiankbn resolution grid onto a 1° by 1°
latitude longitude grid. Since, the dataset only covergélgions where there is ice,
the temperature parameterisation used in EISMINT-3 temper& used in the ice-
free regions of Greenland in conjunction with the Ekhohegraphy. This means that
the sensitivity to temperature is specifically a g@nss to the surface temperature of

the ice-sheet and not the ice—free regions.

10
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4 Sensitivity to boundary conditions and forcings
In order to test the sensitivity of the ice-sheet nhoaol¢he various forcing inputs and

boundary conditions, we performed a set of steady-skaierienentsshown in Table

2, initialised from present day geometry of the ice-sh@dte model is run for 50,000
years in order to reach equilibrium. The configurationhefice-sheet model is kept
at that of EISMINT-3 with standard parameter valueshasva in Table 1. For each
simulation in the set, one forcing/boundary conditisrchanged to the most recent
dataset, keeping all others at that used in EISMINT-3. dditianal experiment is
performed where all the forcings and boundary conatiare changed to the most
recent. Figure 1 shows the evolution of ice area exedtice volume with time for

EISMINT-3 and the four sensitivity experiments.

4.1 Bedrock and ice thickness

The quality of the bedrock topography is important ingheet models since it largely

determines the ice thickness at regional scales. Thisciguse topography influences

where the build up of snow and ice can occur and theréfosm major control on the

threshold of ice-sheet initiation. Furthermore, to@mhy influences the convergence

and divergence of ice flow such that flow into lowlandsins and valleys from

surrounding higher relief regions will result in fasteildwp of ice compared with

flow from an isolated upland region into a lower basinyfiegeand Sugden, 1990). As

a result, the topography influences the stress, vglaaid thermal regimes of the ice-
sheet (Van der Veen and Payne, 2004).

At the outset there are differences in ice thickraass bedrock topography between

the two bedrock and ice-thickness datasets (see Fig. 2&nd The bedrock

topography around the margins is consistently higher fer Bamber dataset

compared with the Letrequilly dataset, with the ice thiskndifference up to a factor

of ten to twenty thicker. When simulated to steadyestisie Bamber bedrock and ice

thickness datasets results in significantly (13.7%) greéege/olume and 11.5% larger

ice surface extent compared with the Letrequilly dataset. extends further to the

northern and western margins of Greenland with a higbetral dome. The initial

higher elevation of the ice-free bedrock of the Bandmiaset provides favourable

11
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conditions for ice growth where temperatures are colugh for mass balance to

become positive. In these regions ice velocities law compared with other

marginal regions, allowing the ice-sheet to build-ughwmitinimal ice loss. The basal

temperatures are also colder than when the Letregdgitget is used, resulting in

marginally lower velocities for ice flow. This arisbgcause the ice in the Bamber

dataset is thicker at the beqginning of the simulation. ihbease in ice volume and

surface extent, however, can be attributed predomins&tedy stronger ice-elevation

feedback mechanism for the Bamber dataset.

4-14.2 Precipitation

Changing the precipitation forcing, from that of Ohmund &eeh (as in EISMINT-3)

to ERA-40, results in an increase in equilibrium ice-steeface extent of 2.1%.

However, there is almost no effect on the ice-skiektme.This can be explained by
the fact aAll precipitation that falls is assumed to fall as wnim the annual PDD
scheme. Since the temperature forcing has no effetttemamount of snow, it is the
quantity and distribution of precipitation that resutishe difference in ice surface
extent. Figur&2 shows that the annual precipitation is up to two tigrester on the
eastern and western margins of Greenland for ERA-40 ceahpaith Ohmura and
Reeh (1991). The accumulation rate is greatest in s@sth®reenland for both
precipitation datasets but extending further north altwegetastern margin for ERA-
40. The extra precipitation falling over the westerd aastern margins coupled with
a positive iceelevation feedback results in growth and extensicth@fice-sheet into
previously ice-free regions. However, the precipitataliiing over central and north
Greenland is three times less for ERA-40, resultingsa &Ecumulation in the interior
and lower maximum altitude of the ice sheet. These sipgeffects result in similar
ice-sheet volumes. However, Hanna et al. (2006) showER#-40 is ~50% too
“dry” in the central northern parts of Greenland, asdea¢d using ice-core data
Furthermore, it seems increasingly likely that botsh @hmura & Reeh (1991) and
ERA-40 precipitation datasets underestimate precipitai@haccumulation in south-
east Greenland, where recent regional climate modeltsesuggest much higher than

previously observed precipitation ratesufgess—et—al—200%ttema et al., 2009
Burgess et al., 20}0

12
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4.24.3 Temperature

Changing the temperature forcing to the modified Hannaseatasults i similar
almeost-identicaice volume(1.6% larger)compared with EISMINT-3 andnaalmost
identicalreduction-in-thace-sheet extentf2.0% Figure4-3 and Figures4 show the
temperature distribution and the surface mass balanpectesly at the beginning
and end of the experiments for EISMINT-3 temperature tiedHanna modified
temperature datasets. As expected, at the beginning cirthdation temperatures
around the margins of the GrIS are similar (same dafabat the Hanna ERA-40
corrected temperatures over the ice-sheet are sevgrakdecolder (Figi3a,b) . By
the end of the simulations, temperatures over mucbreénland have become lower
as a result of the positive ice-elevation feedbacy. @c,d) resulting in an increase
in positive net mass balance in southern GreenlandHige&4c,d). However, the
regions around the margins remain ice-free as a refscdtntinued ablation with a net
negative mass balance. The model is particularly sensd the temperature forcing
around the margins of the ice-sheet, where temperatneeat zero or above and so
close to ablation as opposed to those in the intar@re the primary mass-balance
change is from accumulation (Hanna et al. 2005). ,Itherefore important that
marginal temperatures close to where the net massdealeecomes negative are
resolved accurately in order to model the ablation promedshe resulting geometry
of the GrlS.

13
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Table 32 summarises the results of changlerock and ice thicknesgrecipitation

and temperaturexnd-bedrock-and-ice-thicknesxependently from EISMINT-3 to
the newer datasets. Bedrock and ice thickness reghlkt ilargest ice volume and ice

surface extent change while changing precipitation angéeature havehe-leash
significantly smallereffect on the ice volumePrecipitation-change-acts-to-inerease

reduce-the-icesurface-extent

Updating all the boundary conditions and forcings togatmilts in a modelled GrIS
ice volume3325% larger than observed (Bamber et al., 2001) &idollarger than
EISMINT-3. The systenshowsseme-noHineaityis effectively linearsince adding
together the difference between the EISMINT-3 casktha individual response of

the ice-sheet to each forcing/boundary condition resnlta modelled GrlSarger
very similar tdhanwhen all forcings/boundary condition are varied togethee Fig.

1). This is the case for ice volumé.(2% smalleiarge) and ice surface extent

(02.158% smallesrsn). le-faskecdinethotoramastaghor s s wasrosis-an

/O ON N a /O mae aala alaYa a ala a V¥iaTa¥a bearo rled

These results show that when using alternative bouncangitions and forcings
Glimmer gives a poer representation of the modern ice-sheet compared with
observation. It is likely that some of the interi@d-sheet model parameters were

tuned to work with the boundary conditions used in EISMB In order to produce

14
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a reasonable best fit between modelled and observed gggomeetune a number of

ice model parameters to work with the new datasets.

5 Tuning

5.1 Tuning methodology

Several parameters in large-scale ice-sheet modellingstdirgpoorly constrained,
resulting in highly variable ice-sheet volume and extent mtipg on the values
prescribed in the model (Ritz et al., 1997). This necessithe tuning of the ice-sheet
model with the recent datasets in order to determinephisal ice-sheet for steady-
state conditions (i.e. closest geometry to realityhrevious work (e.g. Ritz et al.,
1997) has looked at the sensitivity of ice-sheet volume extent to a number of
parameters, including flow enhancement factprn the flow law (see Eq. 3), the
sliding coefficient, the geothermal heat fluX)(and the coefficients (PDD factors) of
the ablation parameterisation for ice)(and snow d¢s) (see Eq. 4). In addition,
Hebeler et al. (20G8 also looked at the effect on ice volume and extdénthe
Fennoscandian ice-sheet during the Last Glacial Maxifnam uncertainty in model
parameters (e.g. lapse rate in addition to those arexttiabove) and climate forcing
by performing a parametric uncertainty analysis using Glimared found a variation
of 65% in equilibrium ice sheet extent due to uncertamthe parameters used in the

ice sheet model and up to 6.6% due to uncertainty in topbigranput.

The most common methodology in glaciological modelliegsitivity studies is to
vary one parameter at a time within a prescribed rangée Wialding all others
constant (e.g. Van de Wal and Oerlemans, 1994 Essery elnelvEts, 2004; Fabre et
al., 1995; Huybrechts and de Wolde, 1999; Pattyn, 2003; Ritz d198I7). We build
on the methodology used in this previous work by using taesstal method of
Latin-Hypercube Sampling (LHS) (an efficient variaftize Monte Carlo approach)
which generates a distribution of plausible parametar\sghin a prescribed set of
ranges (McKay et al., 1979). It uses a stratified-randcugaure where values are
sampled from the prescribed distribution of each Ydeia The cumulative
distribution of each variable is divided infé equiprobable intervals and a value
selected randomly from each interval. THevalues obtained for each variable are

paired randomly with the other variables. The method asstina¢ the variables are
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independent of one another (which is the case here) ancesresfull coverage of the
range of each variable. LHS has been used in a numbapplied scientific
disciplines including analysing uncertainty in vegetation dyina (Wramneby et al.,
2008), rainfall models for climate assessment (Murphy e2@06) and climate/ocean
models (Edwards and Marsh, 2005; Schneider von Deimling &08l6). However,

it has yet to be used in large-scale ice-sheet modellihg. advantage of this
methodology is that it is an efficient method to tést response of the ice-sheet to
many different combinations of parameters by ensuringcseifti coverage of the
parameter space without having to test all possible modabioations (which would
be extremely computationally expensive). In this way, bsyimg more than one
parameter at a time (as for any multivariate samplinghod it also allows the
influence of each parameter on the outcome of thdehsimulations to be assessed

while taking interactions with other parameters intcoact.

We investigate not only the result of uncertainty i thllowing parameters, but also
which combination gives the optimal fit to the present de§Glrhe geometry of the
GrlIS is controlled by the flow of ice from the icevidie in the interior towards the
coastal regions due to internal deformation wherelatively low altitudes, typically
<~2000 m, ice mass is lost by melting according to the P&i@mse. Ice mass can
also be lost by basal melt and/or the process of Iséidalg which can increase the
flow of ice to regions of ablation at the edge of tte-sheet. Since basal sliding is
not included in these simulations, this process will m®tconsideredbut the likely

impact of this missing process is highlighted in the disonssection We choose the

following parameters to tune since they fundamentdfgcathe processes described
in Sect. 2. Firstly, the flow rate of ice can be tumetth the flow enhancement factor,
f (see Eq. 3), to simulate ice flow reasonably accwyrat8econdly, the surface mass
balance can be tuned using the PDD factors and vertas# late. The melting of ice
at low altitudes is determined by ablation, which in thiglgtis calculated according
to the annual PDD scheme. Since this uses an empielzionship, we choose to
vary the PDD factors for icex) and snow d¢s) within the ranges obtained through
measurement studies (see below),, dhdrefore influence the amount of melting that
can occur in the ablation zones. These parametdrsatjilnowever, alter the position
of these zones. This instead can be achieved by varyingtiieal atmospheric lapse

rate Lg), which can influence the regions where ablation hagptitential to occur.
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Thirdly, ice loss by basal melt without sliding can behiaved by varying the
geothermal heat flux@), which can raise the basal ice layer temperaturdsto i

pressure melting point.

LHS requires a maximum and minimum bound for each tusepdtameter to be
defined. Here we discuss the bounds we have selecteddbrvalue, shown in Table
43,

The range for the flow enhancement factor for thisdytis between 1 and 5.
According to Dahl-Jensen and Gundestrup (1987), boreholeurs@asnts from Dye-

3 give a mean enhancement factor of around 3 with a maxivalue of 4.5 and a
minimum value of around 1 for ice deposited during the Wisco This is the range
used by Ritz et al. (1997) and Hebeler et al. (2D@8r their sensitivity studies.

Values within this range have also been used in other (eogk Fabre et al., 1995;
Greve and Hutter, 1995; Huybrechts et al., 1991; Letreguity. £1991) .

The global average geothermal heat flux (oceans antineats) is estimated at
87x10° mW m? (Banks, 2008)Since it is difficult to measure geothermal heat flux
beneath the ice directly, many studies (e.g. Calov artteH 1996; Huybrechts and
de Wolde, 1999; Ritz et al., 1997) assume that the average i@l Pre-Cambrian
Shields (Greenland bedrock) is ~<42° mW m? (Lee, 1970) although a value of
50x10° mW m? is used in EISMINT-3, and values as high as165 mW m? have
also been used (Greve, 2000). In terms of more receasurements inferred from
ice cores, the lowest recorded heat flux over Gredniar88.%10° mW m? from
Dye-3 (Dahl-Jensen and Johnsen, 1986). The average valuefineots is 6%10°
mW m? (Lee, 1970). Although values as high as 4%’ mW m? have been
measured at NGRIP (Buchardt and Dahl-Jensen, 2007; NGRIP, 2@D#nlaes as
low as 2610° mW m? modelled (Greve, 2005), we use the range betweef38
and 6&10° mW m? for the geothermal heat flux over the whole of Graedl This is
similar to the ranges used by previous sensitivity studisve and Hutter, 1995;
Ritz et al., 1997). We also investigate the effect qgfatially varying geothermal heat
flux over Greenland (Shapiro and Ritzwoller, 2004) withodlher parameters set at
the default EISMINT-3 values. We compare this with ttendard setup where the

34 | geothermal heat flux is 520° mW m? over Greenland.
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Ice and snow ablation is related to air temperature ley RBD factor, which
represents a simplification of processes that desthiéenergy balance of the glacier
and overlying boundary layer. The implausibility of usimg ainiversal factor being
valid for all of Greenland presents a challenge. Thedstal value used for ice by
many modellers is 8 mm™dC™. (e.g.Huybrechts and de Wolde, 1999, Ritz et al.
1997). However, Braithwaite (1995) concluded that PDD fadtoriee are generally
larger than the standard value and could be as high as 20'ni@*. The PDD
factor for snow has also been estimated to range bat®and 5 mmH°C* with a
standard value of 3 used by most modelling studies (BraitbwEd95). Modelling of
PDD factors using a regional climate model in southeme@and found ranges for
the ice PDD factores-between 8 and 40 mni'd-C* andthe snow PDD factosss
between 3 and 15 mni*¢C* (Lefebre et al., 2002). Other GrIS modelling studies
have used higher PDD factors than the standard (e.g. G2@06; Vizcaino et al.,
2008). We use a range fiire ice PDD factow:-between 8 mm4°C* and 20 mm d

toct and a range fothe snow PDD facte# between 3nm d*°C* and 5 mm @d°C
1

The near-surface atmospheric lapse rate varies botlalgpand temporally over
Greenland. Lapse rate is known to vary significantlydgrmut the year due in part to
changes in moisture content of the atmosphere. @digmns from automatic weather
stations indicate a mean annual lapse rate along thecewslope of -7.1°C kihwith
seasonally varying lapse rates varying between -4.0°€(kmsummer) and -10.0°C
km™ (in winter) (Steffen and Box, 2001). Relationships deriieom ERA-40
reanalysis data also yieldss negativeummer lapse ratesaslow-as4.3°C kni at

the margins and mnore negative annual lapse rate of -8.2°C Rrfor the bulk of the

GrIS (Hanna et al., 2005). Since Glimmer only uses ohe\far lapse rate we vary it
between -4 and -8.2 °n™ which corresponds to the seasonal variation in lapse rate.
This also encompasses the range used in the EISMINTR8asth experiment for

annual and summer lapse rate given in Eg. (6) and Eq. (7).
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5.2 Sensitivity to tuning parameters

We generate 250 plausible parameter sets using LHS andericeteheet model for
50,000 years under a steady-state present day climate e Bighows the distribution
of the 250 experiments with each experiment representecclvgla for three of the
five tuneable parameters and the other two represented dyasd colour of the

circle.

In order to analyse the 250 experiments’ ice-sheet geesiehreefour diagnostics

are chosen and analysed using two skill scofesee of Fhese diagnostics are ice
surface extent, total ice volume and maximum ice thisknélheir ability to replicate
observation is described by the absolute error skiltfescahere zero is a perfect

match. In addition, the Normalised Root Mean SquarerEN&MSE) skill score

forin ice thickness is used to measure the spatial fit ofhiokriess over the model
domain. Again, zero would describe a perfect match betwaedelled ice

thicknesses and observed. We calculate the diagnastiosrespect to the DEM
derived by Bamber et al. (2001), interpolated to -Rfh resolution. Figure 7
summarises the sensitivity of maximum ice thicknessreice surface extent and ice

volume error to the five tuneable parameters.

Maximum ice thickness and ice volume are dependent oftothdaw enhancement
factor since faster flow will result in a thinner (ameince smaller) ice-sheet as a result

of lowering the ice viscosity. An error approximately*+10% to -10% for maximum

ice thickness occurs between enhancement factors 1 amdp&ctively with an
optimum maximum ice thickness occurring between enhandefaetors 2.5 and 3.
In contrast, the optimum enhancement factor is rethed for ice volume within the
limits of the range (1 to 5) investigatedhe-optimum-enhancement-factersimilar

for-the-ice-volume However, the enhancement flow factor has little@fbn the ice

surface extent due to opposing feedbacks. Faster flowesilllt in an increase in the

flux of ice towards the ice-sheet margins. Howevettha surface lowers as a result of
this faster flow the ablation zone will increase & thargins leading to loss of ice.
This result is similar to that found by Ritz et al. (1987) Hebeler et al. (2068 in
terms of ice volume and maximum ice thickness. Howedebeler et al. (20§

found no increase in ice surface extent of their mode#gion, comparable to results
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shown here. In contrasRitz et al. (1997) found an initial slight increase in ice
surface extent. It is possible that this arises due todifierent topography and

climate configurations used as hypothesised by Hebelér(2088).

There is low sensitivity of all threeliagnosticskil-seeresto variation in the
geothermal heat flux. Since this influences basal testyes of the ice-sheet it

affects the fluidity of the ice arthe flow, as well as any basal melite velocity also

depends on the geothermal heat flux via the basal atel and in turn determines the

rate of sliding of the ice-sheet. This basal slidm@redicted to occur only when the

basal temperature is equal to the pressure melting poicg.dfowever, the original

EISMINT-3 experiment did not include basal sliding and in priig a clean

comparison basal sliding has also been switchechdffis suite of experiments At

the ice-sheetmargins, the basal temperature is already at theingettoint and

therefore the geothermal heat flux ot expected to influence greatly the ice volume

or ice surface extent. It isherefore more important in the central parts of the ice-

sheet where it could influence the flow of ice and afteetice volume and maximum

ice thickneswia basal melt lce-velocity-depends-on-the-geothermalheat-fluxia the

hredicted-to-oceuron vhen-the basal-temperatueetsl-to-the

pressure-melting-pohafice—Although basal temperaturésthe interiorare close to

this threshold for all cases even those, with thedsglgeothermal heat flux, are not

significant enough to cause basal melting in central mdrSreenlandFhis-As a

result the geothermal heat flparameter is unlikely to have become more important

if basal sliding had been included this suite of simulationsThis is because the

implication of sliding concerns the outer parts ofiteesheet where the ice base is at

melting point for all geothermal heat flux values invedgda A similar result was

found by Hebeler et al. (2088for the Fennoscandian ice-sheet wherey cold mean

annual atmosphetige temperaturgfercing-was-soe-celdesuledng in very low ice
temperaturesAs a consequenceéhat the influence of geothermal heat flux on the

thermal regime of the ice-sheet was minimal.
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We also performed an experiment where the geothermal fllieawas spatially
varying over Greenland (Shapiro and Ritzwoller, 2004) witlotler parameters set
at the default values. This was compared with the stdndatup where the
geothermal heat flux was uniform over Greenland. Tfierdnces are minimal with
ice volume reduced by 8%, the ice surface extentducedncreasedy 043% and
the maximum ice thickness reduced by 0.1%. Since basal siglswitched off, the
only effect this could have is on the basal melt and testher of the ice at the base

affecting the flow by changing the viscosity of ice.

Several parameters influence the near-surface air tatoperin the EISMINT-3
experiment, including latitudinal dependency, seasonal ti@rieand atmospheric

lapse rate. Due to the PDD formulation of mass balatitese factors also directly

affect ablation and ice-sheet evolutioBince-the-temperature-used-to-folmesheet

Equilibrium ice surface extent increases with an irsgeianegativelapse rate (Fig.

7). A similar relationship holds for ice volume butass pronounced. This is because
a less negativemalier lapse rate results in relatively warmer near-surfate
temperatures at high altitude, thereby expanding the aslalale for ablation. The

leasbwest negativelapse rates ressltin the least error but are not typical of the

annual lapse rate of -6.5 to -8°C kumsed in several studies (e.g. Ridley et al., 2005;
Huybrechts and de Wolde, 1999,Vizcaino et al., 2008). Howéwese that use -8°C
km™ also include a summer lapse rate. Since Glimmer oiligast one lapse rate and
since the majority of melting is assumed to occur duttiegspring/summer months a
summer lapse rate is justified as the input lapse rateeation in the model.
Maximum ice thickness is completely insensitive to éapte. This arises because at
the ice divide, where the ice thickness is highest, ¢éeatpres are already
significantly below zero. Any lapse rate correctioitl wot influence the surface

mass balance greatly.
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Maximum ice thickness is also insensitive to the PB&drs for ice and snow. This
is because no ablation occurs in the central part ofGh8. However, the ice
surface extent is strongly affected, decreasing witheasing PDD factors. Ice
volume is also sensitive to the PDD factors but lessqunced than ice surface
extent. Although varying these parameters has aateffemelting rates it does not
alter the position of the ablation zones. Similar teswere found by both Ritz et al.
(1997) and Hebeler et al. (2098

The results of these sensitivity experiments shdwclvparameters control different
aspects of the geometry of the GrIS. Ice surfaceneigdundamentally dependent on
those parameters which control ablation (PDD factodslapse rate) while maximum
ice thickness and ice volume is controlled by parametffexting ice flow (flow
enhancement factor). All three diagnostics are ingeasto variation in the
geothermal heat flux. From this suite of experimenis possible to select one or

more parameter sets which reproduce the present dayw@hl& good fit.

5.3 Selecting the optimal parameter set

In order to select an optimal set of parameters whiodusre the best fit for present
day ice-sheet geometry, the 250 sensitivity experimente wanked according to
each of the three diagnostics. Figure 8 shows rankinthéothree absolute error skill
scores on the left-hand axis and the ranking\faéiV S Erermalisedroctmeansguared
error for ice thickness on the right-hand axis. First ribtd the percentage error is
consistently smaller for maximum ice thickness compawéh ice volume and ice

surface extent.

We independently select a subset from the best-performipgrienents for each
diagnostic in order to assess the effect that diffepanameters sets could have on
GrIS modelling experiments for past and future ice-shealugon experiments. By
havingparametesetdpswhich represent different aspects of the geometry oittie
sheet some idea of the uncertainty in ice-sheet evolutian be obtained: for
example, future warming events. One possible way gxtsalsubset is to arbitrarily
choose an ensemble size, and then choose an equalrninothesach diagnostics’

skill score. Here we use an alternative methodology lwlselects the best
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performing experiments by identifying a step change in gradetite best ranked
experiments, as demonstrated in the insets of Fig. 8s rémoves any need for an
arbitrary choice and also excludes any experiments warelsignificantly worse but
selected because an equal number from each diagnostieqisred. Tvohree
experiments have been chosen according to ice volume tevofeur according to ice
surface extent error angvoene according to maximum ice thickness error. The
threewo experiments according to normalised root mean squeEedr for ice

thickness are the same as two selected for ice volumieone selected according to

ice surface extentThis providesixeight possible parametertseipswhich could be

used to model the GrlS more accurately in terms ofreiffieaspects of its geometry.

Figure 9 and Table 5 shows the six experiments selectedhamdcbrresponding

parameter values.
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Figure 10 shows how well thisixive chosen parameter seps compare for the
different diagnostic skill scores. A full unit ciecwould represent the experiment that
out-performs all other experiments for all diagnoskiél scores. Likewise, an empty

segment shows the experimembich performed worst of all experiments for that

Fig. 10a)feuroneout of thesixfive chosen parameter sets perform better than average

for all diagnostics(experiment 165)Those selected according to ice volume and

NRMSE for ice thickness perform significantly bettesritaverage for all diagnostics

1
2
3
4
5 | diagnostic. By comparing this measure of skill scorgvben all 250 experimenfsee
6
7
8
9

apart from maximum ice thickness (experiments 10 and 233) whuolse selected

10 | according to maximum ice thickness (experiments 67 and 24ymeslightly below

11 | or about average for the other diagnostitowevetr-one-experimentperformspoorly
12 | fer-maximum-ice-thickness{Figt0a) Finally the experiment selected according to

13 | ice surface extent (experiment 99) performs better themmage for all diagnostics

14 | excluding maximum ice thicknesdrigure 10b shows how well each chosen

15 | experiment compares with the other selected experime8tsvicusly,-Oene will
16 | perform the worst and one the best for each diagnostite experimemstchosen
17 | according to maximum ice thickness perfemerstpoorly for all other diagnostics,

18 | while those chosen according to ice voluarel NRMSE for ice thicknegserform

19 | worst for maximum ice thickness. Thee experimerd chosen according tonly ice

20 | surface extentisoperforns poorlywel for all other diagnostics while the one chosen

21 | according to ice surface extent and NRMSE ice thickmes$orms better than

22 | average for all diagnostics compared with the othex @xperimentsaximum—ice
23 | thickness-bubworse-foreeveolume

24
25 | Finally, the geometry of the GrIS is shown in Fig. ad dll sixfive tunedparameter

26 | sets ands compared with the Bamber observation (Fig. 11BhuAl- adequately
27 | represent the limited extent of the ice-sheet innthwth and westFig. 11b.d.e,fbut

28 | the shape of the ice-sheet in the interior is somewvdifferent. However, the

29 | experiments chosen according to maximum ice thicknegsl(l,q) overestimate the

30 | extent of the ice-sheet in the west and the northreptesent the maximum ice

31 | thickness in the interior adequately.
32
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6 Sensitivity of the Greenland ice-sheet to tuned parameter setsvaldes

under future warming scenarios

In order to assess how the results from tuning affgmreurbed GrIS climate from
pre-industrial, we investigate the evolution of the Gu&ler differing warming
scenarios. This work builds on the future warming expenis described in Lunt et
al. (2009). In that study, under otherwise pre-industrial boundangitions, CQ
concentrations were perturbed from pre-industrial (280 ppov00 ppmv and 560
ppmv using the GCM, HadCM3 (Gordon et al., 2000). Thewelations were run
for_a time integration of 400 model years. In addition, arfeitwarming experiment
where pre-industrial COis quadrupled to 1120 ppmv was performed. However, in
order to reach equilibrium a longer time integration (6Gleh years) was required
using a version of the GCM, HadCM3L, with a lower-resoh (2.5°x3.75°
compared with 1.25°x1.25° for HadCM3) ocean. The ice-gneeel set-up in Lunt

et al. (2009) usedHEHSMINT-3 but with ERA-40 reanalysis reference climatoldgy
precipitation. Anomaly coupling is used to force the-steet model offline. The
tuneable parameters are the same as the defaultble Tdut with a lapse rate at -
7°C kni*. We also use ERA-40 precipitation for the referengaatblogy but where
this work differs is the use of new near-surface anperature (modified Hanna
temperature) and bedrock/ice thickness (Bamber datasetetfatand of course the
tunedable parametersetsatues Figure 12 shows the resultant configuration of the
ice-sheet for the three warming scenarios. Figure l2asstie results from Lunt et

al. (2009) for comparison with the results using the optimm@edparametesetdps

The original methodology with a 400 ppmv climate resulta similar ice-sheet to
modern (reduced less than 2% of the modern ice-sheetdntrast, our results using
the sixfive optimal tuned parameter sets with the more recemdary conditions and
forcings (Fig. 12h3f) give highly different ice-sheet configurations under a gptv
climate. Although not completely collapsed, the 400 ppressiteets for Figure 12b
d-f-e are somewhat reduced in the north of the island, avitbduction in ice volume
compared with the modern day ice-sheet volume rangingeeet 20 t02341%.
However, the scenario in Fig. &2shows almost complete collapse at 400 ppmv with

a reduction in ice volume of28% while the scenario in Fig. 12g shows only a 5%

reduction in ice volumeThe main difference in parameter values between 12
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and the other four experiments is the atmospherie|egs which is at least 29Gn™
more negativiargerthan any of the other lapse rates chosen. Duringheet retreat

a more negativisigher lapse rate will act to warm the region further andseaonore
surface melt than ae$s negatiewer lapse rate via the ice-elevation feedback
mechanism. A warmer climate compared with pre-industeslults in increased
melting during summer months. In all cases a ‘tipping thaareached whereby the
ice-elevation feedback results in ablation increaseigtive to accumulation as the
ice-sheet lowers and the temperature increases. Thisveowm the case of Fig. &2

is re-enforced by havingfaghermore negativdapse rate value resulting in rapid loss
of the ice-sheet with only the highest eastern regafrthe island occupied by ice.

However, the other experiment selected according to maximanthickness (Fig.

12qg) shows almost no loss of mass under a 400 ppmyv clinddtbough the flow

enhancement factors are similar the lower PDD faciods less negative lapse rate

result in less melt and and no collapse of the icetshee

Under a 560 ppmv climate, the GrIS is markedly reduced cochpatie modern with
a reduction in ice-sheet volume ranging from 52G@28. This is not the case for the
set-up used in Lunt et al. (2009) where only 7% of ice masslest compared with

modern.

The further warming associated with quadrupling ;C€ncentrations results in
almost complete elimination of the GrIS in all cafless of ice volume ranging from
85 to 92%). This result agrees with Lunt et al. (2009), whieeeice-sheet is also
shown to almost completely disappear apart from iddansouthern tip of the island

and the high eastern regions.

For the standard EISMINT-3 setup, results indicate iacak threshold for GrIS
collapse somewhere between 560 ppmv and 1120 ppmv. Howdneernew
parameter—setups indicate a critical threshold for the GrlS becomingstable
somewhere between 400 and 560 ppmv in the majority of tglegtions. There is
also another possible threshold between pre-indusg&0d ppmv) and 400 ppmv
where ice is lost in the north for four out of thee-six simulationsand complete

collapse for one of the remaining two experiments
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Comparison can also be made with similar studies usifgrelt GCMs andor ice-
sheet models. For instance, Ridley et al. (2005) shoveedehsheet collapsed to 7%
of its original volume under a quadrupled £€imate. The extra ice mass in our
simulations (1 to 8% extra) can partly be accountedbyaihe ice present in southern
Greenland which is absent in Ridley et al. (2005). Thikedy due to the ice-albedo
feedback between climate and ice-sheet, which is inclidetieir simulations by
interactive coupling of the GCM to the ice-sheet modkiterestingly the study of
Mikolajewicz et al. (2007) shows that under a 560 ppmv climaieg a fully coupled
climate ice-sheet model the GrIS could result in sigaift melting in the long-term
(simulation only carried out for 600 years). Furthermaévdey et al. (2005) showed
that under a doubled GCclimate the GrIS would eventually almost completely

disappear.

7 Discussion and Conclusions

In this section we discuss the sources of uncertairthti@ missing processes in the

experimental design and the influence this has on thelusions drawnie-evaluate
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Firstly, several other temperature datasets over Gnegirdxist to force the Glimmer

ice—sheet model. A new parameterisation based on moite-date Automatic

Weather Station data, for instance, is now availalile a similar form to Eqg. (6) and

Eq. (7) (Fausto et al., 2009). However, we chose thel mpgrEoach to use original

temperature observations rather than a highly tuned pseasation. Furthermore,

datasets also exist in terms of satellite products.shtgllite datasets, temperature
data are available from the Advanced Very High ResaluRadiometer (AVHRR)
Polar Pathfinder (APP) from 1982 — 2004 which is collated twidayaat the local
solar times of 1400 and 0400. Although the data is initialha® km resolution it is

sub-sampled at 25 km pixels. The APP-x product includekwalisrface temperature

with the cloudy-sky surface temperatures calculated usmme@mpirical relationship

between clear-sky surface temperature, wind speed, d&ardzenith angle (daytime).

However, this only applies to surface temperatures &ea-ice and not land.

Therefore, temperatures over Greenland are based onlgatan from clear-sky

retrieval with temperatures in cloudy regions intergaatrom clear-sky areas.

Although useful for comparing with present day surface teatpees from climate

models, this dataset is not suitable to directly forcea-sheet model over Greenland

because a) the largest uncertainties are likely to y@ Greenland (Key, pers.

comm.), b) no associated orography exists which is usedbwmscale from the

resolution of the forcing data onto the high-resolutibnhe ice-sheet model. And c)

sensitivity studies using Glimmer indicate that the APRemperatures were

significantly too cold, in observed ice-free regions suclwestern Greenland, (by up

to 12°C in western Greenland compared with EISMINT-3 tentpexa which have at

least been derived from surface observation) to reprodueasonable modern day

ice-sheet without tuning ice-sheet model parameters bayocelrtainty ranges. This

could, in part, be due to the satellite recording iceaserfemperatures rather than air

temperature. Furthermore, clear-sky retrievals erames predominantly due to

uncertainties in cloud detection (Key et al., 1997) paditylduring the night. The

low temperatures, bright surface and high elevation makeote sensing over

Greenland particularly difficult in terms of accurateud detection.

Secondly, fin contraste-with many studies, we spin up the model from present day
initial conditions without taking the climate historyanaccount. Since the GrIS is

still affected by past climatic change this assumptiastnibe justified. The main
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method used to spin up the ice-sheet model over severdticlicycles has caveats of
its own. It uses a temperature forcing derived from a sSmealote core record and has
been used in several studies (e.g. Huybrechts and dee\W@&€E9; Ridley et al., 2005;
Vizcaino et al., 2008). However, uncertainty exists m fimctions used to derive a
reliable temperature record and subsequent accumulationdré@on an oxygen
isotopic record although new, more and sophisticated metre@dbeing developed
(Cuffey and Marshall, 2000;Lhomme et al., 2005). The effiéate flow processes on
deeper parts of ice cores also makes them somewhatabfeednd extending beyond
the last interglacial is somewhat unrealistic (Groatesal., 1993; Johnsen et al.,

1997). For these reasons we only initiite ice-sheet moddtom the present day

initial conditions which we can be certain are relatively accurate.

Thirdly, the process of basal sliding was not includedhim éxperimental design,

which has implications for the amount of ice mass$ thsamically. An increase in

the ice velocity, by incorporating the sliding velociseé€ Eqg. 2), would result in more

ice transferred from the accumulation zone to thetams zone and, therefore, reduce

the volume of the ice-sheet. Inclusion of this missingcess could result in lower

PDD factors than those obtained in the tuning exercissepted here. Indeed, the

study by Parizek and Alley (2004) showed an increase in SmSitivity to various

warming scenarios due to surface meltwater lubricatiofloaf. Recent modelling

developments have also investigated the potential po$gadbacks from including

basal sliding on the inland migration of fast-flowin@@eérs increasing the drawdown

of the ice-sheet interior (e.q. Price et al., 2008). CalyeGlimmer has a simplified

representation of basal sliding and the basal hydrologytth&more, there is no

representation of the sediment deformation. The pecesewof unconsolidated

sediments alters the hydrological system by incorporatiati water until saturation

is reached. This reduces the yield stress of the masabatantially and deformation

of the basal till by the overlying ice load inducing ogmcmotion. However studies

have mainly focussed on the local scale of ice stsaather than the continental scale

of ice-sheets (Tulaczyk et al., 2000; Sayag Baigerman, 2008

FourthlyCurrent- _currentice-sheet models lack higher-order physics, and although
able to simulate slow moving ice dynamics adequately, #reynot yet able to

represent the dynamics of fast-moving ice streams. Reverk has indicated that
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current net massloss from-ef-mass—fremthe GrIS is roughly equally partitioned

between surface mass balance changes and changes miah/(\zan den Broeke et
al., 2009). Development of ice-sheet models in thesasare currently being
researched with improvements to ice dynamics (e.g. oand Martinec, 2008;
Pattyn, 2003), and inclusion_ah accurate representation of the fast ice streams and
ice shelves (Pattyn et al., 2006; Schoof, 2006; Schoof, 20@¢gnRobservations of
glaciersien Greenland have documented rapid changes in marginahsegi the ice-
sheet with increased flow velocities observed on Jdiabs Glacier (Joughin et al.,
2004) and on other glaciers (e.g. Howat et al., 2007; Rigndt Kanagaratnam,
2006). The inclusion of these fast flowing ice streamese-sheet models could lead

to larger dynamical changes in the ice-sheet than clyrpredicted by models at

least on relatively short timescales of hundredseairsy. Incorporation of these fast

flow features in the ice-sheet model could also reisulbwer PDD factors from

tuning. Furthermore, if these dynamical changes arenmdriven then for long-term

future ice-sheet predictions, once the ice-streams @renger marine terminating,

the dynamical changes will cease.

It has also been shown that processes at the icamiarge a strong influence on the
surface extent of the ice-sheet but are poorly accodatedith a coarse grid of 20
km resolution. The use of energy-balance/snow pack md&&sSM) to predict
surface mass balance (e.g. Bougamont et al., 2007) as opgpdsedPDD approach
has been shown to give contrasting results underrae$ tCQ climate with the PDD
scheme significantly more sensitive to a warming clangéenerating runoff rates
almost twice as large compared with an EBSM. Howeseme aspects of these
results are not undisputed (Huybrechts 2009, pers. comnhg ablation zone on
Greenland varies from only-km wide along the southeast coast and up to-&60
wide along the southwest coastline atitkrefore requires a very high horizontal
resolution if ablation is not to be over or underest@dain the model (Van den
Broeke, 2008). Future development of the EBSM approach udingrayrid of 5-km
resolution could result in a marked improvement for madglhblation processes. It
would also be highly beneficial to downscale to a_ ikt resolution using a PDD
approach (e.g. Janssens and Huybrechts, 2000) and the highigasGreenland
DEMs now available (e.g. Bamber et al. 2001).
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An alternative to the finite difference modelling apmeb used here could be to

instead implement the finite element modelling methodis has the advantage that

the element size can be reduced in areas of high gtadidnncreased in areas of low

gradient. Furthermore, the model can conform to irregbtaundaries that are

awkward to model with rectangular elements used in thee fdifferences technigue.

Currently this methodology is used over smaller domaich s1$ individual glaciers

(e.q. Zwinger et al., 2007) or within flow line models of-gteets (e.q. Parizek,

2005).

Overcoming the abstraction required for large scalshe®et models, in order to keep

computing demands to a minimum while ensuring spatial vatialilithe sub-scale

level is captured, subgrid parameterisations for the ulmlon of

ablation/accumulation has been shown to be effediarshall and Clark, 1999:
Hebeler and Purves, 2008b).

We evaluate the sensitivity to boundary conditions andaténfiorcings in the context

of modelling the evolution of the GrIS under present dipady/-state conditions and

show the geometry and size of the ice-sheet is higngiBve to the initial condition

of bedrock and ice thickness. An ice-sheet volume 13.78&rldhan that produced

with the Letrequilly dataset results with the new amgroved Bamber dataset.

Overall, our study indicates that using the more recetdsds for forcings and

boundary conditions with the standard set of model pammérable 1) give a poorer

representation of the modern ice-sheet, with an icetshddeme 33% larger than

observation. The results further show that topograwiulyits inherent uncertainty has

a significant effect on ice-sheet geometry obtaineminfrlarge scale models of

considerable abstraction such as Glimmer. Therefdwe,use of more realistic

topography and climate data on an original resolution fei@nily higher than that

used in Glimmer may not be entirely suitable for currlemge scale ice-sheet

modelling.

Several parameters are not well-constrained in lacgle-sce-sheet modelling and can

influence ice-sheet volume and extent. We performeemsitivity/tuning study in

order to assess the importance of certain parametdiseompeometry and size of the

GrlS. The method of LHS was used in order to efficienthry more than one
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parameter at a time to obtain a best fit between nexblaehd observed geometry. The

maximum ice thickness and ice volume were shown to depeithe factors affecting

ice flow. In this case increasing the flow enhancenectibf makes the ice flow faster

which lowers the height of the ice dome. The iceamgafextent is predominantly

dependent on the PDD factors and the atmospheric tapseAlthough geothermal

flux can affect ice flow since it acts to melt thoe,i which is a prerequisite for basal

sliding, this had little effect on the simulations @mm@ed here because basal sliding

was switched off.

By selecting ‘best fit'’ experiments according to diéer skill score diagnostics a

range of parameter sets can be used for assessing tketaiurty in ice-sheet

modelling experiments by analysing the resultant geometiiég sets of parameters

that give the best fit to the present measured ice-siheesbmewhat different from the

standard set most commonly used by ice-sheet modelling studigsher PDD
factors than the standard (10.2 to 19.9 mMM@" for ¢; and 3.6 to 4.8 mmt°C™ for

as) are required in all cases in order to account for bbtation and calving processes

at the margin. The lack of basal sliding in these &tmns means that these higher

PDD factors are likely partially compensating for thissmg process. Furthermore,

less negative atmospheric lapse rates (five out ofitheuned parameter sets ranged

between -4.1 and -6.0°C Kinare generally needed to produce a good fit in terms of

volume by reducing the growth of the ice-sheet.

The parameters varied using LHS are strictly independeat mathematical sense.

However, it is possible that the values chosen could biswdar and opposite effects

on accurately predicting the present day GrlS geomekgr example, high PDD

factors in combination with low lapse rates could sateila good representation of

the GrlS. In our conclusions we do not attempt to mak®abilistic interpretation

of the results such that certain combinations are nikeby lthan others in producing

an accurate representation of the ice-sheet.

The optimal parameter sets chosen to best represemdbern day GrlS were used

to assess their effect on the evolution of the icefsheder future warming scenarios.

We obtained a different threshold for ice-sheet pska occurring somewhere

between 400 ppmv and 560 ppmv compared with previous work whichstadoge
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threshold between 560 and 1120 ppmv (Lunt et al., 2009) when usngathe

models. Differences in ice-sheet geometry and voluree akcur between the

optimal parameter sets. Although all ice-sheets meddtr present day showed

complete glaciation of Greenland, one particular paranmset (Table 5, experiment

67) showed complete collapse at 400 ppmv. We show under lpttalimates from

present day the evolution of the GrlS behaves differdotlthe parameter sets tuned

in the model. This work suggests that, if possible, tunimgotsses should be applied

to the GrIS under several different climatologies.c8inbservations are required for

comparison this is somewhat restrictive. However, gtasof alternative climates to

the present day could be the last deglaciation or éis¢ Glacial Maximum, for which

there exist some data on ice-sheet extent.

We have shown that future predictions of the GrlIS are yisgmhsitive to a number of

factors relating to the physical basis of the ice-sheedel. Current models neither

have a robust representation of the fast flowing pls®sesnor are the parameters

which influence the ice physics tightly constrainédk a result future development of

the ice-sheet model to improve the representatiorhedet processes may lead to
different _behaviour under warm climate conditioms—conclusion, Tthe lack of

higher-order physics, low resolutiorabsence of basal sliding and subglacial

hydrologyand highly parameterised surface balatevitably means that the tuning
presented here compensates for these absent processderito replicate as closely

as possible the present day GriS. a result, future predictions of the GrlS should be

aired with some caution in the context of these sei@s and deficiencies of the

ice-sheet model.
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Table 1. List of default parameters and physical cotstased in the model. Those

highlighted in bold are varied in the tuning experimentsgfoomplete set see Rultt et

al. (2009)).
Symbol Value Units Description
P 910 kg n* Density of ice
g 9.81 m§& Acceleration due to gravity
a 1.733x10 Pa’st Material constant for T* 263K
a 3.613x10" Pa’s? Material constant for T* < 263K
9 139x18 3 moft Activation energy for creep for B*
263K
0 sox 18 3 mott Activation energy for creep for T* <
263K
R 8.314 J metk™ Universal gas constant
a; 8 mm water d°C*  Positive degree day factor of ice
ds 3 mm water d°C*  Positive degree day factor of snow
Le -6.227 °C knit Atmospheric temperature lapse rate
n 3 - Flow law exponent
f 3 - Flow enhancement factor
G -0.05 W nt Uniform Geothermal heat flux
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Table 2. Summary of sensitivity experiments to changingqmédary condition/forcing

individually from that used in the EISMINT-3 exercisemore recent datasets.

Bedrock & ice thickness Precipitation Temperature
Bamber et al. (2001) EISMINT-3 EISMINT-3
EISMINT-3 Era-40 EISMINT-3
EISMINT-3 EISMINT-3 Hanna et al. (2005)
Bamber et al. (2001) Era-40 Hanna et al. (2005)
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Table 3. Summary of the relative difference between @odaboundary

condition/forcing and the EISMINT-3 datasets. Positwdues correspond to an
increase and negative values a decrease in ice volensefitace extent. Note when
all boundary conditions/forcings are updated the redathange almost equal the sum

of the individual changes.

Update bedrock  Update precip Update temp Update all

& ice elv.
Ice volume (%) +13.65 -0.04 +1.64 +16.92
Ice surface extent (%) +11.49 +2.07 +0.43 +14.08
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Table43. List of five parameters varied according to the rangesrahated from the

literature o; as, G andf are similar to those used in Ritz et al. (1997).

Parameter Minimum value Maximum value
Positive degree day factor for snow 3 5

(mm d*°C?

Positive degree day factor for ieg,(mm 8 20
d-loc—l)

Enhancement flow factoff, 1 5
Geothermal heat fluxG (x10° mwW m’) -61 -38

Near surface lapse ratg; (°C kmi*) -4.0 -8.2
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Table 5. Tuned parameter values for the five optimal exyaris chosen according to

diagnostic skill score.

G

. . Le ds a;

Diagnostic f CCkm?)  (20°mwWm?  (mmdeCl  (mmdCY
Ice vol. & NRMSE
ice thk
10 45838 -4.2047 -52.630 3.7243 19.878
233 4.8585 -4.0754 -46.667 4.2425 16.344
Surf. area
99 1.2838 -4.5334 -41.758 4.7844 18.710
Surf. area &
NRMSE ice thk
165 3.1036 -4.2456 -47.709 45763 19.455
Max. alt.
67 2.6165 -8.1157 -53.421 3.9951 13.502
240 2.5551 -6.0820 -59.070 3.6258 10.221
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to EISMINT-3, when they are all varied togethe@nd when they are linearly

combined. The EISMINT-3 experimentis—also—shown—for—comparison-and
observations derived from Bamber et al. (2001) and Letrgggtilal. (1991)are also

shown for comparisan
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Figure 2. (a) The ratio of the difference of ice thieks of Bamber dataset and ice
thickness of Letreguilly datasetn{#oerZietreguily Zietreguity) €Xpressed as a percentage.
The regions of largest relative difference occur arotimel margins with good
agreement between the datasets in the ice-sheet inte(io) The ratio of the
difference in initial bedrock topography of Bamber dataset @e topography of
Letreguilly expressed as a percentage. Again the lardéstedices occur around the
margins of Greenland and also in the central regionevtiex bedrock is below sea
level (c) The ratio of the difference in relaxed lwexk topography after the removal
The

resultant orography shows the relative difference atdba margins of up to 500%,

of ice and isostatic equilibrium has been reached espdeas a percentage.

with Bamber orography significantly higher.

53



© 00 N o o b~ W NPk

N NN R B R R R R R R R R
N B O © 0 N~ O 00 W N B O

2800
2400 i
2000

1600 [

Y (km)

1200 [=-.

800
= 0.25

v 0.1286
=]

|
0 400 800 1200 1600
X (km)

Figure 32. Change in precipitatiefin—n/y) over Greenland between EISMINT-3
(Ohmura and Reeh, 1991) and ERA-40 re-analysigala et al. 2005¢xpressed as a

ratio of EISMINT-3:ERA-40. Annual surface temperature (i@) °contours also
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shown.
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Figure 54. Sensitivity to different temperature forcings for tBdS. The net surface
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EISMINT-3 temperatures b) after 1 year of model timeed¢d with Hanna modified
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56



© 00 N o o B~ WN P

N NN R R R R R R R R R
N B O © 0 N~ O O M W N B O

8 10 12 14 16 18 20

o, (mm water d'ec™

050

0 3.7

023

* 1.0

L cC km )

o (mm water dtech

Figure 6. Distribution of 250 experiments produced by Latin-Hydse Sampling. In
three dimensions geothermal heat fl®,(PDD factor for snowo) and atmospheric
vertical lapse ratelL¢) are shown. In addition, for each experiment théHRactor
for ice (@) is shown in terms of the colour-scale and the enlmentflow factor 1)
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Figure 7. Sensitivity of three diagnostics describing thsponse of ice-sheet
geometry (volume, ice surface extent and maximum iakniess) to different values
of the enhancement flow factah),(the atmospheric lapse rates), the geothermal
heat flux G) and the ice ) and snow ¢ PDD factors for the calculation of
ablation. All values correspond to the end of the sinarlaat 50,000 years where

equilibrium is reached.
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diagnostic in order to see the change in gradient wleegly. Filled circles/diamonds

represent the optimal parameter sets for reproducing dkdenm day GrlS.
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Figure 11. Ice-sheet configurations for a) observed presgnGrlS (from Bamber et
al., 2001) and b) to f) configurations for thefive selected experiments shown in
Table4-5 and Figure 10 (experiment ID numbésfs, 67, 99, 165, 233 and 288,
233,78,181-23tespectively).
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Figure 12. Ice-sheetenfigurationsgeometryfor future warming scenarios (400
ppmv, 560 ppmv and 1120 ppmv gQor a) standard EISMINT-3 setup as shown in
Lunt et al. (2009) and b) to f) the selected parameterfs@in tuning (experimest
1b—nhumbers 10, 67, 99, 165, 233 and 240 respectigdly233,—+8,—181,—230
respectivel). See Tablé4 for the tuned parametesluessetscorresponding to these

particular experiments.
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