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Abstract. Analysis of the thermal regime of glaciers is cru- 1 Introduction
cial for glacier hazard assessment, especially in the context
of a changing climate. In particular, the transient thermal The thermal regime of glaciers needs to be modeled to study
regime of cold accumulation zones needs to be modeled. Ahe impact of climate change on ice flow and intraglacial or
modeling approach has therefore been developed to detesubglacial hydrology. Indeed, englacial temperatures control
mine this thermal regime using only near-surface boundaryice viscosity and basal sliding (Paterson, 1994). They also
conditions coming from meteorological observations. In theaffect the drainage system (Ryser et al., 2013; Gilbert et al.,
first step, a surface energy balance (SEB) model accounting012; Skidmore and Sharp, 1999). In addition, most glacier
for water percolation and radiation penetration in firn washazard studies require a thorough analysis of the thermal
applied to identify the main processes that control the sub+fegime of glaciers (Failletaz et al., 2011; Gilbert et al., 2012;
surface temperatures in cold firn. Results agree well withHuggel et al., 2004; Haeberli et al., 1989). Although several
subsurface temperatures measured at Col du Déme (4250 mathematical models have already been developed to sim-
above sea level (a.s.l.)), France. In the second step, a simpli+late energy transfer within glaciers (Wilson and Flowers,
fied model using only daily mean air temperature and poten2013; Aschwanden and Blatter, 2009; Zwinger and Moore,
tial solar radiation was developed. This model properly sim-2009; Lithi and Funk, 2001; Funk et al., 1994; Hutter, 1982),
ulates the spatial variability of surface melting and subsur-the boundary conditions of these models are often not phys-
face firn temperatures and was used to accurately reconstruigally based and not related to external meteorological data,
the deep borehole temperature profiles measured at Col donaking future transient simulations impossible. This is due
Dome. Results show that percolation and refreezing are efto the fact that applied integration time steps are generally
ficient processes for the transfer of energy from the surfacdonger than those of surface process timescales such as the
to underlying layers. However, they are not responsible forpercolation/refreezing of surface meltwater. In Wilson and
any higher energy uptake at the surface, which is exclusivelyFlowers (2013), volumetric heat flux due to meltwater re-
triggered by increasing energy flux from the atmosphere dudreezing is calculated using a degree-day model and released
to SEB changes when surface temperatures reach The in a given firn layer immediately below the surface. This
resulting enhanced energy uptake makes cold accumulatiothickness is however determined arbitrarily and thus depends
zones very vulnerable to air temperature rise. on the final result. Another approach, used by Zwinger and
Moore (2009), is the Wright Pmax model (Wright et al.,
2007). This model quantifies meltwater refreezing heat flux
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690 A. Gilbert et al.: Modeling near-surface firn temperature in a cold accumulation zone

on the basis of englacial temperature measurements in the ‘
active layer. Although this formulation gives good results I ‘ ‘ A
and can be used at an annual time step, it requires monthly N
englacial temperature measurements that are very rare. Eve
more importantly, it cannot be used for future simulations.
Furthermore, investigation of the spatial variability of melt- <o
water refreezing heat flux would require extensive temper- _
ature measurements, usually not available in the field. Others sl
studies are limited to steady state simulation and do not focus
on the relationship between climate and boundary conditions
(Aschwanden and Blatter, 2009; Hutter, 1982) or use only
time-dependent surface temperature changes imposed by th
Dirichlet condition (LUthi and Funk, 2001; Funk et al., 1993).
The aim of this study is to develop a model allowing long-
term past and future glacier thermal regime simulations by %
explicitly taking into account the main surface firn processes
such as meltwater percolation and refreezing. To achieverig. 1. Map of Col du Déme (Mt Blanc range, France) showing
this goal, we could have coupled a thermal regime modelhe locations of the automatic weather station (AWS; blue square),
to a sophisticated physically based snow model (e.g., CROdensity measurement sites (blue dots) and borehole drilling sites
CUS, Brun et al., 1989, 1992). However, this approach re-(stars).
quires a considerable amount of meteorological data at a
short timescale (hour), which is not appropriate for simu-
lations to be performed over several decades or centurie
This is why we decided to develop a simple surface tem-
perature model suitable for long-term thermal regime sim-

ulation based only on daily air temperatures and surface toan gutomatic weather station (AWS) located near the center
pography parameters. The study site and data are presentg the saddle (Fig. 1) ran continuously between 3 July and
in Sect. 2. Numerical models are described in Sect. 3 an®3 October 2012. The measurements were carried out within
results are shown and discussed in Sect. 4. Section 4 also e}ye surface boundary layer. Wind speed, air temperature, hu-
plores the spatia}l variability of surface and englacial.temper—midity, incident and reflected short-wave radiation and in-
atures and applies the model to an example involving deeRoming and outgoing long-wave radiation were recorded as
borehol_e temperature profiles. The Iagt section _presents OWalf-hourly means of measurements made every 10's (see Ta-
conclusions and some future perspectives for thiswork.  pje 1). Instantaneous values of surface position and wind di-
rection were collected every half hour. The Vaisala hygro-
thermometer was artificially ventilated in the daytime to pre-
vent measurement errors due to radiation.
2.1 Study site Five meters from the AWS, 16 thermistors (PT100) were
set up in the firn at depths of 0.11m, 0.24 m, 0.34 m, 0.44 m,
Col du Dome is located in the Mont Blanc area at an eleva-0.65m,1m,2m,3m,5m, 8m, 12m and 16 m and at heights
tion of 4250 m above sea level (a.s.l.). This is a cold accu-0f 0.15m, 0.30m, 0.45m and 0.60 m above the surface from
mulation zone (Vincent et al., 2007a) on a saddle with slopes3 July 2012 to 13 June 2013. The purpose of the sensors ini-
of various aspects (Fig. 1). Snow accumulation rates rangdially located in the air was to measure the subsurface tem-
from 0.5 mw.e. yr! (meters of water equivalent per year) to perature in the event of snow accumulation. Firn temperature
3.5mw.e.yr! over short distances (a few hundred meters)was recorded as half-hourly means of measurements made
and horizontal surface velocities do not exceed 10Myr every minute. Due to surface melting, the first three sensors
(Vincent et al., 2007b). The mass balance seems to have beeavere found at the same depth at the end of the melting period,
stable over the last one hundred years (Vincent et al., 2007b)naking the first 40 cm deep temperature measurements not
Mean firn temperature is about10°C (below the active reliable after September. Air and surface temperatures were
thermal layer) but has been significantly rising over the lastalso recorded at this location from 3 July 2012 to 13 June
20years due to a recent increase in regional air temperatur2013. The characteristics and specifications of all sensors are
and surface melting (Gilbert and Vincent, 2013). These tem-summarized in Table 1.
perature changes are spatially very variable and dependent
on local firn advection velocity, slope, aspect and basal heat
flux.
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3.2 Field measurements

2.2.1 Meteorological data and firn temperatures

2 Study site and data
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Table 1. List of different sensors of AWS with their specifications.

691

Quantityt Sensor type Sensor height (m)  Accuracy according
to manufacturer

Air temperature,°C Vaisala HMP155 — aspirated 15 +0.12°C

Relative humidity, % Vaisala HMP155 — aspirated 15 +1 % in [0—90 %)]
+1.7 % in [90-100 %)]

wind speed, ms~1 Young 05103 25 +03ms?

wind directiorf, deg Young 05103 25 +3 deg

Incident short-wave Kipp & Zonen CNR4 1.0 <5 % for daily sums

radiation, W nm2 0.3<1<2.8pum

Reflected short-wave radiation, Kipp & Zonen CNR4 1.0 <5 % for daily sums

wWm~—2 0.3<I<2.8pm

Incoming long-wave Kipp & Zonen CNR4 1.0 <10 % for daily sums

radiation, W n 2 4.5<1<42pum

Outgoing long-wave Kipp & Zonen CNR4 1.0 <10 % for daily sums

radiation, W nm2 45<1<42um

Snow surface level, cm Campbell Sci SR50 +1cm

Firn temperaturg °C PT100 (16 sensdts +0.05°C

Surface temperatu?eOC Campbell Sci IR 120 +0.2°C

Air temperaturd, °C PT100 — not aspirated 2.0 +0.05°C

Deep borehole temperatufs  YSI144031 and PT100 (site 3, +0.1°C

1999)

1 Quantities are recorded as half-hourly means of measurements made every 10 s except for wind direction and accumulation/ablation, which are
instantaneous values every 30 min.

2 Data measurements were interrupted from 12 July 2012 to 6 August 2012 and from 7 October 2012 to 12 October 2012

3 Measurement period was 3 July 2012 to 13 June 2013

4 Sensor depths are described in Sect. 2.2.1.

2.2.2 Deep borehole temperature profiles tion model with temperature and melting rate at the surface
as input data. This model is used successively with different
Englacial temperature measurements using a thermistohput data sets obtained first from the energy balance model
chain (see Table 1) were performed from surface to bedrockand then from a parameterized approach.

in seven boreholes drilled between 1994 and 2011 at three

different sites located between 4240 and 4300m a.s.I3.1 Model 1: surface energy balance

(Fig. 1). Ice thicknesses were 40, 126, and 103 m at sites 1, 2,

and 3, respectively (see Gilbert and Vincent (2013) for moreA Surface energy balance (SEB) model coupled to a one-
details). Site 1 was measured in January 1999 and MarcKimensional heat flow model was developed in order to de-

2012; site 2 in June 1994, April 2005 and March 2010; site stermine the energy fluxes within the firn during the measure-
in January 1999 and March 2012. ment period. When heat added by precipitation and penetra-

tion of solar radiation are neglected, the SEB equation can be
written as (fluxes directed toward the surface are considered
positive) (e.g., Oke, 1987)

On 27 September 2011, density profiles were measured down _ 2

to a depth of 4m at 14 different drilling locations at Col du K + # +LE+ 0 = Om (inWm™), @)
Déme using a manual auger device (Fig. 1, blue dots).

2.2.3 Near-surface densities

whereR is the radiative net balance (W'r%), H the turbu-
lent sensible heat flux (W), LE the turbulent latent heat
flux (W m—2), Q the energy flux within the firn (W rnf) and
Om the energy flux available for melting. The radiative heat
balance is calculated as

3 Modeling approach

Two distinct one-dimensional and spatially distributed mod-
els are useq to calcula_te the near-surface firn temperatureg — s, | +S, t +Ly | —o T4 (inWm™2), )
at Col du Déme. The first is used to calculate the firn sur-

face temperature and melting from a surface energy balancehere S, | is the incident short-wave radiatiosy, 1 the
model using the meteorological data recorded by the AWSreflected short-wave radiatiorl,,, | the incoming long-
The second is a heat flow model coupled to a water percolawave radiation and TS4 the outgoing long-wave radiation
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emitted by the surface (calculated using the modeledas a flux condition (Neumann) and we assume no heat flux
surface temperaturels and the black body law with at 16 m depth over the whole simulation period (125 days)
o0 =5.67x 1008Wm~2K~4, Essery and Etchevers, 2004). (zero-flux boundary condition). This assumption is supported
Turbulent fluxes are explicitly calculated using the bulk aero-by the fact that over such a short simulation period, basal
dynamic approach, including stability corrections of the sur-heat flux has no influence on the modeled temperatures above
face boundary layer (Essery and Etchevers, 2004). Scalar ant) m depth and consequently it does not have any influence
momentum roughness lengtbs are assumed to be equal. on our results. The time step is set to 5min (half-hourly
Sincezg has been tuned to match the variation of the internalmeteorological data are linearly interpolated for each time
energy variation (see Sect. 4.2), selecting a single valugfor step) and vertical resolution is 4cm. The heat equation is
or using distinct values for every roughness length (momen-solved using the Crank—Nicholson scheme. The heat capacity
tum, humidity and temperature) would have changed the valof ice is set to 2050 JK kg~ (Paterson, 1994). Densities
ues of the roughness parameters, but would not have changdtve been measured from 0 to 16 m depth into the borehole
the final results of our simulations. As a consequenge, drilled to install the thermistors. The heat conductivity is cal-
should be considered more as a tuning parameter than asalated from density data using the relation from Calonne et
true roughness length. Sensible and latent heat flux are cahkl. (2011). The initial temperature profile is taken to be simi-
culated from lar to the profile measured at the beginning of the simulation
(3 July 2012). Solar radiation penetration is accounted for as-
H = pairCpgy CrU1(T1 — Ts) ) suming that short-wave radiation exponentially decreases as
LE = LspairCnU1 (Q1- QsalTs, Ps)), (4)  afunction of depth (Colbeck, 1989):

wherepair and G, are the density (kg mf) and heat capac-

ity (JK~Lkg1) of air, respectivelyQsat (Ts, Ps) is the satu- £ 5w(@) = (Sw | —Sw 1) * exp(—z/9),
ration humidity at snow surface temperatdkeand pressure
Ps, Cy is a surface exchange coefficient abglis the latent
heat of sublimation (JKg'). 71, Q1 andU; are, respectively,
the air temperature (K), the specific humidity (kg®g and ! -
the wind speed (<) at levelz1(m) above the surface. The temperaturels exceeds GC,. Ts is sy_stema'ucally reset to
exchange coefficient is calculated as a function of the atmo9°C- @nd the temperature difference is used to calculate melt

spheric stability which is characterized by the bulk Richard-€N€rgy and the resulting volume of meltwater (Hoffman et
son number al., 2008). This amount of energy is then released into the

first underlying cold layer below the surface to simulate wa-
Rip = 1 ((Tl —T9 | Q1= OsalTs P5)>’ (5) ter percolation and refreezing. Irreducible water saturation
U? Ty O1t¢e/(1—e¢) (see Sect. 3.2) is taken into account in each model layer. In-
wheree is the ratio of molecular weights for water and dry dee@ Whep the water content within & modgl layer eXFGGdS
air and g the gravitational acceleration (M the irreducible water saturation, the remaining water is al-

Then we have the following (Louis, 1979): lowed to reac_h the neighboring underlying I_ayer: All param-
eters and variables of model 1 are summarized in Table 2.

(11)

where Fyy, is the radiative flux at depth ands (m) is the
characteristic length of penetration (m).
During the simulation, at every time step, if the surface

Ch = fnChn (6)
with 3.2 Model 2: coupled water percolation and heat
transfer model
71 2
Chn=Fkm (In <5)> (7 In this second model, Dirichlet conditions are assumed at the
fo= surface for temperature and the surface boundary condition

for percolation is treated as a water flux. Because the ver-
(14 10Rjp)~* Rip > O(stable  (8) tical resolution of the second model is coarser than that of
(1_ 10Ri, <1+10CHn}(—Rib)l/2)>_1 Rip < O(unstable (9)  the previous one (10cm instead of 4cm), we assume that
z the first surface layer is thick enough to absorb all the so-
fr= 1/4(@)1/2, (10) lar radiation. This assumption allows us to take into account
a the solar radiation penetration, which is here converted into a
whereChp is the neutral exchange coefficient for roughnesstemperature rise of the surface layer only. In this way, we add
lenghzp and fi, a correction factor for atmospheric stability. a temperaturdyaq (K) to 7s. Water is assumed to percolate
km is the Von Karman constant. through homogeneous snow. In this way we solve for water
The SEB model is coupled to a subsurface model to detersaturation in snow using gravity flow theory (Colbeck and
mine Q (Eg. 1). The one-dimensional heat equation is thereDavidson, 1973) adapted for dry and cold snow. All symbols
fore solved over a 16 m-deep temperature profile. The upused in the following equations (Egs. 12—20) are explained in
per surface boundary condition is determined by the SEBTable 3 together with their respective units and values when
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Table 2. Parameters and variables used in the SEB (model 1), with their respective values when available.

Symbol Values and units

Ice heat capacity cp 2050 Jkg k1

Air heat capacity cpair  1.005x 103 Jkg 1K1

Solar radiation characteristic length of penetration § 25x1072m

Ratio of molecular weights for water and dry air e 0.622

Snow conductivity k WK1im-1

Von Karman constant km 0.4

Latent heat of fusion L 3.34x 10° Jkg1

Latent heat of sublimation Ls 2.834x 108 kg1

Specific humidity at levetq 01 -

Saturation humidity Osat -

Air density pair  7.9x10 1kgm3

Firn density of kgm—3

Residual water saturation Sr 0.005

Firn temperature T K

Ice melting point To 273.15K

Air temperature at level; 1 K

Snow surface temperature Ts K

Wind speed at level; Uy ms1

Roughness length 20 4.0x1073m

Level of measurements above the surface Z1 1.5m

Liquid water content w kgm™3
available. We define the effective water saturatiéon S wherez is the depth (m)¢ the time (s),T the firn tempera-

S_g ture (K), ¢, the heat capacity of ice (JkgK 1), pf the firn
- L (12)  density (kgnT3), v, the vertical advection velocity (nTs),
1-5 k the thermal conductivity of firn (W mt K—1), Qjat the la-

ireducible water saturation that is permanently retained byof time and volume, m the mass of water that freezes per unit

: . . 3 ; o
capillary forces. IS < ; there is no water flow and § >S;, ~ volume (kgn7=) during the time incremend\: (s) andL
S* gravitationally advects and we have the latent heat of fusion (Jkg). Density variations due to

meltwater refreezing are neglected. Indeed, melting events at
such elevation are very rare (not exceeding 10 days per year)
and are always punctuated by snowfall events. These lead to
a very small density increase.

As proposed by lllangasekare et al. (1990), we impose
! v - ) thatm is only a fraction of the maximum water freezing
celeration due to gravity (nT$), u the viscosity of water (mmay allowed by the conservation of heat because in gen-

11 T .
(kgmts™), K the intrinsic snow permeability (fandR o ra'the time step used in modeling will be small compared
a negative source term coming from liquid water refreezingy (e velocity of freezing processes, so we define
(s1). Snow permeability is calculated as a function of firn '

S*

* *

EN .
+npwgpflKS*<”*1)a—Z =R(ins™Y), (13)

EN
=5 —

where @ is the porosity, n a constant set to 3.3 (Colbeck
and Davidson, 1973), the water density (kg m?), g ac-

densitypr and mean grain sizé (m) using the relationship w = S®ow (inkg m~3) (7)
from Shimizu (1970): mmax= prc,(To—T)/L (inkg m,3) (18)
K =0.077d° exp(—7.8p). ) | w < dr tpmmax (19)

B dl TfMmax, w > dt TfMmax, (20)

The heat advection/diffusion equation is solved and coupled
to the water saturation at each time step: wherew is the snow water content (kgTh), 7o the ice melt-

- - 5/ aT ing point (273.15K), dthe time step (s) and the freezing
picy <7 +vzi> -2 (ki) + Ot (inWm‘3) (15)  calibration constant '(31, n<lld).

9z 9z \ 9z The model is run in 30 min time steps. We assume a zero
mL : - flux boundary condition at 16 m depth over the entire sim-
=~ =R(Lpy®1—5p) (inwm=2), 16 y P

Qtat At (Low( ) ( ) (16) ulation period (125 days). Actually, this flux at 16 m is not
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Table 3. Parameters and variables used in the percolation and heat transport model (model 2), with their respective values when available.

Symbol Values and units

Latent heat of fusion 3.34x 10° kg1
Dynamic viscosity of water at @C 1.79x 10 3kgm1s1
Mass of refrozen water by unit of volume kg m-3

Maximum mass of water that can refreeze by unit of volumenmax kg m—3

Ice heat capacity cp Jkglk—1
Snow mean grain size d 1.0x103m
Acceleration due to gravity g 9.81ms?2
Snow intrinsic permeability K m?
Snow conductivity k WK 1m-1
L
o
m

Water flow constant n 3.3

Porosity o]

Latent heat source Ot Wm3

Firn density of kgm—3
Water density ow 1000 kg n13
Water source R st

Water saturation S

Effective water saturation N

Residual saturation Sy 0.005
Freezing calibration constant T 20x10°s71
Firn temperature T K

Ice melting point To 273.15K
Surface temperature correction Trad 2.0K

Firn advection velocity vz ms1
Water content w kgm—3

insignificant (approximately of 4.2 1001 Wm~2), but sen-  days and 69 clear sky days. Based on surface elevation mea-
sitivity tests performed with various constant fluxes at 16 msurements, we estimate that three snow falls occurred on 29
have shown that assuming a zero flux at 16 m does not chang&ugust (16 cm), 11 September (30cm) and 27-28 Septem-
the modeled temperature above 10 m depth. The initial tember (15 cm) (Fig. 3). Mean wind speed was 5.4Th,snainly
perature profile is taken to be similar to the profile measuredrom the southwest and west (> 50 %) with some strong wind
at the beginning of the measurement period (3 July 2012) an@vents from the northeast. Wind speed and wind direction
the density profile is set to the one measured on 3 July 2012were unavailable during two periods: 12 July to 6 August and
This density profile is assumed to be constant over the whol&—-12 October, representing 27 % of the whole measuring pe-
simulation period. The problem is solved numerically using riod (Fig. 2). Wind speed was therefore set to its mean value
the Elmer/ice finite element model (Gagliardini et al., 2013) during these periods for energy balance modeling. This ap-
based on the Elmer open-source multi-physics package (sg@oximation is supported by the fact that our simulated sur-
http://www.csc.filelmefor details) that will make it possible face temperatures during this period remain in good agree-
to work in three dimensions and perform thermo-mechanicaiment with measurements.

coupling easily in future studies. Vertical resolution varies

from 10 cm near the surface to 40cm at 16 m depth 4.2 Surface energy balance (mode| 1)

The calculated temperature and surface melt obtained from
the SEB model are reported in Fig. 3. Given that all meltwa-
4.1 Meteorological conditions in summer 2012 ter refreezes within the cold firn pack, energy is conserved
and the modeled energy input should match the energy con-
AWS half-hourly measurements from 3 July 2012 to 23 Oc-tent variation of the firn pack. For this purpose, the roughness
tober 2012 are reported in Fig. 2 for wind speed, incominglength for momentumy is tuned so that the measured firn
short- and long-wave radiation, relative humidity, air tem- internal energy matches the modeled energy input (Fig. 4)
perature and firn surface temperature. These measuremerfty every simulation. The energy balance is only adjusted
show 13 days of positive air temperature events, with thefor turbulent fluxes (viazp) given that the radiative fluxes
warmest event from 15 to 20 August. There were 42 cloudyare directly measured in the field and the main uncertainty

4 Results and discussion

The Cryosphere, 8, 689703 2014 www.the-cryosphere.net/8/689/2014/
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Measured snow thermal
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__ Modeled energy input Eb

Modeled snow thermal
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fied and agree fairly well with the surface height variation
measurements. The mismatch observed between cumulative
surface melt and surface height variations after 1 September
may be attributed to wind erosion and fresh snow settlement.
Modeled surface temperatures also agree wel=(0.87,

energy yariation
£ B

Fm RMSE=1.6K, bias=—-0.02K, n =5326 half hours) with
measured surface temperatures inferred from long-wave ra-
diation emissions (Fig. 3a), further supporting the ability of
the model to simulate surface melting efficiently. Fig. 3a, b
and ¢ compare measured (red line) and modeled surface tem-
peratures at 0, 11 and 24 cm depth, respectively, accounting
for solar radiation penetration (black line) or not (blue line).
When no melting occurs, the cold bias between measurement
and model is efficiently attenuated by taking into account so-
lar radiation penetration, showing that this effect cannot be
neglected at this high elevation cold site, like in cold firn in
Greenland (Kuipers Munneke et al., 2009).
, Figure 4a compares the integrated thermal energy of the
firn pack (red line) obtained from temperature measurements
, with the modeled energy inpukf, blue line) obtained from
the model and the modeled firn thermal energy. Firn thermal
energyEsim is calculated from

Energy (J m=2 )

€-8E,)/L

heat

251 Modeled firn water
content in model 2

Water content (kg m™2)
—_ n
(6] o
\ \

o
T

D

Efim = / ep(DprT)dz (in I, (21)
0

ANARYL G bl adh

July 15th Au1t Aug 15th  Sept 1st Sept15th  Oct 1st Oct 15th

Fig. 4. (a) Modeled cumulative energy input in firn from surface Where D(m) is the temperature measurement depth, which
energy balanceH}, blue line), measured and modeled firn thermal iS constant over the simulation period, i.e., 16 m at Col du
energyEsm (red and black lines, respectivelyp) Energy differ- Doéme. Figure 4a shows that energy is conserved except dur-
ence between the energy input calculated from the SEJ énd ing the second melting event. In this case, the energy input
firn thermal energy Kfirn) compared to modeled water content in calculated from the SEB exceeds the firn pack thermal en-
firn using model 2 (integrated on the vertical axis). ergy. Indeed, part of the energy transferred to the firn pack
from the surface is stored as latent heat because some firn lay-
ers have reached the melting point (Fig. 3e). Consequently,
comes from turbulent fluxes. The values of radiation pene-iquid water is stored in the firn (Fig. 4b, blue line). This en-
tration characteristic length and water residual saturation ergy is released when the water refreezes from 17 August to
Sy are chosen to minimize RMSE and bias between mod-6 September. This explains why the modeled energy input is
eled and measured surface and subsurface temperatures. \@ece again equal to the firn pack thermal energy several days
find § =0.025m that corresponds to the value reported byafter the melting event (Fig. 4a).
Brandt and Warren (1993) arsgd= 0.005, in good agreement  As illustrated in Fig. 4a, each melting event results in a
with the model 2 study, where water percolation is investi- large energy increase in firn. This means that the surface en-
gated in more detail (see Sect. 4.3). The corresponding valuergy balance is modified during these events. Figure 5 fo-
of zp that best matches the measured firn internal energy iguses on two consecutive days of melting (18 and 19 Au-
4.0 mm. This value is close to the expected value found in thegust). During these two days, we compare the energy flux of
literature at high-altitude cold sites like in Brock et al. (2006) two cases: (i) a virtual case for which the surface tempera-
or Wagnon et al. (2003), where roughness lengths have aliure can exceed and no melting can occur (dashed lines)
been chosen equal and also used as tuning parameters.  and (ii) the true case for which the surface temperature can-
The calculated hourly surface melt and corresponding cunot exceed OC and melting occurs. Note that case (i) is a
mulative melt are displayed in Fig. 3d together with the mea-virtual case where meteorological records have been consid-
sured distance between the surface and the SR50 ultrasourstled unchanged even though surface temperature is allowed
sensor expressed as a surface height change in mw.e. usingexceed OC. In reality, meteorological variables such as air
a constant surface density (set to 380 kgfinand corrected — temperature, air vapor pressure, etc. would be modified along
according to local air temperature. Two main melting eventswith the turbulent fluxes if surface temperature rises above
(25 July to 4 August, and 16 to 26 August) can be identi- 0°C. Nevertheless, we believe that this simple comparative
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Fig. 5. Energy fluxes during two consecutive days of melting (18 and 19 August). Comparison between two cases: (i) no phase change is
taken into account and firn temperature can artificially excedgl @ashed line); (i) melting is taken into account (lines and filled blue area).

approach is useful for qualitatively understanding the impact4.3 Subsurface temperature and water content
of melting on the SEB over cold surfaces. (model 2)
In the daytime, for case (i), the short-wave radiative bal-
ance is efficiently compensated by the other fluxes due t 3.1 Comparison with data
increasing surface temperature, implying on one hand an en-

hanced energy loss due to increased outgoing long-wave "Feasured subsurface temperatures during summer 2012 are

diation and on the other hand unstable conditions in the SUlshown in Fig. 3e. The influence of surface melting events is

face boundary layer, leading to negative values for SenSiblet:learly visible in the firn temperature data (Fig. 3e). Indeed,

heat frl]ux and a strg.ng. negI]atlveI Ia(tjent-heat ﬂu;](' FO; cafle (”)We observe a step change in the time evolution of firn temper-
net short-wave radiation largely dominates the other fluxes,, .« potween 2 and 5m deep on 25-27 July and 16—18 Au-
because surface temperature cannot excedd, @hereby

limiting heat loss th hl diati d maintai gust. These temperature increases at these dates are too sharp
Imiting heat loss through fong-wave radiation and maintain- 5, rapid to come from diffusive processes and are likely due

m% stable ct;)nldltlofr:s |nS|o|Ie tL]_e surface T)oundary Iayerftha{o additional energy supplied by refreezing meltwater. These
reduces turbulent fluxes. In this case, a large amount of €ng, e ations reveal two striking features: (i) water percolates

ergy is transferred to the fir. At night, energy fluxes remaininto cold firn until 4 to 5m deep and (ii) liquid water crosses
unchanged for both cases. Consequently, the energy uptak@. o4 firn without totally refreezing.

during melting events is due to the fact that surface temper-\, /1 5 | .ses the surface temperature and surface melt-

ature is maintained at @ by thermodynamic equilibrium ing flux calculated by the SEB model as input data. The

between the liquid and solid phases, only free parameters of the model are the percolation pa-

_Wg_ conclude that each meltmg event is associated ywth ?ameters that are not constraine! &nd rr) and the con-
significant energy transfer to the firn pack and the duration o stant temperature correctidhg of surface temperature ac-

the e\l;elnt there:?rr]e Pf1_as a Vir)(; st_rong Impact OWn'ttr?e tOtaItegéounting for heating due to solar radiation penetration. These
ergy balance ot the firn pack during summer. With eXpectet,, o neters were adjustedto=2.0x 10551, 5, =0.005
higher air temperatures, melting events will become more

f dih ilb ferred Hicientl and Trag = 2.0 K, respectively, to match the measured tem-
requentand the energy will be transterred more efficiently 0,0 o e at all depths (Fig. 6a—e). Figure 4b shows that the

the firn in the accumulation zones of glaciers. In our case, th?ﬁwodeled water content using model 2 agrees well with the
strong energy uptake during melting events is less due to meéxpected value based on the energy balance (see Sect. 4.1).
water percolation and refreezing than to an energy gain in th?—|owever, the value of, is one order of magnitude lower
SEB due to peculiar conditions of the lower atmosphere—firn, . | past published values, & 0.03 to 0.07) (Illangasekare

surfgcefcont.mglum trlggerﬁd _by ai’Odflrn sur}f_ace. Ir} other et al., 1990). We think that water does not percolate within
words, for similar atmospheric conditions, fir surfaces arey, . 014 fim in a uniform manner but more locally us-

abl)eotcotibsorla mo't[e' energy when tf|1§ §urfacr? temperatunfe |ﬁg small preferential pathways (Harrigton et al., 1996), ex-
at anwhen itis negative, explaining why warming o plaining why less water is retained by capillarity in this
cold accumulation zones of glaciers is more efficient WhenCase Higher values of, lead to more liquid water being

. r

melting conditions are encountered than when they are not. stored within the first meters of firn below the surface, which
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Fig. 6. Measured (red line) and modeled (blue and black lines) firn temperature at different @gpths, d) Modeled firn subsurface
temperature during summer 2012 using the energy balance model at a 30 min time slep (ine ina, b, ¢, d compared to modeled
temperature using the Lyon—Bron temperature at a daily timesgadlack line inc, d).

prevents water from percolating deep enough to explain thet.3.2 Simplified approach
observed firn temperatures. The freezing calibration constant
7 makes it possible to simulate water percolation in cold firn For numerical reasons, in order to use a daily time step, the
where only part of the liquid water refreezes between twovertical resolution has been reduced from a few centime-
time steps (30 min here). This parameter is well constraineders to about 50 cm. In addition, the previous percolation ap-
by our temperature measurements. Indeed, if the valae®f  proach is not meaningful at this space and timescale. For this
too high, the water will not manage to percolate through coldreason, we now use a constant percolation velocity. The value
firn and will not influence the temperature field deep enoughof 1.0x 10~ m s~1 provides the best agreement between the
compared to measurements. Conversely, if the valug isf  results obtained with this simplified approach and those with
too low, the firn temperature never reaché<tand the en-  the previous model using the Colbeck and Davidson formu-
ergy released by meltwater refreezing is distributed over todation (Fig. 6). All other parameters remained unchanged.
large a thickness. The value Bif,g shows that it is not pos- In this way, the boundary conditions are now parameter-
sible to simulate subsurface temperature in snow from surized using the daily mean and maximum air temperatures.
face temperature measurements only, because solar radiati@nmily surface temperature is assumed to vary in the same way
partly penetrates into the firnpack. Using a constant correcas daily mean air temperature. This is confirmed by one year
tion on 75 seems to give satisfactory results. of hourly simultaneous measurements of surface (infra-red
From these results, we can conclude that our subsurfaceamera) and air temperature at this site (Fig. 7). From these
firn temperature model is able to reproduce the water conmeasurements, the mean difference between daily mean air
tent and the subsurface temperature field accurately (Figs. 4and surface temperature is estimated at 3.4K (Fig. 7). In
and 7). However, this model cannot be applied for simu-order to take into account the enhanced energy uptake dur-
lations over several decades or centuries because the haihg melting events, melting is assumed to occur when daily
hourly data it requires are not available over such long peri-maximum air temperature reacheé@ The daily surface

ods. Consequently, a simplified approach has been developagelt flux is calculated using the following degree-day model
with boundary conditions parameterized using daily air tem-(Hock, 1999):
perature data.

(Tmax— To)a, Tmax> To
0, Tmax < To

M= (inmw.ed™?), (22
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Fig. 8. Incoming potential solar radiation at Col du Dédme (color

where M is the daily amount oflsurface melt (m W-g-]q’ scale). Numbers and blue dots indicate the locations of sites where
a the melt factor (mw.e.d* K1), Tp the melting point density measurements were performed. Red stars indicate the loca-
(273.15 K) andinax the daily maximum air temperature. tions of sites where snow accumulation has been monitored since

Air temperature data from Lyon—Bron meteorological sta- 2010. Black square is the location of the AWS.
tion located~200km west of the studied site were se-
lected given that it is one of the longest meteorological se-
ries in this region (Gilbert et al., 2012). Comparison betweening in the firn. This anomaly was quantified in every section
Lyon—Bron air temperature and on-site surface temperatur@f the firn core by comparing the measured density with a
at daily time steps between 3 July 2012 and 13 June 20180mputed density obtained from an empirical firn densifica-
leads to an altitudinal gradient between Lyon air tempera-tion model (Herron and Langway, 1980) (Fig. 9, blue line).
ture and Col du Déme surface firn surface temperature ofSilbert et al. (2010) successfully applied this method to a
—5.94x 103K m~1. The altitudinal gradient varies signif- high-altitude site in the Andes to quantify local melting. Un-
icantly between summer and winter%.6x 10 3Km~1 in certainty in melt quantification (error bars in Fig. 11) was
winter and—6.5x 103K m~1 in summer). As shown pre- computed considering uncertainty from mass, length and cir-
viously, solar radiation penetration cannot be neglected te-umference measurements of each core section. This Col du
model firn temperature. As a consequence, the altitudinaPOme site has been monitored for snow accumulation since
gradient selected (or tuned) to reconstruct surface temperal994 using a well-distributed stake network (Vincent et al.,
ture explicitly includes this effect. The constant mean value2007b) that provides a good assessment of the spatial vari-
of —=5.9x 103K m~—1 allows us to match modeled and mea- ability of snow accumulation at Col du Déme. In this way,
sured subsurface temperatures. The melt factor is adjuste@e were able to extrapolate spatially the snow accumulation
to simulate the total melt calculated from the SEB during monitored since 2010 in the vicinity of the measured density
summer 2012 (3 July 2012—23 October 2012) and set tdProfiles (Fig. 8, red stars). Knowing the accumulation rate,
3.3x 10*mw.e.d"1K~1. Calculated firn temperatures us- We were then able to date every density profile accurately
ing this simplified approach agree well with in situ measure- (Fig. 9, dashed lines). Only the density anomaly above the
ments (Fig. 6¢, d, f) and properly account for the step changdiorizon identified on 28 October 2010 has been considered
observed during melting events. This reveals that the simhere to make sure that we only take into account the refreez-
ple model using daily temperature data from a remote staing meltwater of summer 2011. The quantified melt at each
tion provides satisfactory results and can be used to simulatgite is plotted in Fig. 10 as a function of the mean annual in-
long-term firn subsurface temperature variations in a cold accoming potential solar radiation (PSR) of the corresponding

cumulation zone. site, taking into account the shading effect of the surrounding
relief and atmospheric transmissivity (Fig. 8). Atmospheric
4.4 Spatial variability of melting and subsurface transmissivity was determined by comparison of measured
temperature short-wave radiation during clear sky conditions with calcu-
lated theoretical potential solar radiation and set to 0.78.
4.4.1 Melting spatial variability Although uncertainties related to these measurements are

high, we observe a good correlation between PSR and sur-
In order to quantify melting spatial variability, 14 4 m-deep face melt (Fig. 10). Between 27 June and 26 October 2011,
density profiles were measured in the field on 27 Septembethe AWS ran continuously, allowing us to run the SEB model
2011 (Figs. 8 and 9). The amount of meltwater was quanti-over the whole summer of 2011 and in turn quantify the cor-
fied using the density anomaly related to meltwater refreezresponding on-site melt values. Results agree well with the
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Fig. 9. Density profiles (red line) measured on 27 September 2011. Dashed lines correspond to different surface horizons identified at
different dates. Blue lines are reference density profiles determined using the empirical model proposed by Herron and Langway (1980).

melt values obtained from the density anomaly method atship (Fig. 10):

site 8, 5m from the AWS. In order to model surface melt

over the whole domain using the SEB model, the measuredPsr= 3.3 x 107% x PSR —8.23x 10°°

incoming short-wave radiation at AWS is varied artificially x PSR+5.62 x 1074 (24)

according to PSR before re-running the SEB model. In this

way we obtain a relationship between surface melt and PSRn this way, this relationship can be applied to calculate the

for summer 2011 from the SEB model. A quadratic func- surface melt and the firn temperature can be calculated us-

tion provides a reasonable fit for the melt—-PSR relationshiping the above-described simplified model for the whole area.

(Fig. 10). The non-linearity can be explained by the fact thatHowever, this relationship is not likely to be transferable to

increasing short-wave radiation enhances the frequency ananother site. Indeed, melt factors depend on site characteris-

the duration of melting events, which in turn shifts the energytics that influence the surface energy balance such as mean

balance towards positive values (see Sect. 4.1). albedo, wind speed, humidity and surface roughness. Thus,
In order to take into account the effect of PSR on thethe relationship between melt factor and PSR needs to be re-

melting intensity in the degree-day formulation, we revise calibrated for every studied site.

Eqg. (22). PSR is now taken into account in Eq. (23) proposed

by Hock (1999) and melt is calculated by 4.5  Application of the simplified model at
multi-decennial scale to reconstruct deep borehole

temperature profiles

M= (23)

The locations of borehole sites 1, 2 and 3 are indicated on the
(inmw.e.d™, map in Fig. 1 and their respective annual PSR values are as-

sessed at 220, 220 and 192 WnOur simplified 1-D model

(model 2 using daily temperatures from Lyon—Bron station
whereapsris the melt factor as a function of PSR. and topographic parameters) was applied to the three sites

Using daily maximum air temperature inferred from and run over the period 1907-2012. The vertical advection

Lyon—Bron daily maximum air temperature (using the sameprofile is calculated from the measured surface advection ve-
gradient as the one obtained between Lyon—Bron air temiocity and assumed to vary linearly with depth (Gilbert and
perature and Col du Déme surface temperatures in 2012—13)incent, 2013). Basal heat flux is set to 30~ 3Wm—2
and melt calculated using SEB in summer 2011, we calculatdor sites 1 and 2 and set to 3010~3W m~2 for site 3 ac-
apsrfor different PSR values. We found a quadratic relation- cording to measured basal temperature gradients. The basal

(Tmax— To)apsr(x, y), Tmax> To
0, Tmax < To
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ing the surface energy balance model (red dashed line). Correspond
ing melt factor values in the degree-day model (Eq. 24) are plotted _95-
in blue.

heat flux is specified at 150 m depth in the bedrock because
it can be considered to be approximately constant at this
depth for the timescale of the simulation. The comparison
with simulations using a basal heat flux specified at 800 m
depth shows that this assumption only influences modeled
glacier temperatures below 100 m depth and with a tem-
perature difference that does not exceed 0.2K. The ther-
mal properties of the rock (gneiss and granite) are taken
from Luthi and Funk (2001) with a thermal conductivity of
3.2WmK1m™1, a heat capacity of 7.5 10°Jkg K1 Fig. 11.Measured (dashed lines and dots) and modeled (solid lines)
and a density of 2.& 10°kgm~3. The initial temperature temperature profiles at the three drilling sites (site red, site
profile in 1907 is calculated as a steady state temperature prd-= Plack, site 3=green) for different dates. The blue dashed line
file. Constant surface steady state temperature for each site f$ 1€ temperature profile modeled at site 3 in 1999 and 2012 for a
given by Gilbert and Vincent (2013). melt factor setto 1.6 10~ *mw.e.d™~K™+.

For each site, the altitudinal temperature gradient is ad-
justed to match obgerved borer;ole temperaturgs. Welfounﬂuodeled temperature in good agreement with measurements
values of 5.95¢1077, 5.70x 107 and 5.83x 10 °Km"~ for sites 1 and 2 but also to an englacial warming overes-

for sites 1, 2 and 3 respectively. The respective melt fac+imation of about 0.5C for site 3, which is acceptable for
tors for sites 1, 2 and 3 are derived from PSR values (220yhermg regime simulation at the glacier scale. This over-

220 and 1924W m?) anfl eqlual to 3.5 10°%, 3.5% 1(?4’ estimation at site 3 could be corrected by the use of melt-
and 2.0x 10" mw.e.d” K_‘ . The results plotted in Fig. 11 ing factor values of 1.& 104mw.e.dK-! instead of
show that tempera_tture dlffe_rences bgtween the three borez_ox 10~4mw. e.d1 K~ (Fig. 11, blue dashed line).

holes can be explained by differences in both surface melt (in

agreement with PSR differences) and vertical advection ve-

locities. As already seen, PSR has a strong influence on fir  Conclusions

temperature of a cold glacier mainly through surface melt

and must be accounted for to simulate the thermal regimélo simulate the transient thermal regime of a cold glacier,
of cold glaciers. Indeed, site 2 experiences higher surfaceve developed a model based on a surface energy balance and
melting rates than site 3, leading to a stronger firn tem-water percolation parameterization. The results agree well
perature rise over the first decade of this century. Differ-with in situ firn temperature measurements for summer 2012.
ences between the two sites are amplified by stronger ver- Our energy balance study highlights the impact of the
tical advection velocities at site 2. The use of the melt fac-duration of melting events on cold firn temperature. Once
tor specified on the basis of the PSR relationship leads tdhe surface temperature reacheSCOin summer, cold
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accumulation zones become extremely sensitive to climate As the climate is expected to change in the future (IPCC,
change. Indeed, when surface temperature reach@ste  2007), cold glacier temperatures will be modified. The re-
sum of the radiative and turbulent fluxes shifts towards moresponse of subsurface firn temperature to air temperature rise
positive values, which means that more energy is transferreavill be largely amplified by an increase in the duration and
to underlying layers through water percolating and then re-frequency of melt events. This will lead to strong changes
freezing within cold layers. Consequently, air temperaturein ice temperature fields. Coupling our surface model with a
rise has a very strong impact on temperature profiles in coldhermo-mechanical model will make it possible to study the
glaciers by increasing the frequency and duration of meltingtransient response of cold glaciers to climate change and in-
events at high elevations. Note that water percolation and revestigate glacier hazards related to thermal regime changes,
freezing are very efficient processes for energy transfer fronsuch as cold hanging glacier stability.

the surface to subsurface firn layers; however, they are not

responsible for a higher energy uptake at the surface, which

is mainly due to the fact that surface temperature is limited toAcknowledgementsThis study was funded by the AQWA Euro-
0°C. Our study also highlights the influence of solar radia- pean program (212250). We are grateful to G. Picard for providing
tion penetration on firn temperature. Indeed, using measurethe SEB code and we thank Metéo-France for providing Lyon—
surface temperature as a Dirichlet condition amounts to neBron air temperature data. We thank H. Blatter and R. H. Giesen
glecting radiation penetration, which leads to significant un-for helpful comments and suggestions, and we are grateful to
derestimation of sub-surface temperature. H. Harder, who revised the English of this manuscript.

To perform numerical simulations over several centuries,
instead of applying a sophisticated surface energy balanc
requiring an excessive amount of data, we also developed
simplified approach based only on daily air temperature anc
topography. Results from this simplified approach agree wel
with in situ firn temperature measurements and with results
coming from SEB modeling. In addition, if the melt factor is
known, this simplified model allows us to reconstruct deep
borehole temperature profiles that agree well with measure-
ments.
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