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Abstract. Spring melt is a significant feature of high latitude
snowmelt dominated drainage basins influencing hydrolog-
ical and ecological processes such as snowmelt runoff and
green-up. Melt duration, defined as the transition period from
snowmelt onset until the end of the melt refreeze, is charac-
terized by high diurnal amplitude variations (DAV) where the
snowpack is melting during the day and refreezing at night,
after which the snowpack melts constantly until depletion.
Determining trends for this critical period is necessary for
understanding how the Arctic is changing with rising tem-
peratures and provides a baseline from which to assess future
change. To study this dynamic period, brightness tempera-
ture (Tb) data from the Special Sensor Microwave Imager
(SSM/I) 37 V-GHz frequency from 1988 to 2010 were used
to assess snowmelt timing trends for the Yukon River basin,
Alaska/Canada. AnnualTb and DAV for 1434 Equal-Area
Scalable Earth (EASE)-Grid pixels (25 km resolution) were
processed to determine melt onset and melt refreeze dates
from Tb and DAV thresholds previously established in the
region. Temporal and spatial trends in the timing of melt on-
set and melt refreeze, and the duration of melt were analyzed
for the 13 sub-basins of the Yukon River basin with three dif-
ferent time interval approaches. Results show a lengthening
of the melt period for the majority of the sub-basins with a
significant trend toward later end of melt refreeze after which
the snowpack melts day and night leading to snow clearance,
peak discharge, and green-up. Earlier melt onset trends were
also found in the higher elevations and northernmost sub-
basins (Porcupine, Chandalar, and Koyukuk rivers). Latitude
and elevation displayed the dominant controls on melt timing
variability and spring solar flux was highly correlated with
melt timing in middle (∼ 600–1600 m) elevations.

1 Introduction

Arctic air temperature has increased at roughly double the
global rate for the past several decades with more recent
warming appearing strongest in winter and spring, critical
seasons for snow accumulation and melt, ice breakup, and
first leaf/bloom (IPCC, 2007; Schwartz et al., 2006; Kittel
et al., 2011). Higher latitudes are especially sensitive to cli-
matic change due to various positive feedbacks such as from
snow-albedo and sea ice interactions resulting in Arctic am-
plification (Kittel et al., 2011; Overland et al., 2011). Climate
models project increases in average air temperatures of 3◦C
for the Arctic by 2040, increases in precipitation in mid to
high latitudes leading to overall deeper arctic snow cover, and
increases in snowmelt and runoff for cold regions (Adam et
al., 2009). The Arctic snowpack integrates effects of changes
over several months, so predicted impacts of climate change
are most strongly expressed, resulting in predictions of the
strongest shifts to the hydrological cycle in the early spring
melt period (Nijssen et al., 2001). For instance, Regonda et
al. (2004) found shifts (advancing) in the timing of stream-
flow for snowmelt-dominated basins in the western United
States over 50 yr, as well as a decrease in snow water equiv-
alent and increase in the fraction of precipitation as rain in-
stead of snow. These trends reflect increases in spring tem-
peratures, and increases in winter temperatures and precipi-
tation leading to diminished snowpack (Mote, 2003).

It is hypothesized that such shifts/increases will be re-
flected in the timing of snowmelt onset and the end of the
melt refreeze, between which is a transitional period defined
here as the “melt duration period” where the snowpack is
melting during the day and refreezing at night as detected by
passive microwave sensors highly sensitive to the presence
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of liquid water. The timing of this high diurnal variation pe-
riod of melt refreeze (when the snow is fully saturated and
the snowpack isothermal) affects the progression of meltwa-
ter through a basin, as its timing is closely followed by the
snow off date (which is usually a few days to weeks later
depending on maximum snow accumulation), freshet timing,
and peak snowmelt runoff, and is closely linked to green-up
and growing season start (Cayan et al., 2001; Schwartz et
al., 2006; Wang et al., 2011). Further, shifts in the timing of
melt refreeze and freeze-thaw processes may have nonlinear
effects on ecosystems once thresholds are surpassed (Kittel
et al., 2011). Some shifts are already being identified such
as spring snowmelt in northern Alaska advancing since the
1960s due to warmer temperatures and diminished snowfall,
of importance to the surface radiation budget due to the re-
sulting changes in albedo (Stone et al., 2002).

Further, for high latitude drainage basins, snowmelt on-
set, peak runoff, and associated flooding are the most im-
portant and significant hydrologic events each year (Kane,
1997; Rouse et al., 1997; Yang et al., 2009). Melt timing
has a critical influence on the annual hydrological cycle: de-
pending on the prevailing temperature patterns, the snowmelt
period may be longer, snow gradually depleted, and runoff
spread out with earlier melt, or snowmelt may be rapid, syn-
chronous, and peak runoff high with delayed melt onset (Woo
and Thorne, 2006). Thus changes in snowmelt timing and
streamflow seasonality impact the availability of water re-
sources in snowmelt-dominated basins, affecting populations
that rely on seasonal snowpacks for their water supply (Bar-
nett et al., 2005). Snowmelt timing and related runoff may
also affect and be affected by wildfire occurrence whose
frequency, intensity, and associated landscape changes are
altered by the changing climate (Westerling et al., 2006;
Shakesby and Doerr, 2006).

Assessment of melt timing trends provides evidence for
changes in snowmelt and associated runoff, which may be in-
dicative of hydrologic shifts (Serreze et al., 2000; Yang et al.,
2002, 2009). Snowmelt trends for the pan-Arctic as detected
by microwave brightness temperatures (Tb) from the Scan-
ning Multichannel Microwave Radiometer (SMMR) and the
Special Sensor Microwave Imager (SSM/I) have been pre-
viously assessed for 1979–2008 (Tedesco et al., 2009). The
melt onset and melt end dates were found to have signifi-
cant negative trends with melt starting 0.5 d yr−1 earlier and
ending 1 d yr−1 earlier over the past 30 yr, thus showing a
shortened melt season of 0.6 d yr−1 (Tedesco et al., 2009).
Melt onset and snow-off dates for the pan-Arctic were also
detected from enhanced resolution SeaWinds scatterometer
QuikSCAT data from 2000–2005 using a melt algorithm
that identifies multiple melt events, their duration and inten-
sity, and comparing the differences between daily time se-
ries radar data and the previous five day average (Wang et
al., 2008). Results from the QuikSCAT melt detection re-
vealed that melt onset occurred in the middle to the end of
March for boreal forest areas, increased with latitude, and

was later over high elevation areas and for years with a cold
spring season. Melt end dates were later over lake-rich ar-
eas and had more interannual variability than onset dates,
while melt duration was longer for areas with deeper snow
cover (Wang et al., 2008). An integrated pan-Arctic melt on-
set date dataset from active and passive microwave satel-
lites further elucidated melt progression over various land
types and determined that elevation, tree fraction and lati-
tude largely explained mean melt onset date in the terrestrial
Arctic (Wang et al., 2011). Additionally, thaw transitions and
timing of spring thaw across Canada and Alaska determined
from daily radar backscatter (QuikSCAT) agreed well with
river discharge increases illustrating the hydrological signif-
icance of this critical period (Rawlins et al., 2005).

Here we investigate spatial and temporal trends in date of
snowmelt onset and end of melt refreeze, as well as dura-
tion of melt, detected utilizing passive microwaveTb data
from the SSM/I. The analysis focuses on the Yukon River
basin (YRB) for the years of record 1988 to 2010. The YRB
is one of the largest basins in North America, stretching
from northwestern Canada to the Bering Sea through Alaska
and drains 853 300 km2 crossing from northwestern Canada
through central Alaska, covering several ecoregions, and dis-
charging an annual mean discharge of 6400 m3 s−1 of water
and 60 million tons of sediment at its mouth to the Bering
Sea annually (Brabets et al., 2000). Most of the 13 sub-
basins of the Yukon can be characterized by a subarctic nival
regime with snowmelt driving runoff, but some have signifi-
cant glacier runoff, particularly the White and Tanana River
basins (Brabets et al., 2000; Woo et al., 2008).

Given the rising temperature trends and projections for this
area, the basin is vulnerable to permafrost degradation, mak-
ing it ideal for studying its sensitivity to warming tempera-
tures (Walvoord and Striegl, 2007). For the YRB, modeling
studies suggest earlier snowmelt timing of longer duration,
diminished snow cover extent, and increased runoff and ero-
sion due to permafrost thawing (Walvoord and Striegl, 2007;
Hay and McCabe, 2010). A water balance model forced with
IPCC climate simulations to project potential hydrological
responses to climate change in the YRB for the 21st century
indicate increased runoff (largest for May to July), later snow
accumulation start, and earlier snowmelt start with the largest
temperature changes in the winter (Hay and McCabe, 2010).

This study, focusing on one river basin (Fig. 1), as opposed
to previous pan-Arctic studies, provides a more detailed re-
gional investigation of the trends and governing factors of the
changes in melt duration in spring. It is hypothesized that the
most significant differences will occur among basins based
on their latitude and range of elevation, since temperature
varies with elevation which effects melt (Bell and Moore,
1999). The analysis will focus on sub-basins and elevation
classes of 200 m intervals (based on average elevation of each
pixel) within each sub-basin.

Elevation was found to relate to snowmelt for the
Sierra Nevada where 1500 to 2100 m elevations contributed
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Fig. 1. Map overview of Yukon River basin (upper left) and 30 arc second digital elevation model (DEM) showing the range of elevations
throughout the basin with the 13 sub-basins outlined and labeled. DEM created from GTOPO30 data from USGS EROS Data Center (Long
and Brabets, 2002).

10–15 % of snowmelt, 2100 to 3000 m elevations 40–60 %,
and areas above 3000 m 30–40 % with each higher band of
elevation melting out 2 to 3 weeks later than the band be-
low (Rice et al., 2011). Further evidence of elevation depen-
dency is seen in earlier shifts in the timing of peak streamflow
that vary by elevation in the western United States with the
strongest trends at elevations less than 2500 m (Regonda et
al., 2004), in earlier spring pulse onset dates found in lower
elevation basins, and in strong trends toward earlier flows
(advances in hydrograph center of mass) for middle eleva-
tion gauges in western North America (Stewart et al., 2005).
It can also be seen in the declining trends in April 1 snow
water equivalent (SWE) in the Pacific Northwest that are el-
evation dependent (Mote, 2003, 2006; Mote et al., 2005).
The fraction of precipitation accumulation from snow (snow-
fall equivalent/precipitation, SFE/P) has declined across the
Pacific Northwest with the largest trends near the elevation
of the climatological freezing level (near 1000 m), coincid-
ing with increasing trends in positive degree days for low
elevation mountains (Abatzoglou, 2011). Correlations of at-
mospheric circulation patterns (climate indices as proxies)
with SWE have also been found to be dependent on elevation
(Mote, 2006), and the influence of the Pacific-North Amer-
ican pattern on the SFE/P is a nonlinear function of eleva-
tion (Abatzoglou, 2011). These studies suggest the relation-
ship between elevation and temperature is reflected in vari-
ous snow related parameters and are expected to be revealed
in the snowmelt timing parameters investigated here.

2 Data and methods

Melting snow is detectable by passive microwave sensors
because the presence of liquid water within a snowpack in-
creases its emissivity, thus increasingTb, which is a function
of the surface temperature (Ts) and emissivity (ε) of the ma-
terial (Tb ∼ εTs). Therefore there is a significant difference
in Tb between wet (emits close to that of a blackbody) and
dry snow (Chang et al., 1975; Ulaby et al., 1986). Wet snow
grains result in an increase in loss tangent (quantification of
dissipation of electromagnetic energy of a dielectric mate-
rial) and thus a scattering albedo of near zero and emissivity
near unity, which explains the rapid increase inTb for melt-
ing snow (Chang et al., 1976). Higher frequency wavelengths
are sensitive to the shallow depths of snowpack while lower
frequencies can penetrate deeper. Here the 37 GHz vertically
polarized wavelength is used due to its high sensitivity to liq-
uid water in the snowpack (Ramage et al., 2006). Previous
studies have shown snow cover distribution and snowmelt
timing are adequately measured by passive microwave sen-
sors daily, in all weather conditions (Hall et al., 1991; Mote
et al., 1993; Drobot and Anderson, 2001; Ramage and Isacks,
2002; Wang et al., 2005; Ramage et al., 2006; Apgar et al.,
2007; Tedesco, 2007; Tedesco et al., 2009).

www.the-cryosphere.net/7/905/2013/ The Cryosphere, 7, 905–916, 2013
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Fig. 2. Illustration of the relation of melt timing variables and processes. Brightness temperatures (Tb) and diurnal amplitude variation
(DAV)(from SSM/I 37 V-GHz) in 2007 for the Fairbanks pixel (see labelF in overview map Fig. 1) in the Tanana River sub-basin of the
Yukon River.Tb and DAV thresholds (set asTb > 246 K and|DAV | > 10 K; Ramage et al., 2006) determine dates of melt onset and end of
melt refreeze (end of high DAV), which are defined as when thresholds are met for more than three of five consecutive days. The end high
DAV coincides with snow off, steady increase in discharge, and green-up (17 days later). Discharge data are from Tanana River at Fairbanks
USGS 15485500 National Water Information System. Green-up data are from Bonanza Creek Long Term Ecological Research database
(Euskirchen, 2007). Precipitation, snow, snow depth, and air temperature are from the Global Historical Climatology Network (GHCND)
from Fairbanks International Airport (64.81667◦ N, 147.86667◦ W).

SSM/I data provided by the National Snow and Ice Data
Center (NSIDC) in the form of Level 3 Equal-Area Scal-
able Earth (EASE)-Grid Brightness Temperatures gridded
data for Northern Hemisphere projection have a resolution
of 37× 28 km2 gridded to an EASE-Grid 25× 25 km2 with
two observations per day at overpass times around 08:30 and
18:30 PST (Pacific Standard Time) (Armstrong et al., 1994).
For a continuous data record from 1988 to 2010, SSM/I data
from DMSP (Defense Meteorological Satellite Program) F8,
F11, F13, and F17 satellites were combined. Specifically,
years 1988–1991 were from F8 (local equator crossing time;
06:17 LCT), years 1992–1995 were from F11 (18:25 LCT),
years 1996–2007 were from F13 (17:43 LCT), and years
2007–2010 were from F17 (17:31 LCT). While others have
used linear regression equations to correct data between the
different satellites, in general the biases due to a switch in
satellites are minimal and not statistically significant, with
regression coefficients affecting data by generally less than
0.5 % (Abdalati et al., 1995; Stroeve et al., 1998; Cavalieri
et al., 1999; Meier et al., 2001). There is high consistency
among the SSM/Is’ brightness temperatures suggesting dif-
ferences are minimal (Dai and Che, 2009). Additionally, in-
tercalibration is best when there is a long overlap between
satellites, preferably at least a year so that seasonal differ-
ences can be accounted for, thus adjustments based on short
overlapping time periods may be less accurate and introduce
bias (Stroeve et al., 1998). Based on these findings and on a
manual overview of the data, no correction was deemed nec-
essary given the risk of introduction of new unknown bias.

Others have employed a similar approach using unadjusted
time series of radiometer brightness temperature data (for ex-
ample, Takala et al., 2011).

SSM/I data and the technique for detecting snowmelt tim-
ing has been previously established and validated in the up-
per YRB using 37 GHz vertically polarized data (Ramage et
al., 2006) and has been found to correlate well with higher
resolution Advanced Microwave Scanning Radiometer–EOS
(AMSR-E) derived snowmelt onset (Apgar et al., 2007).
The twice-daily observations enable the calculation of the
running difference between the ascending and descending
brightness temperature values termed the diurnal amplitude
variation or DAV, which is interpreted as a proxy of the dy-
namism of the snowpack as the liquid water content changes
(Ramage and Isacks, 2002). High DAV values, especially for
37 GHz sensitive to the top centimeter of snowpack, indicate
when the snowpack is melting during the day and refreezing
at night (Ramage et al., 2006). The end of this melt refreeze
period is of interest because its timing is closely followed
by snow clearance, freshet, peak runoff, and other significant
ecological processes such as green-up. This timing indicates
that the snowpack is saturated and isothermal and melt oc-
curs both day and night until the accumulated snowpack is
gone, thus it is not the end of melt but rather a transition
point when melt moves from intermittent to active. When the
DAV is high there is a large contrast between the day and
night, whereas a low value indicates less fluctuation (it is ei-
ther always wet or always frozen). Figure 2 illustrates how
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the timing of the melt refreeze period relates to other signifi-
cant events (i.e., snow clearance, discharge, and green-up).

Snowmelt onset was determined from SSM/I data (37 GHz
vertically polarized) whenTb is greater than 246 K and
DAVs are above±10 K, thresholds previously developed and
ground validated (Ramage and Isacks, 2002; Ramage et al.,
2006). Melt onset (and end high DAV/melt refreeze) was de-
fined as the first (and last) date when at least three of five
consecutive days meet theTb and DAV thresholds described
above. Melt duration was the length in days from melt on-
set to end of melt refreeze. The three of five day algorithm
has proven accurate based on manual cross checking of ob-
servations and correspondence with estimates from earlier
work, and allows the melt onset and melt refreeze end to be
automatically detected for large regions such as the YRB.
A similar approach was previously utilized with QuikSCAT
(Quick Scatterometer) where melt onset was identified when
the difference was greater than a threshold for three or
more consecutive days and the intensity calculated as the
accumulated decrease in radar cross section in relation to
the five day mean (Wang et al., 2008). A similar threshold
based passive microwave melt detection approach was pre-
viously applied successfully over a wide spatial domain in
the pan-Arctic study by Tedesco et al. (2009). In addition,
the passive microwave derived melt timing signal (onset and
melt refreeze) was corroborated by auxiliary datasets, in-
cluding ground station data (Global Historical Climate Net-
work), model results from SnowModel (Liston and Hiem-
stra, 2011), QuikSCAT backscatter change (Bartsch et al.,
2010), and North American Regional Reanalysis (NARR)
data (Semmens et al., 2013).

It is important to note that there are some limitations with
the methodology. The derived melt timing metrics are mea-
surements of the snow surface and does not account for varia-
tion of melt percolation within the snowpack or stratigraphic
dynamics such as described in Marsh and Woo (1984). Fur-
ther, the sources of error for this approach include the coarse
resolution of the SSM/I data, which does not account for sub-
grid variability in vegetation and elevation. However, the res-
olution of the DEM used is much larger than the SSM/I pixel
size, minimizing the effect of this uncertainty. We assume
that the same thresholds apply across all sub-basins, areas,
and SSM/I sensors (Ramage et al., 2006). If a pixel has a sig-
nificant subportion melting (but not all) it will be detected
as wet. Additionally, these methods assume the terrain is rel-
atively homogeneous (the majority of the basin (∼ 73 %) is
wetland, plains, and lowlands) and the snowmelt signal is not
distorted by land cover and topography, thus there is some
uncertainty due to vegetation, mixed pixels, subgrid variabil-
ity, and high relief (M̈atzler et al., 1998). With regard to snow
water equivalent, Foster et al. (2005) found errors to be high-
est with deep snow, dense forests, and fast growing crystals
with topography having less of an effect on the passive mi-
crowave retrievals than vegetation. Dong et al. (2005) found
errors associated with snow pack mass and distance to open

water, among other sources. While these studies focus on
SWE, they are illustrative of the sources of error and un-
certainty working with passive microwaves (e.g., Foster et
al., 2005, and references therein). In the present study, pix-
els close to the coast in the Lower Yukon sub-basin were
excluded from the analysis to reduce errors associated with
coastal regions.

Trends in the date of melt onset and end of melt refreeze
were calculated from linear regression with trend signifi-
cance determined using thep value from the two-tailed stu-
dent’st test after testing for normal distribution and autocor-
relation. The fraction of variance explained is also reported
(R2). These trends were determined from average dates of
melt timing based on sub-basin as well as elevation class
with elevation binned by 200 m intervals (0–200; 3001–3200,
etc.). Pixels were grouped into elevation class based on the
average elevation determined from a 30 arc second digital el-
evation map (Long and Brabets, 2002). SSM/I derived melt
timing trends were calculated for (1) the whole period 1988–
2010, (2) a 7 yr moving average within the whole period, (3)
an increasing trend length starting at 1988 with trend end
years ranging from 1998 to 2010, and (4) the period 2003–
2010 in order to compare to the AMSR-E dataset (results are
similar and not shown in the interest of space). The variable
trend end year approach was successfully utilized in previ-
ous studies of sea ice extent (Kay et al., 2011) and for inves-
tigating individual streamflow patterns in watersheds (Zhang
et al., 2010). While the Mann–Kendall (MK) test has been
predominately used in previous studies of streamflow trends
(Burn and Hag Elnur, 2002; Burn et al., 2010), here regres-
sion andt test analyses were conducted in lieu of the MK test
in order to be able to characterize the pattern of the trend,
its rapidity and when and how the trend changes. Further,
based on trend analysis of annual streamflow in Turkey, the
parametrict test and MK test can be used interchangeably,
with the t test being more powerful for normally distributed
datasets (̈Onöz and Bayazi, 2003).

To determine possible processes contributing to the trends,
several parameters were compared to the melt timing dataset.
Solar flux at 10.7 cm wavelength, measured by solar radio
telescope as the emissions due to solar activity account-
ing for the distance between the Earth and sun (National
Research Council of Canada, 2011), was analyzed against
the average melt onset, average end of melt refreeze date,
and average melt duration for each elevation class and sub-
basin. Further, anomalies from the 1981–2010 climatology
for air temperature at 850 mb and sea level pressure from the
NCEP/NCAR (National Centers for Environmental Predic-
tion / National Center for Atmospheric Research) reanalysis
(Kalnay et al., 1996) were used as proxies for atmospheric
circulation patterns to compare to temporal trends for correl-
ative and multiple regression analysis. For each dependent
parameter (melt onset, end of melt refreeze, and melt dura-
tion) multiple regression was calculated using five indepen-
dent variables – average elevation, latitude, longitude, and
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Fig. 3. Spatial and temporal trends (each basin (x-axis) and elevation class (y-axis)) for melt onset (left column), end melt refreeze (center
column), and melt duration (right column). In each column, top plots are the direction and magnitude of trend (red is earlier melt and blue
is later melt timing). Middle plots are the significance of the trends –p value of student’st test (darker is more significant). Bottom plots
are theR2 values (darker is higherR2). Black indicates no data for that basin and elevation. Basins are arranged from highest to lowest
latitude (left to right). Labels for sub-basins (shown in Fig. 1) are as follows: Por= Porcupine, Cha=Chandalar, Koy= Koyukuk, EC= East
Central, WC= West Central, Tan= Tanana, Up= Upper, St= Stewart, Pel= Pelly, Wh= White, Low= Lower, Hdw= Yukon Headwaters,
Tes= Teslin.

composite (October to April for each year) anomalies for sea
level pressure and air temperature at 850 mb.

3 Results

Three interval approaches were investigated to assess the
trends in melt onset, end of melt refreeze, and melt duration
from the 23 yr SSM/I record. Each approach is shown with
trend direction depicted in color, followed by significance
(from p value) andR2 for fraction of variance explained
(Figs. 3–5). First, to distinguish spatial patterns of trends,
the entire length of the data record (23 yr) is shown for each
sub-basin among the range of elevations in 200 m intervals
(Fig. 3). A distinct pattern of earlier melt onset (Fig. 3, left
column) occurs in the higher (over 1000 m) elevations and
in the northernmost sub-basins that are generally underlain
by continuous permafrost; however, the trends are not signif-
icant. The majority of elevations and basins show no signif-
icant change in onset with the exception of slightly later on-
set in the Lower Yukon. This may reflect the more maritime
climate or the prevalence of wetlands, which can affect the
Tb signature. In contrast to melt onset, end of melt refreeze
trends (Fig. 3, center column) are toward later timing, are sig-
nificant, and have highR2 values. The later trends tend to be
in the middle (∼ 600–1600 m) elevations and latitudes such
as in the Upper, Stewart, Pelly, White, Teslin, and Yukon
headwater sub-basins. Longer melt duration trends are signif-
icant and occur throughout the YRB with the exception of no

change in the lowest elevations (Fig. 3, right column). Melt
duration is a function of both earlier melt onset and later melt
refreeze, depending on the sub-basin and elevation class.

To better understand the temporal variability of the de-
tected trends, time intervals were systematically increased
with variable end years, starting with a ten year period from
1988 to 1998 and extending to a 23 yr period from 1988 to
2010 (Fig. 4). Earlier trends (not significant but largeR2) oc-
cur for melt onset but as the time interval increases in length
these are muted to essentially no change in onset (Fig. 4, left
column), suggesting alternating subtrends. In contrast, end of
melt refreeze shows a later trend for the majority of the basins
throughout most of the time intervals investigated which are,
in general, statistically significant (Fig. 4, center column).
Melt duration shows a trend toward longer duration for the
majority of the basins and is statistically significant (Fig. 4,
left column). These trends persist regardless of the length of
interval, indicative of robustness.

To get a sense of the subtrends affecting the longer-term
trends, a 7 yr moving interval window was used for the anal-
ysis shown in Fig. 5. Each column shows the trend for a
7 yr time period starting with each year from 1988 to 2003
(Fig. 5). Other interval windows (10, 5, and 3) were also con-
sidered and showed similar results; 7 yr is shown because it
is the least noisy. There is a distinct pattern from earlier melt
onset (> 0.75 d yr−1 earlier) in the beginning of the 23 yr pe-
riod to later onset in the middle of the period and back to
earlier onset at the end of the period for the majority of the
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Fig. 4. Trends by varying time intervals (x-axis) for each basin (y-axis) for melt onset (left column), end melt refreeze (center column), and
melt duration (right column). Trend, significance, andR2 plots and keys are as in Fig. 3. In each plot, the x-axis columns are time intervals
starting with the 10 yr period from 1988 to 1998 and each subsequent column is a year longer than the preceding.

basins (Fig. 5, left column). The two main exceptions are the
lower elevation West Central and Lower Yukon sub-basins
that have a later onset trend in more recent years. The ear-
lier onset trends are not statistically significant in contrast to
the significant later onset trends, and both tend to have high
R2 values. The trend for end of melt refreeze is earlier (but
not significant) in the beginning of the time series that tran-
sitions to a later (and highly significant, highR2) trend, then
a nonsignificant (but highR2) earlier trend for years 1998–
2001, and finally a significant later trend in the last two pe-
riods (Fig. 5, center column). Stemming from the onset and
end of melt refreeze trends, the melt duration trends exhibit a
lengthening, then a shortening (nonsignificant but highR2),
and back to lengthening at the end of the time series (Fig. 5,
left column). These alternations suggest a subtrend cyclic
pattern that may be related to climatic patterns, though the
brevity of the dataset precludes such determinations.

Multiple regression with average elevation, latitude, longi-
tude, and composite (October to April for each year) anoma-
lies from NCEP/NCAR Reanalysis (Kalnay et al., 1996)
for sea level pressure and air temperature at 850 mb ex-
plain 47.4 % of the variance for end of melt refreeze timing,
60.7 % of variance for melt onset timing, and 38 % of the
variance for melt duration. In particular, for end of melt re-
freeze, average elevation was most strongly correlated (0.44),
followed by longitude (0.21). For melt onset, latitude was
most strongly correlated (0.32) followed by average eleva-
tion (0.29). For melt duration, the strongest correlation was
with latitude (−0.34) followed by elevation (0.21). All cor-
relations were significant withp values< 0.0001. These re-
sults support the initial hypothesis that elevation exhibits a

dominant control on melt timing (albeit more strongly for
melt refreeze than melt onset) within the sub-basins.

Figure 6a demonstrates the strong correlation between so-
lar flux (10.7 cm wavelength, National Research Council of
Canada, 2011), melt onset timing, basin, and elevation. Cor-
relations between the average solar flux for April (when typ-
ical melt onset occurs) are shown; correlations over 0.41 are
significant at the 0.05 level (using a two-tailed correlation
significant test). Specifically, the majority of mid to high el-
evations have significant positive correlations with solar flux
with the most significant correlations found in the high lat-
itude Chandalar, Koyukuk, and Porcupine River sub-basins.
This suggests there may be evidence of an 11 yr cycle of melt,
the periodicity of which appears in power spectrum analyses
that are not included in the publication due to uncertainties
introduced with the short length of the dataset. In contrast,
there is not as significant a correlation between end of melt
refreeze and solar flux in May (when typical end of melt re-
freeze occurs) (Fig. 6b), indicating that other processes influ-
ence the signal, most likely snowpack properties and accu-
mulation, precipitation, and large-scale atmospheric circula-
tion patterns. Melt duration (Fig. 6c) shows a similar lack of
significant correlation with average solar flux with the excep-
tion of mid elevations in the Chandalar and Koyukuk (which
is likely due to the significant correlations seen in their melt
onset). Others have also found latitude and elevation to be
important factors influencing mean melt onset date (Wang et
al., 2011). Additionally, trends in SWE were found to be ele-
vation dependent (suggesting temperature as the dominating
factor) (Mote, 2003), and hydroclimatological variables were
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Fig. 5. Trends by 7 yr moving window intervals (x-axis) for each basin (y-axis) for melt onset (left column), end melt refreeze (center
column), and melt duration (right column). Trend, significance, andR2 plots and keys are as in Fig. 3. In each plot, the x-axis columns are
7 yr time intervals starting with years 1988 to 2003.

found to exhibit elevation gradients in a majority of studies
(Regonda et al., 2004; Rangwala and Miller, 2012).

4 Discussion and conclusions

Trend analysis of passive microwave SSM/I-derived
snowmelt onset, end of melt refreeze, and melt duration
in the sub-basins of the YRB from 1988 to 2010 reveals
significant lengthening of melt duration throughout much of
the basin with earlier melt onset in high elevations and the
northernmost basins (Porcupine, Chandalar, and Koyukuk
rivers) and significant later end of melt refreeze in the
intermediate elevations (∼ 600 to 1600 m) and latitudes.
This is a significant finding for ecosystems because middle
elevations’ vegetation greenness has been found to be
strongly correlated with snowmelt variability and snow
accumulation (Trujillo et al., 2012). Mountain ecosystems
are particularly sensitive to water and climate elevational
variations especially at the switch from middle to high ele-
vation, when the system turns from water limited to energy
limited (Trujillo et al., 2012). In addition, the lengthening
of the melt refreeze period is reported as a current concern
for local communities due to the longer duration of the
spring shoulder season when river bank instability makes
transportation via river difficult (Hennessey et al., 2011).

Melt onset is most strongly correlated with spring solar
flux especially in high elevations and northern sub-basins.
The effect of solar cycles at middle and high latitudes was
also found by Tomasino and Valle (2000) in their analysis of
multiple historical hydrometeorological datasets. The spatial

variability of the melt timing trends may reflect variations
from incoming solar radiation or differential warming rates
dependent on elevation. Previous studies have found strong
correlations of April SWE and winter temperatures with tem-
perature sensitivity dependent on elevation (Mote, 2006).
Surface air temperature lapse rates can vary significantly on
a daily and seasonal basis but there tends to be steeper rates,
meaning more of a decrease in temperature with height, in
summer in contrast to winter, during the day, with higher
levels of solar radiation, and with warm air masses (Bland-
ford et al. 2008). Despite this seasonal variability, the average
environmental lapse rate constant (6.5◦C per km−1) may be
adequate for maximum temperatures over larger scales (tem-
poral and spatial) (Blandford et al., 2008). For an elevation-
dependent snowmelt modeling study of basins in Britain,
Bell and Moore (1999) used the wet adiabatic lapse rate of
5.9◦C per km−1. Specific regional lapse rates for the YRB
are not published but arctic inversions are known to occur
in late October to early March, which is outside the general
window for the timing of spring snowmelt onset and melt
refreeze investigated in this study.

Several high elevation climate records have shown tem-
perature changes (especially seasonal warming rates) greater
than the global average, suggesting future climate change
may be more apparent in these areas (Beniston et al., 1997).
More warming is expected to affect the snowpack with
spring SWE growing more sensitive to temperature, affect-
ing even high elevations (Mote, 2006). Others suggest the
0◦C isotherm locates the areas of strongest warming rates
possibly a result of snow/ice albedo feedbacks (Pepin and
Lundquist, 2008; Rangwala and Miller, 2012). Still, others
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Fig. 6.Correlations of melt timing variables and solar flux for each basin and elevation class.(A) Correlation (y-axis) for melt onset and solar
flux in April by basin and elevation (x-axis).(B) Correlation (y-axis) for end of melt refreeze and solar flux in May.(C) Correlation (y-axis)
for melt duration and average solar flux. For all plots correlations greater than 0.41 and less than−0.41 are significant at the 5 % level. Solar
flux data (10.7 cm wavelength) are from the National Research Council of Canada.
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suggest mid-elevation systems are most sensitive to temper-
ature increases and changes to snowmelt and accumulation
(Trujillo et al., 2012). While an “elevation-dependent” cli-
mate response is observed and modeled in many studies,
there is large variability both spatially and temporally due to
the complexity of mountain systems (Rangwala and Miller,
2012). The prevalence of snow in high elevations may have
a buffering effect on changes while lower elevation’s snow
variability may suggest climate change susceptibility (Rice
et al., 2011), both factors that can influence the melt tim-
ing trends presented here. In addition, atmospheric circula-
tion patterns and increasing fractions of precipitation falling
as rain instead of snow may be factors affecting the trends in
melt timing.

In this study, varying the time period interval for trend
analysis enabled elucidation of interannual variability and
subtrends possibly related to circulation patterns; however,
given the short data record we cannot conclude any causal
relationship. Several studies have detected solar activity and
El Niño periodicities in other natural processes from tem-
perature to rainfall to streamflow (Fu et al., 2012, and refer-
ences therein). In particular, Fu et al. (2012) found 11 and
22 yr periodicities corresponding to solar activity in stream-
flow records (longer than 90 yr) from southern Canada, as
well as shorter 3–4 yr periodicities correlating to El Niño
(2–7 yr band). While a much longer dataset is needed, the
results from the research presented here provide a baseline
from which to assess future climatic change and suggest that
a similar investigation of the influence of solar activity and
El Niño on snowmelt timing is worthwhile for determining
spatial and temporal patterns of the effects of climate change
on cryospheric and hydrologic processes.

Future work will include extending the time series for a
more robust trend and periodicity analysis, as well as ex-
tending the spatial domain. Earlier years (1978 to 1987)
from the Scanning Multi-channel Microwave Radiometer
(SMMR) could not be included without substantial interpola-
tion (which introduces uncertainty and error) due to the tem-
poral continuity needed to compute the DAV. In situ mea-
surements to capture elevational gradients of melt and tem-
perature will also be pursued to provide further validation of
the findings presented here.

In summation, the melt timing trend variability for the
YRB reflects multiple influencing factors, however, solar flux
and elevation are dominant controls and the overall pattern is
toward a longer melt duration for the spring snowmelt transi-
tion period which has significant implications for snowmelt
runoff and associated flooding, as well as green-up and first
leaf dates. Additionally, the trend analysis highlights the im-
portance of choice of time period for analysis and the need to
investigate varying time intervals in order to understand the
dynamics of trends.
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