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Abstract. Sea ice cover in the Arctic Ocean is a continued
focus of attention. This study investigates the impact of the
snow overlying the sea ice in the Arctic Ocean. The impact of
snow depth biases in the Community Climate System Model
(CCSM) is shown to impact not only the sea ice, but also the
overall Arctic climate. Following the identification of sea-
sonal biases produced in CCSM simulations, the thermody-
namic transfer through the snow–ice column is perturbed to
determine model sensitivity to these biases. This study con-
cludes that perturbations on the order of the observed biases
result in modification of the annual mean conductive flux
through the snow–ice column of 0.5 W m2 relative to an un-
modified simulation. The results suggest that the ice has a
complex response to snow characteristics, with ice of differ-
ent thicknesses producing distinct reactions. Our results in-
dicate the importance of an accurate simulation of snow on
the Arctic sea ice. Consequently, future work investigating
the impact of current precipitation biases and missing snow
processes, such as blowing snow, densification, and seasonal
changes, is warranted.

1 Introduction

The decline of Arctic Sea ice extent over recent decades is
well documented (Parkinson et al., 1999; Meier et al., 2007).
This decline continues unabated, with the period 2007–2013
setting records for six of the seven lowest summer ice extents
since the beginning of the satellite record (NSIDC, 2013).
Last summer, 2012, set the record for the lowest summer ice

area (NSIDC, 2012). The high sensitivity to climate change
in the Arctic (Holland et al., 2006a, b) combined with an-
ticipated feedback mechanisms, such as the ice albedo feed-
back (Curry et al., 1995), warrants a continued focus on real-
istically simulating the Arctic system in large-scale climate
models. In addition, while the model representation of the
transition from a perennial to a seasonal ice pack is improv-
ing, this shift continues to progress more quickly than sim-
ulated by many general circulation models (Stroeve et al.,
2007, 2012). Major shifts in the character and age of the ice
are indicative of a persistent shift in the state of the Arctic ice
cover (Maslanik et al., 2007, 2011). These changes include a
shift to a younger, thinner, and more seasonally variable ice
pack. As the ice in the Arctic Ocean becomes more simi-
lar to the ice in the Southern Ocean, it may be that features
such as snow depth will increase in importance to the Arc-
tic sea ice (Fichefet and Maqueda, 1999), and in turn to the
regional climate. In addition to changes in the ice itself, the
overlying snowpack is projected to decline in the Arctic in
several GCMs (Hezel et al., 2012; Vavrus et al., 2012). These
changes are projected to significantly impact the thermody-
namics of the sea ice (Blazey, 2012). This highlights the need
to examine thermodynamic processes controlling the evolu-
tion and state of the Arctic ice pack.

The thermal conductivity of snow is nearly an order of
magnitude less than the thermal conductivity of the ice it
covers, and as such snow depth is an important component
of the thermal transfer through the ice column despite its rel-
atively tenuous nature. In previous sensitivity studies using
models, the net effect of snow depth on the ice pack varies.
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One of the earlier model sensitivity studies of sea ice found
that snow on sea ice has two primary competing effects on
the ice mass budget (Maykut and Untersteiner, 1971). Dur-
ing the ice growth season, the presence of snow insulates the
sea ice, reducing the transfer of heat from the ice–ocean inter-
face. This in turn reduces ice growth. However, in the tran-
sition to the surface ice melt season, the presence of snow
can delay surface ice melt and lead to a reduction in the sea-
sonal ice mass loss. The high albedo of snow relative to sea
ice also plays an important role in the surface heat budgets
and the onset of ice melt. While Maykut and Untersteiner
(1971) identified the major processes by which snow modu-
lates the ice thermodynamics and mass balance, they found
that in the idealized model these effects were balanced for
snow depths ranging from 0 to 70 cm. However, this finding
did not hold with subsequent studies. Later studies, under-
taken both in situ and using various modeling environments,
have found a variety of responses to snow depth.

For example, Brown and Cote (1992) found ice thermo-
dynamics, including ice growth, to be highly sensitive to
snow cover, while Holland et al. (1993) found snow to be
of secondary importance to ice characteristics. Fichefet and
Maqueda (1999) found the ice cover in the Southern Ocean to
be “remarkably sensitive to the accumulation rate of snow”.
Massom et al. (2001) observed the highly complex and vari-
able role of snow on Antarctic sea ice. The authors concluded
that a proper treatment of snow on sea ice is important to cli-
mate modeling. Cheng et al. (2008) found snow depth to be
an important element in the sea ice system within a modeling
environment. While more recent studies have explored the
introduction of additional thermodynamic complexity to the
treatment of snow (Lecomte et al., 2011; Cheng et al., 2008),
these studies have focused on one-dimensional modeling and
evaluation.

The role of snow cover in modulating ice growth has been
verified in the field, where the heterogeneity of snow dis-
tribution has been observed to produce corresponding het-
erogeneous growth in underlying lake ice (Sturm and Lis-
ton, 2003). More specifically, focused snow thermal con-
ductivity sensitivity studies have found a 10–20 % change
in ice thickness when snow thermal conductivity is halved
from the typical∼ 0.3 W m−1 K−1 to the measured value
of 0.15 W m−1 K−1 (Sturm et al., 2002; Wu et al., 1999;
Fichefet et al., 2000).

Considering the range of findings in previous investiga-
tions of the net role of snow depth to the sea ice mass ther-
modynamics, we are motivated to investigate this aspect of
the Arctic climate system in one of the major current GCMs.
As such, this study evaluates the snow depth and density over
sea ice as simulated in Community Climate System Model
(CCSM) fully coupled runs using in situ measurements of
snow depth. Sensitivity runs are then performed to determine
the influence of snow depth and density biases on both the ice
state and the Arctic climate. Additional evaluations of snow
characteristics and simulations of the stand-alone ice model

the Community Sea Ice Code (CICE) were also performed
and are reported in Blazey (2012). These simulations found
consistent ice sensitivity to decreases in snow depth and a
mean state-dependent response to increases in snow depth.

Due to the coupled nature of these simulations, we expect
initial perturbations to the ice caused by changes to the snow
characteristics to result in feedbacks with other components
of the Arctic climate system.

Section 2 describes the GCM utilized: CCSM4 and its
component ice model, CICE. Section 3 describes the in situ
measurements and evaluation method. Section 4 discusses
evaluation of CCSM, including possible causes of snow
depth biases identified therein. Section 5 details the design
and results of the CCSM bias sensitivity experiment. Sec-
tion 6 begins with a discussion of the implications of our
results with regards to the CICE and the CCSM results as a
whole. We conclude with a discussion of future directions for
this work.

2 Model: CCSM4

CCSM4, released in Spring 2010, includes coupled compo-
nent models for the atmosphere, ocean, ice, and land surface
and is mass and energy conserving. This study makes use of
CCSM in two configurations. For the evaluation portion of
this study, the release version of the CCSM4 is used with all
components active. The sensitivity portion of this study uti-
lizes a reduced version of CCSM with the fully active ocean
replaced by a slab ocean model (SOM). Here we focus on the
sea ice component model and improvements to CCSM most
important to the Arctic Ocean. A more comprehensive dis-
cussion of the improvements in CCSM4 is available in Gent
et al. (2011).

The sea ice component model used in CCSM4 is the Los
Alamos Sea Ice Model (CICE) version 4 (Hunke and Lip-
scomb, 2010). CICE is designed to be computationally effi-
cient while including a thermodynamic model, a model of ice
dynamics, a transport model that describes advection, ridging
parameterization, and a sub-grid-scale ice thickness distribu-
tion (Thorndike et al., 1975). CICE includes elastic–viscous–
plastic dynamics (Hunke and Dukowiz, 2002) and is energy
conserving (Bitz and Lipscomb, 1999). In the default con-
figuration, CICE has a 30 min time step, 4 ice layers and 1
snow layer; however these values can be changed. In the con-
figurations used in this study, the sub-grid-cell ice thickness
includes five prescribed thickness categories. Each category
includes a discrete thermodynamic treatment including snow
calculations. These calculations are uniform across each grid
cell at each time step. Ice and snow are transferred between
categories by means of a one-dimensional linear remapping
(Lipscomb, 2001) and include deformation, dynamical ad-
vection, and thermodynamic thickness change as pathways.
Spatial advection occurs by means of a two-dimensional lin-
ear remapping (Lipscomb and Hunke, 2004).
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In general, the thermodynamic and dynamic treatment of
snow follows the treatment of the ice. However, snow is only
transferred between ice thickness categories or grid cells with
the ice it overlies. As such, the snow overlying the sea ice can
be considered a feature of the ice, rather than an independent
process. However, there are a handful of processes where the
snow is treated separately. Other than precipitation and melt
these include snow-to-ice formation and loss of snow mass
during ice deformation.

Recent improvements to CICE include a delta-Eddington
(DE) multiple scattering treatment of snow and ice, which
uses internal snow properties to determine albedo and sets
CICE ahead in relation to most GCMs (Briegleb and Light,
2007). In the DE parameterization of CICE, surface albedo
is computed using the thickness of snow and ice, in combi-
nation with a melt pond layer. Parameters such as snow grain
size are also included, and the treatment compares favorabil-
ity with in situ measurements. However, neither temperature
nor snow age is considered. This may potentially lead to bi-
ases in the surface albedo, considering the large changes in
snow albedo as snow ages and melts (Perovich et al., 2002,
2007). The melt and aging of snow and sea ice lead to large
albedo decreases, upward of a factor of 2 in the case of snow
alone (Perovich et al., 1998). However, investigating the im-
pact of snow and albedo treatment biases is beyond the scope
of this work. For purposes of this study we consider the delta-
Eddington treatment to be an adequate albedo. CICE now
includes a non-zero heat capacity for the snow cover, melt
ponds, and aerosol deposition. The effects of this parameter-
ization are reported in Holland et al. (2012).

Despite these improvements, the density and thermal con-
ductivity of snow in CICE are fixed. As a result, the treat-
ment of CICE snow is more rudimentary than the treatment
of snow in the Community Land Model (CLM) (Lawrence
et al., 2011; Olsen et al., 2010). Additionally, CICE does not
currently include blowing snow, which has been found to sig-
nificantly reduce snow depth biases in a focused snow model
environment via snow loss to leads (Chung et al., 2011; Déry
and Tremblay, 2004). However, the advection of ice cover
presents a distinct challenge for snow treatment by CICE in
comparison to CLM, and is not included in most model en-
vironments. Moreover, the actual snow depths produced in
simulations including CICE have not been validated.

The atmospheric component model, the Community At-
mospheric Model version 4 (CAM4), includes 26 vertical
layers with a resolution of 1.25◦ by 0.9◦. CAM4 uses a Lin-
Rood dynamical core (Lin, 2004). For a more detailed de-
scription of CAM4, see Neale et al. (2013). In the Arctic, the
inclusion of a freeze dry modification serves to reduce the
winter low-level clouds in the Arctic (Vavrus and Waliser,
2008).

The land model, the Community Land Model version 4
(CLM4), uses the same grid as CAM4, and includes improve-
ments to hydrology. CLM4 makes use of the Snow and Ice
Aerosol Radiation model (SNICAR) (Flanner et al., 2007),

and includes grain-size-dependent snow aging, aerosol de-
position, and vertically resolved snowpack heating. For full
documentation, see Lawrence et al. (2011) and Oleson et
al. (2010).

The Parallel Ocean Program version 2 (POP2) is the ocean
component of CCSM4. POP2 uses a 1-degree grid with the
North Pole displaced into Greenland. POP2 uses 60 vertical
levels, with a surface layer thickness of 10 m, increasing with
depth (Smith et al., 2010). Improvements to POP2 include
mixing parameterizations allowing improved simulation of
North Atlantic dense water transport (Briegleb et al., 2010;
Danabasoglu et al., 2010).

In order to save computation time, the fully active POP2
is replaced with a SOM in the sensitivity experiments de-
scribed in Sects. 4 and 5. The SOM serves as a heat reservoir,
while calculating a surface ocean temperature for a fixed-
depth layer using a surface energy budget calculation and a
prescribed ocean heat transport (Bitz et al., 2011). This pre-
scribed transport is obtained from coupled simulations (Bai-
ley et al., 2012). As a result, additional processes such as
currents and oceanic transport are omitted. Our simulations
use the SOM rather than the full POP2 in large part due to
the lower computational costs, a result of both the simpli-
fied model and the faster equilibration of the model. Danab-
soglu and Gent (2009) found that the results of the SOM and
fully coupled simulations were similar under control condi-
tions, with differences under a perturbed climate focused in
the Southern Ocean.

The model output hereafter referred to as CCSM makes
use of a six-member ensemble of fully coupled 20th-century
simulations (Gent et al., 2011). Each ensemble member is
simulated over the period 1850–2005 and includes anthro-
pogenic effects for this period. The general performance of
CCSM4 in this ensemble is available in Gent et al. (2011).
More specifically, discussions of the Arctic region perfor-
mance for this ensemble are available in the CCSM special
collection of theJournal of Climatefor atmosphere (de Boer
et al., 2012) and sea ice/ocean (Jahn et al., 2012) conditions.

3 Snow depth evaluation

3.1 In situ data

The primary source of in situ snow measurements is Rus-
sian drift stations (Arctic Climatology Project, 2000). These
stations were located on multiyear ice, and at least one sta-
tion was in operation during the period 1954–1991. Snow
depth measurements were made in two ways. First, an ide-
ally daily observation occurred at a snow stake adjacent to
the ice camp. Second, once to thrice monthly, a 500 m to
1000 m transect “snow line” was made at least 500 m from
the camp. Snow depth was measured every 10 m along this
transect. In addition to depth, snow density was measured us-
ing a cylinder massing technique. Transects were made when
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snow depth exceeded 0.05 m and covered at least 50 % of
the transect length. Subsequent transects would occur in the
same direction but offset several meters. When making use
of transect snow measurements, we consider the mean of a
transect value (depth or density) to constitute a single mea-
surement. While it would be natural to assume the snow stake
measurement could be contaminated by snow alteration due
to proximity to the ice camp, Warren et al. (1999) did not
find this to be the case. However, Warren et al. (1999) did
favor using the transect snow depths when generating a snow
climatology. While the in situ measurements are used for the
point-by-point model data comparison, this study does make
use of the Warren et al. (1999) snow climatology when com-
paring the geographic distribution of snow depth.

Ice mass balance (IMB) buoys managed by the Cold Re-
gions Research and Engineering Laboratory (CRREL) were
considered as an additional source of in situ snow depth data
(Perovich et al., 2009). However, the buoys’ advection paths
along the eastern coast of Greenland were found to cause dif-
ficulty matching the buoys to appropriate model grid cells.
For a discussion of this issue see Blazey (2012).

3.2 Evaluation method

Due to using an ensemble of fully coupled historical forc-
ing simulations (hindcasts), we do not expect that the model
will capture the depth of snow in a given year in the in situ
measurements. Instead, we examine the ability of the model
to produce both reasonable mean monthly snow depths, and
reasonable variation from the mean in comparison to the in
situ measurements. As such, we regard the hindcast snow
depths and in situ measurements to be independent samples,
with each sample being a snow depth in a given month. In
the method that follows, we use a selection process to com-
pare ice of similar geographical location, historical period,
and characteristics to the in situ measurements.

In the model ensemble used, monthly mean model states
are saved. As such, in situ measurements discussed in the
previous section are matched to a single monthly output file.
In this way, the sample size of the snow line measurements
and matched model grid cells are equal. In the case of the
snow stake measurements, the drift of the station results in
1 to 30 snow stake measurements per matching grid cell. In
both cases, we compare the monthly mean snow depth for
the period 1954–1993.

A given in situ measurement is compared to the model grid
cell with the closest center point, with the following selection
criteria. The matched CCSM locations are restricted to grid
cells above 70◦ N, which eliminates the seas along the mar-
gin of the Arctic. Each in situ measurement is matched to two
model grid cells. The first is the nearest grid cell, poleward
of 70 N, with at least 15 % ice cover, hereafter referred to as
the “all_ice” snow thickness, as all ice cover is considered.
This definition of ice cover corresponds to commonly used
ice extent definitions (ex: Meier et al., 2007). However, 15 %

ice cover does not correspond well with the ice conditions in
which the in situ measurements were made since the stations
were located in areas of high-concentration, multiyear ice.
To better match the thicker multiyear ice conditions of the
Russian stations, this matching process is repeated with the
selection restricted to the nearest grid cell, north of 70 N, with
at least 50 % of the cell covered with ice greater than 1.5 m
thickness. We refer to this snow depth as the “thick_ice”
depth. A thickness of 1.5 m is used because it is the max-
imum thickness of the second of five thickness categories.
In general, the exact choice of thickness does not affect the
snow depth.

In the case of monthly snow line measurements, the mean
of the transect is taken as the sample, resulting in equal sam-
ple sizes for the in situ measurement and model values. In
the case of the daily snow stake measurements, the drift of
the station itself results in multiple model grid cells corre-
sponding to a given set of monthly measurements. In a repre-
sentative hindcast, if all_ice matching is used there is a mean
of 4.5 in situ measurements per matched model grid loca-
tion. If the thick_ice matching is used, there are 4.4 in situ
measurements per model location. In general, restricting the
matching to model locations with thick_ice results in slightly
greater distances between the matched in situ and model lo-
cations. The distance increases a mean of 17 km to 23 km in
the case of the monthly transects, and from 21 km to 25 km
in the case of the daily stake measurements.

Using these two methods, a reasonable comparison of
CCSM-produced monthly mean snow depths for the period
1954–1993 is performed. Following the matching process we
have matched data sets of snow depth: transect to all_ice
thicknesses, transect to thick_ice, and similarly for snow
stake measurements. A paired Student’st test was performed
on each pair by month. Again, we do not expect the samples
to be exactly matched due to the model’s inability to simulate
a given year. However, by matching time of year, geographi-
cal location, and year (mostly for era, not particular year), we
produced paired samples. The degrees of freedom vary sig-
nificantly, from as little as 3 in the summer for the transect to
2000 for the snow stake measurements. With the exception
of summer, the DOF for the transect is approximately 50 for
each month, and 2000 for the snow stake.

3.3 CCSM snow evaluation results

Unsurprisingly considering the excessive precipitation pro-
duced by CAM in the Arctic (de Boer et al., 2012), and lack
of blowing snow in CICE, the comparison indicates signifi-
cant snow depth and density differences between the CCSM
ensemble and the in situ measurements. Figure 1 shows the
model snow depths in relation to the in situ measurements.
At a qualitative level, CCSM4 snow depths are generally too
thick relative to the in situ measurements.

CCSM snow depths are 20 % in excess of Russian drift
station transects on all_ice, and 30 % in excess on thick_ice.
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These excesses are much higher by midsummer, and in Au-
gust reach 80 % and 105 %, respectively. The average mean
annual biases in absolute terms are 4.7 cm and 6.4 cm, while
the August values are actually higher, 6.9 cm and 7.7 cm, for
all_ice and thick_ice, respectively. The differences between
the CCSM snow depths (for both all_ice and thick_ice) of
the individual ensemble members in Fig. 1 are not necessar-
ily statistically significant (p <= 0.05) in comparison to the
Russian in situ data. When considering individual ensemble
members, the most likely months to lack statistically signif-
icant differences in snow depths are June, July, and August.
This is likely due to a low number of in situ samples for the
summer period. However, taken as an ensemble, the differ-
ences for the CCSM snow depth differences (both all_ice and
thick_ice) are statistically significant for all months except
July when validated against the Russian drift station transect
data.

In addition, the Russian drift station transect data has a
lower standard deviation in snow depth than the model, a
mean of 30 % of the total snow thickness, in comparison to
54 % and 49 % for the corresponding all_ice and thick_ice
CCSM snow thickness. It is unsurprising that the all_ice
comparison produces the largest variance, as ice of highly
variable thickness is selected. As a result, thin ice that has
accumulated little snow is included in this population. The
snow stake average standard deviation, 64 %, is larger in part
due to each value being a single measurement, rather than
a mean of many measurements. The two in situ variances
bracket the 51 % and 48 % mean standard deviations for the
corresponding CCSM all_ice and thick_ice snow depths, as
detailed below. Because the CCSM snow depths are aver-
aged over a grid cell, rather than the point measurements of
the snow stake in situ measurements, the lower standard de-
viations for these snow depths are unsurprising.

CCSM snow depth biases are slightly higher in relation
to the Russian drift station snow stake measurements. The
all_ice snow depth excess is greater than 20 %, and the
thick_ice snow depth excess is greater than 50 %. As with
the snow line, the modeled snow biases relative to the snow
stake measurements are very high in the summer, exceeding
80 % and 195 % in August. The significance of these compar-
isons is very similar to the transect comparisons: all months
except July satistfy our significance test (P < 0.05)

Next, the geographical distribution of the thickness bias
is examined, as shown in Fig. 2. In general, it appears that
the CCSM ensemble produces a snow depth excess of about
20 cm near the Canadian Arctic Archipelago when compared
to the Warren et al. (1999) climatology. This excess is most
pronounced in the winter and summer (as opposed to the fall
freeze-up) when CCSM produces snow greater than 50 cm
thick and the in situ snow climatology is∼ 30 cm thick in
this region. However, note that this occurs in the regions of
thickest ice, along the Canadian Arctic Archipelago. There is
a lack of Russian drift stations used by Warren et al. (1999) in
this region, as shown by the symbols in Fig. 2. However, ex-

trapolation of the snow depths from central Arctic stations
indicates thicker snow does accumulate in the vicinity of
Greenland and the Canadian Arctic Archipelago. The snow
climatology reproduced in the bottom row of Fig. 2 suggests
the thickest snow was observed on this side of the Arctic. It
seems possible that very deep snow does occur in this region
of the Arctic Ocean, but additional station coverage would
be required to detect this feature. Regardless, while CCSM
is producing too much snow depth overall, the highest biases
are in the area where the thickest snow depths are expected.

Finally, Fig. 3 documents density bias between the mea-
surements made as part of the Russian snow depth transect
and the CICE default snow density of 330 kg m−3 (Hunke
and Lipscomb, 2010). Note that no snow density measure-
ments were made in July and August. The most apparent dif-
ference results from the omission of snow densification by
the invariant snow density in CICE. As a result, the snow
density is approximately 30 % too great in the early autumn,
but is approximately correct by the onset of melt. This im-
plies that the excess in snow mass, or snow water equivalent,
is larger in the fall than the depth comparison would imply.

Overall, we find that the CCSM ensemble produces year-
round excesses in snow depth, for both of the in situ mea-
surements (stake and transect) used for evaluation of CCSM.
Two potential causes of this excessive snow depth come to
mind. First, the CAM produces excessive Arctic precipitation
(de Boer et al., 2012). Second, CICE does not treat the loss
of blowing snow to leads and sublimation, which was found
to reduce high biases in modeled snow depth (Chung et al.,
2010). The excess is especially pronounced in the summer
months. In addition to depth biases, the use of a fixed snow
depth parameter results in snow that is too dense in the fall,
but is much nearer the in situ measurements by the onset of
the spring and summer melt.

4 Bias sensitivity simulation

4.1 CCSM bias sensitivity simulation design

The sensitivity portion of this study seeks to determine the
effects of snow depth and density biases on ice characteris-
tics and the controlling thermodynamics. Biases in the snow
cover will impact the insulating properties of the sea ice,
with implications for ice growth and melt. Both are impor-
tant processes that can lead to biases in the simulated sea
ice mass budgets. The general method is intended to assess
the effects of snow depth changes of a magnitude equal to
the bias we reported in Sect. 3.3 on the Arctic ice cover and
climate. Specifically, we modify the thermal conductivity of
the snow in CCSM/CICE to account for the observed bias
in snow depth. As such, the ice will experience the snow as
having the thermal conductivity of a thinner snowpack. Snow
conductivity has previously been shown to have an impact on
sea ice growth in a model environment (Fichefet et al., 2000).
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Fig. 1.Panels(a) and(b): CCSM Arctic Ocean snow depths for the period 1954–1993 validated against Russian drift station measurements.
Panel(a) displays the Russian snow line as the in situ data; panel(b) uses the Russian snow stake as the in situ data. Each ensemble member
is reported separately. Black squares indicate the in situ values for the period; red diamonds indicate the snow depth overlying the nearest ice
of any thickness; blue asterisks indicate the snow depth overlying the nearest ice with greater than 1.49 m thickness. Vertical bars indicate
one standard deviation for both in situ and model snow depths.

Fig. 2.Geographical distribution of modeled snow depth and in situ
measurements, in cm. As defined by the color bar, red corresponds
to low snow depth and blue to high snow depth. From left to right:
winter (January, February, March), summer (June, July, August),
and freeze-up (October). The top row is the CCSM ensemble snow
depth climatology. The second row overlies the position of the Rus-
sian drift station locations over a snow depth climatology derived
from the in situ measurements taken at these stations (Warren et al.,
1999).

While the basic principle has previously been documented,
this study extends previous work by investigating the role of
feedback processes between the sea ice, atmosphere, and sur-
face ocean.

While altering density and snow thickness directly would
be the most straightforward method to explore biases in
these quantities, such alterations pose difficulties surround-
ing mass and energy conservation. More specifically, reduc-
ing the precipitation mass at the coupling interface between

Fig. 3. Snow density bias: CICE model default less in situ mea-
surements; bars indicate standard deviations (in the in situ measure-
ments.

CAM and CICE would result in the removal of precipita-
tion mass and the thermal energy present in the mass from
the model environment. Instead, to assess the implications
of the snow biases for sea ice thermodynamics, we manip-
ulate the snow thermal conductivity. This method allows us
to investigate the thermodynamic role of snow in the thermal
transmittance through the snow–ice column. To better under-
stand this process, it is useful to consider thermal transmit-
tance,Utotal, in Eq. (1), which is the rate at which energy
is transferred through a barrier of a given thickness under
steady-state conditions. However, note that this is not a part
of the CICE model, and is used here only for clarity. Thermal
transmittance is useful to consider here because there are two
barriers present in the sea ice system, ice and snow. Thermal
conductivity,k, is the rate of transfer through a barrier per
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unit thickness,h, and is a characteristic of the material. In
Eq. (1) h/k can be considered a thermal resistance, and is
cumulative as in Eq. (1). In Eq. (1),Utotal is the total ther-
mal transmittance, here a function of the snow and ice ther-
mal conductivities (ksnow,kice) and thickness (hsnow,hice). It
is useful to consider Eq. (1), the control situation.

Utotal =
1

hice
kice

+
hsnow
ksnow

(1)

For purposes of this sensitivity study, we wish to adjust the
value ofksnow to ksensitivity, a conductivity used to make the
snow appear “correct” thermally, as in Eq. (2).

Usensitivity=
1

hice
kice

+
hsnow

ksensitivity

(2)

We adjust the conductivity such that the snow thermal trans-
mittance accounts for the bias in model snow depth and den-
sity described earlier. Beginning with depth adjustments, we
take the product ofksnow andhinsitu/hsnow(eval), wherehinsitu
is taken from the in situ measurements, andhsnow(eval) is the
CCSM snow depth matched to the in situ measurements. The
adjusted snow thermal conductivity reported in Eq. (2). By
way of example, if the CCSM snow is too thick, the snow
thermal conductivity is effectively reduced to adjust for this,
causing the thermodynamics to experience a thinner snow
cover.

kh sensitivity= ksnow
hsnow(eval)

hinsitu
(3)

Next, Eq. (2) is adjusted by the addition of aρinsitu/ρsnow
density values for the in situ measurements and default CICE
snow densities, effectively adjusting the effective snow depth
to account for density biases. The final modified conductiv-
ity is reported in Eq. (4). This conductivity is applied in the
CCSM conductivity experiment.

ksensitivity= ksnow
hsnow(eval)

hinsitu

ρinsitu

ρsnow
(4)

An average of the monthly bias derived from the snow stake
bias and snow line bias is used to calculate the biases tested
in this section. This is a simpler method than that used by
Warren et al. (1999) in the development of their climatology,
but will serve to determine whether the biases are relevant to
the state of the Arctic ice.

In addition, rather than consider the direct effect of snow
density on conductivity as determined by Sturm et al. (1997),
the bias correction instead compensates for the excessive
snow density early in the season by mimicking a thicker
snowpack, which would contain the same snow mass per unit
area while having a lower density. We consider a linear rela-
tionship between excessive snow density and the total ther-
mal resistance presented by the snow cover. This likely re-
sults in a lesser effect on snow thermal conductivity than a

full treatment of the complex relationship between density
and conductivity, but our results still reflect the role of the
more complex relationship. However, it is important to note
that because this method does not change the snow mass, the
thermal diffusivity is not altered. As a result, the perturbation
introduced is a lesser effect than a fully bias corrected snow
depth would trigger.

Figure 4 presents the new conductivities used. While val-
ues are calculated monthly, the values are interpolated at each
model time step. This avoids discontinuities in the conduc-
tivity. Note that the higher conductivities in the CCSM bias
experiment compensate for the excess snow depth, and will
allow for more thermal transfer through the snow–ice col-
umn. In this way, the ice will experience the thermal effect
of a thinner snow cover, correcting for the snow depth and
density bias.

The sensitivity experiments are integrated over a period of
60 yr. As the results indicate, this is sufficient to allow the
CCSM and CICE to come to quasi-equilibrated states. Be-
cause we use the SOM, there is no ocean to equilibrate, but
by leaving CAM and CLM active the Arctic atmosphere and
adjacent landmass are allowed to respond to changes in the
ice cover. In addition, we are able to assess the impacts of the
changes in sea ice on the overall Arctic climate, in particular
the overlying atmosphere.

4.2 CCSM bias sensitivity simulation results

We begin with a discussion of the changes to the ice state
during the equilibrated period of the simulation, defined as
the last 20 yr of a 60 yr simulation. Following the discussion
of the equilibrated state, this paper moves to the beginning
of the simulation, where the transient changes in the ice state
triggered by our perturbations occur. We also examine the
equilibrated changes in the Arctic atmosphere and general
climate due to changes in the ice during the equilibrated pe-
riod of the simulation, as well as the feedbacks between the
atmosphere, ocean, and ice state.

An increase in thermal conductivity results in an increase
in ice volume in the Arctic and corresponding increase in ice
area (Fig. 5). This is expected because an increase in snow
thermal conductivity allows increased energy flux through
the snow–ice column, triggering increased basal ice forma-
tion in the winter. Qualitatively, this result suggests that the
changes in winter ice growth exceed any changes in summer
ice melt caused by our modifications to snow thermal con-
ductivity. These results confirm previous work by Fichefet et
al. (2000). The addition of a fully coupled atmosphere in this
study allows us to extend the investigation of climate sen-
sitivity, showing that the changes in ice conditions result in
shifts in Arctic-wide temperature and cloud cover.

The equilibrated CCSM bias experiment produces 19 %
more annual mean ice mass than the control and 7 % more
September ice area than control, both significant (P < 0.05);
see Fig. 5. This is a large effect, but is comparable to the 1m
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Fig. 4. Intrannually varying now conductivity adjustments, applied
throughout the CCSM bias experiment.
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Fig. 5. Arctic sea ice volume and extent for control run and CCSM
bias experiment. Restricted to north of latitude 70◦ N.

increase seen in Holland et al. (2012). This suggests more
ice formation occurring due to the increased transfer of heat
through the snow–ice column, as would be expected given
the results of Fichefet et al. (2000). However, as Fig. 6 shows,
by the equilibrated period of model integration the experi-
mental snow depth has increased significantly relative to the
control, which offsets the perturbation introduced and also
inhibits conductive flux in the later period of model integra-
tion, as elaborated in the following discussion. Therefore, it
is likely that other mechanisms conducive to ice growth are
triggered by changes in the ice caused by the initial perturba-
tion. We posit that this increase in snow depth is a result of
increased ice survival, allowing more snow accumulation. A
discussion of this effect is available in Blazey (2012).

Figure 7 documents the geographical patterns of change
in ice thickness due to our snow thermal conductivity mod-
ifications. Figure 7a shows the control simulation ice thick-
ness, with the pattern of thickest ice near the Canadian Arctic
Archipelago being typical (Bourke and Garrett, 1987). Fig-
ure 7b shows the difference between control and the CCSM
bias experiment. The thickest ice near the Canadian Arc-

Fig. 6. On-ice snow depth in the Arctic Ocean during equilibrated
period of integration (last 20 yr of 60 yr simulation).

tic Archipelago experiences less pronounced changes in ice
growth, while the thinner ice along the marginal zone of the
ice pack experiences the greatest thickening. This conforms
to expectations from Eq. (2). Due to the largerhice in the re-
gion of thick ice, the thermal characteristics of the snow has
less impact on the total transfer of energy through the snow–
ice column.

During the period of most rapid equilibration of the CCSM
bias experiment (defined here as the first 20 yr of simula-
tion following initialization) there is a statistically significant
(P < 0.05) 7 % increase in annual mean conductive heat flux
at the top of the snow–ice surface in the study area, 70◦ N
poleward (see Fig. 8a). This 0.5 W m−2 increase in conduc-
tive flux is consistent with the increase in snow thermal
conductivity. This change is comparable to the 1.1 W m−2

change caused by the addition of black carbon and melt
ponds to CICE (Holland et al., 2011). In addition, note that
in the later portion of the integration this conductive flux
in the experimental simulation is lower than in the control
run, likely due to increased ice and snow thickness as seen
in Figs. 5, 6 and 7.

These shifts in conductive heat flux (Fig. 8a) have a signif-
icant impact on surface conditions for the CCSM bias exper-
iment, which results in an annual mean increase of 0.25 K in
surface temperature over the control simulation (see Fig. 8b),
which in turn contributes to an annual mean increase in
surface long-wave flux from the surface of 0.8 W m−2 (see
Fig. 8c). Both of these increases are significant (P < 0.05).

Figure 9 documents the annual mean difference in to-
tal Arctic Ocean ice volume when comparing the experi-
mental simulation to the control simulation. In Fig. 9, the
solid line (right axis) indicates the volume difference be-
tween the two simulations is comparable until the modified
thermodynamics begin to impact the mass balance around
year 25. However, the dotted lines in Fig. 9 (right axis) in-
dicate that the ice mass balance terms are effected by the
changes in snow thermal conductivity immediately. In Fig. 9,
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Fig. 7. Panel(a): equilibrated ice thickness (cm) and 15 % and 90 % ice extent in September (black contours) for control run. Panels(b):
difference in ice thickness between CCSM bias experiment and the control run (cm) and 15 % and 90 % September ice extent (black contours).
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Fig. 8. CCSM bias experiment surface energy budget terms relative to control in the study area (70◦ N poleward). Black lines indicate the
annual mean difference in the energy budget term, righty axis. Year is from inception of the simulation, indicated on thex axis. Background
colors indicate the monthly mean value for a given year, month indicated on the lefty axis. These monthly values are smoothed over a
five-year window.(a) Surface conductive flux in W m−2 given by the top color bar; positive values indicate greater flux to the surface.(b)
Surface temperature differences with respect to the control run K given by the top color bar.(c) Long-wave energy flux out in W m−2 given
by the bottom color bar.

the primary effect of the modified snow thermal conductiv-
ity in the CCSM-coupled bias experiment is the increase in
congelation ice, which is ice formed at the base of the sea
ice. Congelation ice forms when the conductive flux through
the snow–ice column exceeds the flux from the ocean to the
ice during the winter months. This imbalance causes the re-
lease of latent heat, and hence the formation of new ice at
the ocean-ice interface. This increased ice production is off-

set by a negative feedback mechanism through the increased
advection of ice mass (because of thicker ice) from the Arctic
Basin. However, near the end of the transient period of sim-
ulation, around year 30, an increase in relative volume ten-
dency associated with ocean melt (basal and lateral melt) oc-
curs, indicative of the decreased transmission of energy from
the ocean to either the base or margin of the ice pack. This is
a result of the increased ice area seen in Fig. 5, which results
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Fig. 9. Difference in ice volume and accumulated mass budget
terms during CCSM bias experiment. Year since inception of the
experiment is indicated on thex axis. Difference in annual aver-
age ice volume (CCSM bias experiment less control) is represented
by the solid line and lefty axis. Other lines and the rightx axis
indicate cumulative difference in budget terms (CCSM bias exper-
iment less control). A positive value indicates more ice is formed
by a process or less melted in the bias experiment than in con-
trol. Includes basal (congelation) ice growth, open water (frazil) ice
growth, basal/lateral (Ocean) melt, surface melt, and loss to trans-
port out of the Arctic (advection).

in less exposed open water, so less solar shortwave radiation
is absorbed by the ocean to be retransmitted to the ice: the
ice–ocean albedo feedback (Curry et al., 1995).

The flux differences during the last 20 yr of the 60 yr simu-
lation are reported in Fig. 10; the initial perturbations to con-
ductivity are fairly well equilibrated, with the differences be-
tween experimental and control simulations becoming less
variable, as with the total volume in Fig. 9. In addition, due
to reduced open water the flux in the summer ocean heat flux
drops by as much as 20 W m−2. As a result, there is an an-
nual average 6 W m−2 decrease in mean flux from the ocean
to the ice (statistically significant (P < 0.05)). In addition to
the ice–ocean albedo feedback, an autumn decrease in long-
wave flux from the atmosphere also occurs in the increased
conductivity simulation (see Fig. 10). This results in an an-
nual mean of 2 W m−2 less long wave absorbed by the ice,
also statistically significant (P < 0.05). Previous studies have
shown decreases in autumn ice area lead to an increase in au-
tumn cloud cover, and represent an additional expected pos-
itive ice area feedback (Schweiger et al., 2008).

Figure 11 examines the effects the perturbation has on the
Arctic atmosphere. While these effects are due to the changes
in the snow cover, they are representative of other processes,
such as the changed ocean heat flux initiated by the pertur-
bation. Figure 11a shows a∼ 1 K drop in temperature near
the surface in the CCSM bias sensitivity experiment. This
drop is significant for the lower atmosphere both in the an-
nual mean and autumn. The initial perturbation reduces the
thermal impedance through the snow–ice column, allowing
for more conductive flux and an initial increase in atmo-
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Fig. 10. Monthly mean difference in energy transfer between ex-
perimental and control simulations during the equilibrated period
(final 20 of 60 yr) for CCSM bias sensitivity. As in Fig. 10, positive
anomalies indicated more flux to the ice or less flux away from the
ice.

spheric surface temperature. If the ice were simply adjusting
to the perturbation without feedbacks, the ice would thicken
until the additional ice compensated for the thermally thin-
ner snow cover. However, the decreased surface temperature
in the equilibrated CCSM bias experiment indicates feed-
backs have resulted in an enhanced effect beyond, but due
to, the perturbation. In addition to the near-surface effect, the
upper-atmosphere temperatures increase, but are not further
diagnosed in this study.

Figure 11b documents somewhat complex and generally
not significant (P < 0.05) reactions in cloud cover in our ex-
perimental simulation. In the CCSM bias experiment the an-
nual mean is only significant in the upper atmosphere, where
there is a drop in cloud fraction. In the lower atmosphere,
there is a significant drop in the autumn cloud fraction. From
Fig. 11, the downwelling long-wave feedback observed in
the CCSM bias sensitivity experiment is the result of lower
atmosphere decreases in both temperature and cloud cover.

In summary, an increase in snow thermal conductivity re-
sults in significantly increased ice volume and area. In ad-
dition, as seen in Fig. 7, ice of different thicknesses reacts
distinctly. We also stress the importance of oceanic and at-
mospheric response and induced feedbacks to our perturba-
tions. These findings indicate that the ice state is sensitive
to changes in snow conditions, in particular modifications to
snow thermal conductivity designed to be of the same mag-
nitude as the depth biases identified in Sect. 3.

5 Conclusions

This study has evaluated the simulated on-ice snow depth and
density in the Arctic Ocean, and investigated the impacts of
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Fig. 11. Differenced (experiment less control) annual and autumn (September–November) mean temperature and cloud fractions for the
equilibrated period of the CCSM bias sensitivity (last 20 of 60 yr) for 70◦ N poleward. Asterisks indicate the difference between experiment
and control is significant (P < 05) at the height indicated.

snow depth bias on thermal conduction and in turn the ice
state in coupled simulations. The on-ice snow depths pro-
duced by CCSM are too thick. The model was found to be
sensitive to this bias, both in terms of ice characteristics and
the general Arctic climate.

The snow overlying the Arctic sea ice as simulated in a
CCSM4 ensemble was found to be∼ 40 % too thick when
compared to in situ measurements. This bias increased to
> 150 % during the summer months. In addition, the current
parameterization in CICE lacks a seasonal density evolution,
resulting in excessive autumn and early winter snow densi-
ties.

Following the identification of seasonally dependent snow
depth biases, the sensitivity experiment modified the ther-
modynamic treatment of snow in CICE to compensate for
the biases. In this study, the thermal conductivity of the
snow was adjusted to simulate a thinner snowpack. The de-
fault thermal conductivity of 0.3 W m−1 K−1 was increased
to ∼ 0.4 W m−1 K−1. This increase was seasonally variable,
and accounted for the biases identified in both snow depth
and density. The first-order examination of the sensitivity of
the ice state to these biases revealed the anticipated response,
whereby an increase in thermal conductivity, used to com-
pensate for excessive snow depth in our CCSM bias sensi-
tivity experiment, results in an increase in winter basal ice
growth (Fichefet et al., 2000). This increase results in both
increased year-round ice volume and an increase in ice area
at the September sea ice area minimum.

However, this initial perturbation results in several feed-
backs both within the ice and between the perturbed ice and
the other components of the Arctic climate. We determined
two limiting factors with regards to to continued increase in

ice volume. The increasing ice thickness serves to replace the
thermal barrier lost due to the increased snow thermal con-
ductivity. Increased thickness of ice advecting from the Arc-
tic results in an enhanced sink on total ice volume. Positive
feedbacks resulting in an enhancement of the initial pertur-
bation were also identified. Increased ice area resulted in a
corresponding decrease in open water. In turn, this causes an
increase in average albedo, and a decrease in ice melt due
to melt by the ocean. Increased ice area results in decreased
low-level clouds and reduced low-level temperatures, result-
ing in reductions of the long-wave flux to the ice.

If the response to the bias adjustments were uniform,
it would be tempting to regard the thermal conductivity
as another tuning parameter. However, ice does not react
uniformly to changes in thermal conductivity. Specifically,
thicker ice is less sensitive to changes in snow characteristics.
This indicates that the response of the ice to snow character-
istics is a complex system, and cannot simply be treated as a
one-dimensional tuning parameter. In addition, the enhanced
ice area resulting from an increase in conductivity leads to
positive feedbacks in the form of the ice–ocean feedback and
ice area – autumn cloud cover feedback.

These findings suggest that an improved understanding
and treatment of the on-ice snow cover would enhance the
ability of CICE to generate an ice state consistent with ob-
servations. In particular, the complex relation of ice thick-
ness and snow thickness is important in light of observations
indicating changes in ice age and characteristics currently oc-
curring in the Arctic. As sea ice thins, the snow is potentially
a larger component of the snow–ice column, increasing the
impact of biases in snow depth. Given the bias and model re-
action described in this study, correction of the current bias
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may result in slightly slower decline in sea ice than currently
projected. However, as the Arctic climate continues to shift,
snow thickness is projected to decrease (Hezel et al., 2012),
which leads to a complex and pronounced change in the ther-
modynamics of the sea ice system (Blazey, 2012). Accord-
ingly, accurate snow treatment in CICE is likely to play a
role in accurate projects of the Arctic climate.

While the basic question of the importance of snow depth
to sea ice has been posed in several previous studies, those
studies are not in agreement. As such, this study is unique in
asking whether a modern GCM is capable of producing the
observed snow depths, and what importance that capability
has, not only for the ice itself but also for the overall Arctic
climate. This study has determined that, likely due to biases
in precipitation and omission of snow processes, the GCM
does not produce the correct on-ice snow depths. More im-
portantly, it shows that not only the ice, but also the Arctic in
general, is affected by this bias. It shows that this is not a sim-
ple linear correction, and the need for a careful assessment of
potential improvements to the model to correct for this bias.
This study demonstrates that, as models become more com-
plex, there is need for targeted evaluation of the fidelity with
which each model is able to reproduce the climate system.

Future work stemming from this study would likely focus
on modifying the model treatment of snow to better repro-
duce the snow depths observed in situ. The ideal in situ data
set for such an investigation would include coincident mea-
surements of snow and ice thickness across the Arctic during
and after precipitation events, allowing for accurate param-
eterization of the speed of snow redistribution. Tools such
as SnowModel (Liston and Elder, 2006) could also be used
to create a new set of parameters to simplify the redistribu-
tion of snow over the sea ice and loss due to blowing snow.
While the snow flux from the atmospheric model may con-
tribute to the excessive snow identified in this study, Chung
et al. (2010) found that the introduction of blowing snow into
a model of sea ice significantly reduced snow depth. The in-
troduction of such a process would not only better represent
the physical system, but also introduce a parameter that could
be tuned to compensate for excess snow flux from the atmo-
sphere.
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