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Abstract. Estimates of permafrost distribution in mountain
regions are important for the assessment of climate change
effects on natural and human systems. In order to make per-
mafrost analyses and the establishment of guidelines for e.g.
construction or hazard assessment comparable and compati-
ble between regions, one consistent and traceable model for
the entire Alpine domain is required. For the calibration of
statistical models, the scarcity of suitable and reliable infor-
mation about the presence or absence of permafrost makes
the use of large areas attractive due to the larger data base
available.

We present a strategy and method for modelling per-
mafrost distribution of entire mountain regions and pro-
vide the results of statistical analyses and model calibration
for the European Alps. Starting from an integrated model
framework, two statistical sub-models are developed, one
for debris-covered areas (debris model) and one for steep
bedrock (rock model). They are calibrated using rock glacier
inventories and rock surface temperatures. To support the
later generalization to surface characteristics other than those
available for calibration, so-called offset terms have been in-
troduced into the model that allow doing this in a transparent
and traceable manner.

For the debris model a generalized linear mixed-effect
model (GLMM) is used to predict the probability of a rock
glacier being intact as opposed to relict. It is based on the
explanatory variables mean annual air temperature (MAAT),
potential incoming solar radiation (PISR) and the mean an-
nual sum of precipitation (PRECIP), and achieves an excel-
lent discrimination (area under the receiver-operating char-
acteristic, AUROC = 0.91). Surprisingly, the probability of a
rock glacier being intact is positively associated with increas-
ing PRECIP for given MAAT and PISR conditions. The rock

model is based on a linear regression and was calibrated with
mean annual rock surface temperatures (MARST). The ex-
planatory variables are MAAT and PISR. The linear regres-
sion achieves a root mean square error (RMSE) of 1.6◦C.
The final model combines the two sub-models and accounts
for the different scales used for model calibration.

The modelling approach provides a theoretical basis
for estimating mountain permafrost distribution over larger
mountain ranges and can be expanded to more surface types
and sub-models than considered, here. The analyses per-
formed with the Alpine data set further provide quantitative
insight into larger-area patterns as well as the model coeffi-
cients for a later spatial application. The transfer into a map-
based product, however, requires further steps such as the
definition of offset terms that usually contain a degree of sub-
jectivity.

1 Introduction

Many models already exist for estimating the spatial distri-
bution of mountain permafrost in regions of the European
Alps (Hoelzle, 1992; Keller, 1992; Imhof, 1996; Gruber and
Hoelzle, 2001; Lambiel and Reynard, 2001; BAFU, 2005).
These models are difficult to compare or combine because
they have different empirical or statistical approaches and
differing types of indices as output. Their extrapolation is
difficult as they are usually calibrated for specific regions
and, as a consequence, no estimation of permafrost distri-
bution exists in large regions of the European Alps to date.

First estimations of permafrost occurrence in the Alps
were based on the “rules of thumb” (Haeberli, 1975),
which use basic relations of permafrost occurrence with
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topographic attributes and surface characteristics. These re-
lationships were first implemented within a GIS environ-
ment byKeller (1992) and later incorporated in further stud-
ies to predict spatial permafrost occurrence (Imhof, 1996;
Frauenfelder et al., 1998; BAFU, 2005; Ebohon and Schrott,
2008). Besides topographic variables, climatic information
and other direct proxy variables of the surface energy bal-
ance (such as MAAT and PISR) are often used in statistical
or empirical permafrost models. The basal temperature of
snow (BTS), introduced byHaeberli(1973) as an indicator of
permafrost occurrence, has been widely used for model cal-
ibration (Hoelzle, 1992; Keller et al., 1998; Riedlinger and
Kneisel, 2000; Gruber and Hoelzle, 2001; Stocker-Mittaz
et al., 2002; Lewkowicz and Ednie, 2004; Brenning et al.,
2005). Measurements in boreholes and near the ground sur-
face have been used for model evaluation (Gruber et al.,
2004; Heggem et al., 2005; Etzelm̈uller et al., 2006, 2007;
Allen et al., 2009). Other studies used rock glacier inven-
tories to infer the occurrence of permafrost (Janke, 2004),
to identify the lower boundary of discontinuous permafrost
(Nyenhuis et al., 2005), or for model assessment (Imhof,
1996; Gruber and Hoelzle, 2001).

Existing permafrost distribution models typically do not
distinguish between different surface characteristics such as
fine or coarse-grained debris slopes or steep bedrock, even
though their differences in snow-cover and material charac-
teristics can cause strongly differing ground temperatures.
Because the amount and type of available permafrost data
differs between the various surface types this often results in
an unknown degree of extrapolation. Models based on BTS
for example are also used to predict permafrost occurrence
in bedrock without snow or on ground that is nearly always
blown free of snow. Similarly, models based on rock glacier
occurrence are used to predict permafrost also in fine-grained
substrate. The output of most established models consists of
permafrost zonation classes such as “probable permafrost” or
an index that is then related to a qualitative probability. These
quantities are usually defined beforehand (e.g. rules of thumb
(Haeberli, 1975); the BTS relationship (Haeberli, 1973); or
based on the concept of permafrost zonation limits (Lambiel
and Reynard, 2001)) and cannot be validated quantitatively
later on. A notable exception is the work byLewkowicz and
Ednie(2004) but applied to more diverse terrain, extrapola-
tion to differing surface conditions may again be problem-
atic.

With this paper we aim to base a statistical model on re-
liable permafrost data for a larger area and to make the ex-
trapolation to surface types for which no suitable calibration
data is available transparent by introducing dedicated offset
terms. While this does not solve the problem of difficult val-
idation due to strong heterogeneity and little data, it provides
a basis for better model calibration with the data available
and for better separation of quantitative statistical analysis
and of subjective adjustment. The objectives of the present
study are thus to (a) introduce a suitable strategy and method

for statistic-based modelling the permafrost distribution for
large mountain regions, (b) to discuss generic difficulties of
such models regarding model application to an entire land-
scape, and (c) to provide the results of our statistical analysis
(i.e. model coefficients) for the European Alps.

2 Conceptual background

The lack of sufficient and reliable data for calibration and
validation probably is one of the most important limitations
for permafrost modeling and it is important to devise strate-
gies for the efficient use of existing data. While much
progress has been made in therms of physics-based mod-
elling of mountain permafrost in recent years (cf.Risebor-
ough et al., 2008; Harris et al., 2009), also those methods
are challenged in terms of their validation for diverse condi-
tions and we therefore decided to use a statistical approach.
To benefit from a large data basis, the presented model is
based on an Alpine-wide collection of permafrost evidence
(Cremonese et al., 2011). Overall, only MARST measure-
ments and the rock glacier inventories offer enough data to
support the fitting of statistical models. The other permafrost
observations described by Cremonese et al. (2011) were not
used for model calibration because, (a) they are not sufficient
in number to allow consistent statistical analysis; (b) the in-
tegration and homogenization of heterogeneous permafrost
observations are subject to large uncertainty and subjectivity,
and (c) observations are strongly biased towards permafrost
existence and less observation in non-permafrost conditions
are available. The evidence collection is subject to some de-
gree of homogenization, especially the rock glacier invento-
ries in it may be subject to differences due to slightly dif-
fering conventions and data used that must be accounted for
in statistical models. To utilize rock glacier inventories and
MARST data, a combination of two sub-models is required:
one for debris-covered areas and one for steep bedrock. With
the term “steep bedrock” we refer to terrain that (a) is not
or only marginally affected by a snow cover in wintertime,
(b) does not contain large amounts of blocks and/or debris,
and (c) is without vegetation coverage. The statistical models
are calibrated based on rock glacier activity status as a binary
variable, and rock temperatures as a continuous variable, re-
spectively. While this model combination results in proba-
bilities sensu strictu, their application to areas that are not
rock glaciers or steep bedrock is difficult. Because we only
have limited evidence for permafrost occurrence or absence,
this extrapolation is an integral part of permafrost modeling.
To make this transparent, we use offset terms that we embed
in the model to allow later subjective adjustment. Because
the measurements of MARST used for model calibration are
representative on a scale of few tens of centimeters only, the
application of results in a model based on a DEM of sev-
eral tens of meters is difficult and requires dedicated atten-
tion. Because MAAT has regional trends besides its local
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dependance on elevation, we prefer to use MAAT instead
of elevation as an explanatory variable. The modelling ap-
proach we present is suitable for large mountain regions and
is here demonstrated for application to the European Alps
(43◦–49◦ N, 4◦–16◦ E).

2.1 Debris model

In debris slopes, intact (active and inactive) rock glaciers are
a diagnostic and well visible geomorphological feature to de-
tect the presence of permafrost whereas relict forms indicate
its absence (e.g.Haeberli, 1985). Active and inactive rock
glaciers are grouped as “intact” rock glaciers because of their
existing ice content (cf.Haeberli, 1985; Ikeda and Matsuoka,
2002; Roer and Nyenhuis, 2007; Lilleoren and Etzelm̈uller,
2011) and the reliable indication of permafrost they offer.
Relict rock glaciers do no longer contain ice, show a col-
lapsed surface due to melting of the ice, and they often have
a vegetation cover (Roer and Nyenhuis, 2007).

The possibility of mapping rock glaciers from e.g. aerial
photographs or field observations makes this an attractive and
unique data source. The existence of rock glaciers depends
on suitable debris production and transport mechanisms, im-
plying that permafrost can also exist in areas where rock
glaciers are absent (Imhof, 1996). Because here, no visible
features indicate permafrost, a model-based estimation is es-
pecially valuable. Due to a cooling effect of the coarse block
surface (Harris and Pedersen, 1998) and the creeping of rock
glaciers, an estimation of permafrost distribution based on
rock glacier activity generally results in an overestimation of
the amount of permafrost below surfaces that are not rock
glaciers. This effect may be compensated by offset terms to
describe the permafrost status of those surfaces relative to the
status of rock glaciers.

The debris model is calibrated using status information
of rock glaciers resulting in a binary response (permafrost
yes/no). While generalized linear models (GLMs) are com-
monly used to model binary response variables such as pres-
ence/absence of permafrost (Lewkowicz and Bonnaventure,
2008), an extension of this model that is able to account for
random inventory effects is required here. Such random ef-
fects may be related to different observation techniques and
interpretation criteria being applied in the compilation of
inventories by different research groups, which may result
in an inventory-specific bias. The generalized linear mixed
model (GLMM; Venables and Ripley, 2002) is able to ac-
count for such random inventory effects and is therefore ap-
plied in this study. It is implemented as “glmmPQL” in the R
package “MASS” (Venables and Ripley, 2002). GLMs and
GLMMs for binary response variables can be specified using
either the probit or, more commonly, the logistic link func-
tion (Hosmer and Lemeshow, 2000; Gelman and Hill, 2007).
While both are nearly identical (Aldrich and Nelson, 1984;
Gelman and Hill, 2007), a probit link function is preferred in

this study due to mathematical advantages in the combined
framework, as outlined in Sect.3.1.

2.2 Rock model

Near-surface temperatures in steep bedrock have been ob-
served in the Alps since 2002 (Gruber et al., 2003; PERMOS,
2010). Based on this data and other analyses (Gruber et al.,
2004; Allen et al., 2009), it was shown that short-wave radi-
ation is the major controlling factor for the lateral variability
of MARST in steep and homogeneous rock making it suit-
able for a linear statistical model. Because this is based on
near vertical slopes that have no blocky layer and no snow,
the extrapolation into the most common type of rock slope
that is heterogeneous, fractured and partly snow-covered re-
quires special attention. Differing mechanisms and effects
have been postulated (Gruber and Haeberli, 2007; Noetzli
et al., 2008) and measured (Hasler et al., 2011), and require
an offset term for their inclusion in a permafrost distribution
model. Measurements of ground surface temperatures (GST)
or BTS in less steep terrain were not included in our analy-
sis because of their large inter-annual variability caused by
the strong influence of the snow cover (Hoelzle et al., 2003;
Brenning et al., 2005).

2.3 Model combination

In our case of Alpine-wide permafrost distribution mod-
elling, we wish to integrate two models that are fitted sep-
arately in two different model domains: debris surfaces and
steep bedrock. While the debris model is based on an Alpine-
wide digital elevation model (DEM) with coarse grid spac-
ing, the rock model is calibrated using locally measured ter-
rain attributes, which refer to fine-scale topographic informa-
tion. When combining these two models we have to consider
scale effects with particular emphasis on the situation where
an empirical model developed using fine-scale in situ mea-
surements is applied at a coarser resolution for regional-scale
application.

3 Statistical method

The introduction of our statistical approach for permafrost
modeling starts by using the probit model formulation to
show the formal equivalence between permafrost probabil-
ities derived from temperature as a continuous random vari-
able, and presence/absence as a binary one (Sect.3.1). This
lays the foundations of the proposed approach, because this
allows us to establish a unified framework for the rock model
and debris model, which are based on these two different
types of response variables. A simple approach for com-
bining permafrost probabilities from rock and debris mod-
els is then proposed (Sect.3.2). This may result in scale
issues, which require further attention (Sect.3.3). Two prac-
tical aspects of the application of our approach are then
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discussed, the discrimination between rock and debris sur-
faces (Sect.3.4), and the assessment of the models’ goodness
of fit (Sect.3.5).

3.1 Model formulation

Permafrost is defined thermally by the permanent presence
of zero or negative ground temperatures (◦C) over two entire
years (van Everdingen, 1998). Because we are interested in
depths where the variability of annual ground temperatures
can be neglected, we assume maximum and mean ground
temperatures to be equal. We therefore express the proba-
bility p of permafrost occurrence at a given location by the
probability of mean ground temperatureϑ being≤ 0◦C:

p = P(ϑ ≤ 0). (1)

If the ground temperatureϑ is modeled linearly (as we will
later do in the rock model),

ϑ = α̃+1̃+

k∑
i=1

β̃ixi + ε̃ = ϑ̃ + ε̃, (2)

where ε̃ is a normally distributed residual error term with
mean 0 and variancẽσ 2, thexi andβ̃i are the model’sk ex-
planatory variables and their coefficients, andα̃ + 1̃ repre-
sents an intercept term that is explained in detail in Sect.3.3.
Throughout this work, model coefficients with a tilde refer to
the temperature scale as in Eq. (2), while model coefficients
at the probit scale will carry no tilde.

In a predictive situation, this model will allow us to predict
ϑ̃ with a variancẽσ 2

pred≥ σ̃ 2, which can be estimated from
the model. In this situation, the permafrost probabilityp is
therefore predicted to be

p = 8(−ϑ̃/σ̃pred), (3)

where8 is the cumulative standard normal distribution func-
tion. The negative sign is due to the fact that we are interested
in the probability of negative rather than positive tempera-
tures.

On the other hand, direct evidence of permafrost presence
or absence (debris model) allows us to model the permafrost
probabilityp directly using generalized linear models. The
probit link function is used in this study, because of its rela-
tion to the cumulative normal distribution function (Aldrich
and Nelson, 1984; Gelman and Hill, 2007). Here, the prob-
ability of permafrost presence is modeled linearly not at the
probability scale but at the probit scale, which is obtained
from an inverse cumulative distribution function of the stan-
dard normal distribution:

probit(p) = 8−1(p) (4)

Thus, and if we introduce an additional (thermal) offset term
1 (Sect.3.2) into the probit model, we write the debris model
as

probit(p) = α+1+

k∑
i=1

βixi, (5)

where thexi andβi are the model’sk explanatory variables
and their corresponding coefficients, andα is the model in-
tercept.

From Eqs. (3), (4) and (5) it becomes evident that a linear
regression ofϑ is equivalent to a probit regression ofp with
scaled coefficients:

− ϑ̃/σ̃pred= α+1+

k∑
i=1

βixi (6)

This relationship between the temperature-based model and
the model based on rock glacier presence/absence allows
us to convert the temperature-based model in Eq. (2) into
a probit-based probability model (Eq.5). It will later be
shown that in this specific context, this is relatively insensi-
tive to the estimation of the prediction variance, and we will

therefore use a conservative variance estimator̂̃σ 2
pred, which

will later be specified. The above equivalence allows us to
integrate continuous- and binary-response permafrost distri-
bution models within the formal framework of a linear model
with comparable model coefficients.

3.2 Integration of continuous- and binary-response
models

The coefficients of modelMd (debris surface) are de-
rived from the debris model, resulting in the coefficients
αd,βd,1,βd,2 adopted from Eq. (5). 1d is introduced into
this model as a fixed offset value that can be used for adjust-
ing effects such as rock glacier movement; this value is not
estimated from the data but represents the possibility to later
introduce an expert-defined adjustment term.

Model Mr (rock surface), by contrast, is derived from the
rock model (Eq.2) and partly uses the same explanatory
variables as modelMd, with the exception of a difference
in spatial scale (discussed in Sect.3.3). It is important to
note that in this model formulation, the adjustment offset1̃r
can be directly interpreted as a thermal offset of the near-
surface ground temperature (MARST) minus the tempera-
ture at the top of permafrost (TTOP). Given this model’s pre-

diction variancêσ̃
2
pred,r, we estimate the probit-scale coeffi-

cients ofMr from Eq. (6), i.e. by dividing all temperature-
scale model coefficients by−̂̃σ pred,r.

In practice, the spatial distribution of different surface
types is usually not well known and may exhibit transitions
such as spatially varying debris or snow cover thicknesses.
We represent this in a simple way through a (spatially vary-
ing) degree of membership in a land cover class,mτ , with
values between 0 and 1 that sum up to 1 at each location.
The integrated model is then defined to be

probit(pd,pr;md,mr) = mdprobit(pd)+mrprobit(pr), (7)

which has an obvious generalization to more than two land
cover classes. Probabilities of permafrost occurrence can be
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obtained from this integrated probit value by applying the in-
verse probit transformation, and probit-scale prediction vari-
ances are integrated in a similar way as the weighted sum of
each model’s prediction variances.

3.3 Scaling issues

With scale effects we refer to the fact that model coefficients
may change at different scales or levels of aggregation as
coarser-scale explanatory variables tend to show a smaller
range of values and less scatter. This situation is related to the
change of support problem (e.g.Gotway and Young, 2002),
but instead of a geostatistical interpolation setting we need
a solution that is tailored to the situation of integrating two
linear models.

We start by looking at the scaling problem encountered in
the situation where the rock model is fitted at a fine scale
(parameters with index “F”) and applied at a coarser scale
(index “C”) and consider initially only a linear model with
one explanatory variable (k = 1) and no offset term̃1F = 0.

Thus, from Eq. (2),

ϑF = α̃F+ β̃FxF+ ε̃F, (8)

where the residual variance is varε̃F = σ̃ 2
F .

In a predictive situation, we have to approximate the fine-
scalexF with its coarse-scale equivalentxC. We therefore
predictxF using a scaling model,

xF = f (xC)+εC, (9)

where the residuals shall be assumed to be independent and
identically distributed according to a normal distribution with
mean 0 and variance varεC = σ 2

C. The functionf represents
an arbitrary predictive model, such as a linear regression in
xC. More generally, we could approximatexF using a model
built on multiple variables other thanxC.

Thus,

ϑF = α̃F+ β̃Ff (xC)+ε′, (10)

where the residuals are

ε′
= ε̃F+ β̃FεC. (11)

Since the spatial predicitons are to be made at the coarse
scale, where one grid cell is composed ofN fine-scale grid
cells, we have

ϑC =
1

N

N∑
i=1

ϑF (12)

= αF+ β̃Ff (xC)+
1

N

∑
i

ε̃F,i +
β̃F

N

∑
i

εC,i, (13)

where we make use of the fact thatxC does not vary within
a coarse-resolution grid cell. We refer to the last two terms,
which involve the fine- and coarse-scale residuals, as the
residual ofϑC.

The estimation of the residual variance ofϑC is not an
easy task because the within-cell residualsε̃F,i andεC,i , re-
spectively, can certainly not be considered to be independent
due to the likely presence of (positive) spatial autocorrela-
tion over these short distances. The variances of the par-
tial residual terms would be expected to decrease proportion-
ally to N−1 under the assumption of independent within-cell
replication. The estimation variance of the mean value of
positively autocorrelated random variables, by contrast, de-
creases more slowly with increasing sample size. In the ex-
treme case of perfect within-cell dependence, averaging over
N identical pseudo-replications would not reduce estimation
variance compared to using only one replication. We adopt
this conservative approach by assuming that averaging over
N finer-scale grid cells does not reduce the uncertainty varε′

in the statistical model ground temperature at the aggregate
scale (Hurlbert, 1984). In addition, we replaceβ2

F with the
square of a one-sided (upper) 95-% confidence limit of|βF|,
β2

F,cl. Thus, as a conservative estimator for varε′, we use

σ ′2
:= σ 2

F +β2
F,clσ

2
C. (14)

Consequently, the residual variance of the scaling model
adds to the residual variance of the scaled model, using the
regression coefficient for variance weighting, and the equa-
tion would be expanded by additionalβ2

i,F,clσ
2
i,C for each ad-

ditional explanatory variable to be scaled. Estimates ofβF
andσ 2

F can be obtained from the fine-scale rock temperature
model, and an estimate ofσC from the scaling model.

In a predictive situation,σ 2
F can be replaced with the corre-

sponding prediction variance of the rock temperature model,
which is generally slightly greater thanσ 2

F . The prediction
variance varies, however, slightly between samples. In the
present study, the prediction variance is inflated only by 6 %
on average, with a maximum of 11 %, and we therefore in-
creaseσ 2

F by 6 % in general in this study as a first-order ap-
proximation.

3.4 Surface types

To distinguish between the two model domains (debris vs.
bedrock) one of the following approaches can be applied:
(1) an index describing the degree of membership in the ex-
posed bedrock rock surface class, (2) a statistical model of
land cover such as a logistic regression or generalized ad-
ditive model (Hastie and Tibshirani, 1990) or (3) remotely-
sensed or map-based land cover products.

3.5 Model evaluation

To assess the accuracy of the debris model, the area under
the receiver-operating characteristics curve, which is known
as AUROC, was calculated. This value ranges between 0.5
(random model behavior) and 1.0 (perfect model;Hosmer
and Lemeshow, 2000). AUROC values reported in this study
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Table 1. Overview of data used for model calibration (RG Rock glacier; AT Austria, CH Switzerland, DE Germany, FR France, IT Italy).

Response variable Country Region N (intact/relict) Source

RG status AT, CH, FR, IT Various regions 1625/3916 Cremonese et al.(2011)
RG status CH Entremont, Valais 115/137 Delaloye et al.(1998)
RG status CH Engadina, Graubünden 115/137 Frauenfelder et al.(2001); Frauenfelder(2005)
RG status CH Engadina, Graubünden 18/6 Hoelzle(1998)
RG status CH Aletsch region, Bern 11/13 Imhof (1998)
RG status CH Printse valley, Valais 115/137 Reynard and Morand(1998)
RG status CH Fletschhorn area, Valais 50/22 Frauenfelder(1998)
RG status CH Prealps, Vaud 0/25 Schoeneich et al.(1998)
MARST CH, DE, FR, IT Various regions 49 Cremonese et al.(2011)
MARST CH Matterhorn, Jungfraujoch 8 Hasler et al.(2011)

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEEEEEEEEE
EEEE

EEEEEEEEE EEEEEEEEEEEEEEEEEEEEEEE EEEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEE

E
EEEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEE
EEE

EEEE

E
E

E

EEE

EEEEEEEEE
EEEE

EE
E

EEE
EEEEEE
EEEEEEEEE

EEEEEEEEEEEEEEEEE
E
EEEEEEE

EEEE
EEEEEE

EEEEEEEEEEEEEE
EEEEEEEEEEEEE
EEEEEEEEEEE
EE
EEE

EE
EE
EEEEEE

EEEEE
EEEEE
E

E

E
EEE E

EEE EEEEEEE

EE
EEE

E
EEEE E
E EEE

EE
EE
E

E
EEEEE

EEEEEEEEEEEEE
E

EE
EE

E
E EEE

E

EE
EEE

EEEEEE
EEEE

EEEE

EEEEEEEEEEE
EEEEE

E
EE

EEE

EE
EEEE

E
EEEE

EEEEEE
EEE
EE

EEEEEE

E
E

EEEE
EEE

EEEE
E

E
E

EE
EEE

E

EEEEE
EEE

E
EEEE
EEE

EE

E

E
EE EEEEE

EEEEEEEE E
E E

E
EE

E

E
E

EE

EEEEEE

EEE
EEEE
EEEE

EEE

EE EE

EE

E
EEE

EEEEEEEEEEEEEEEEE
EEEEEEEE

E

E

E

E
EE

E EE

EEEE
EEEE EEE

EEE
E

E
E

E

E

E
EE

E

EE

E

EE

E

EE
E

E E
E

E E
EEEE

EE
EE

EEEEEE
EEEEEE
EE
EEEEEEEEE EEEEEEE

EEEE
E
EE

EEEEEEEE

E
EE
E EEE

E
E

E
E

EEEEE
E
E
EEEEE

E

E

E

EEEEE E
EEE

E

E
E
EE EE

E
EEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEE

EEEEEEEEEEE

E
EE
E E

EEEEEEEE

EE
EE
EEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEEE

E
EEE

EE

EEEEEEEEEEEEE
EEEEEEEE
E

EEEEEEEEEEEEEE

EE EE

E

E EE

E

E
EEEEEE

EEEEE

E
EEE

E
EE
EEEEEEEEEEEEEEEEEE

EE
EEEEE

EEEEE

E
EEEEEEEEEE

EEEEEEEE

EE
E

EEE

EE
EE
EEE
EEEE
EE

E EEE

EEEE EEEE EEEEE

EEEEEEEE
EEEEEEEEEEEEEE

EEEEEEE
EEEEEE EEEEEE

E

EEEEEEEEEE E EEEEEE
EEEEEEEEEEEEE

EEEE EEEEEE
EE
E
EEEEE

EEEEEEE
EEEEEEE

EE EEEEE

EEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEE
EEE EEEEEEE

EEEEEEEEEEEEEEEE
EEEEEEEEE
EEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEE

E

E EEEEEEE EE
EE

E

EE
E

EEE

EEE EE
E

EE

E

EEEEE
EEEEEEEEE

E

EEEEEEEE

EEEEEEE
EEEEE

EEEEEEEEEEEEE
EEEEEE
EEEEE
EEEEEEEEEEEEEEEEE

EEE
EEEEEEEEEEEEE
EEEEEEEEE

EEE

EEEEEEEEEEEEEEEE

EEEEEEEEEEEEEEEEEEEE
EEE

EEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEE

EEEEEEEEEEEE
EEEEEEEEEEEEE
EEEEEE
EEEEEEEEEEEEEEEEEEEEE

EEEE

E

EEEE

EEEEEEEEEEEEE
E

EEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEE
EEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EEE
EEEE

EEE
EEEEE
EEEEEEEEEEEE

EEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEE
EEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEEEE
EEEEEEEEE
EEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
E
EEEEEEEEEEEE
EEEEEE
EEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEE
E

EEEEEEEEEEEE
E
EEEEEEEEEEEEEEEEEEE E
EEEEEEEE

EEEE
EEEEE

EEE
EE
EEEE

E
E

EE

EE

EEE
EE

EEE
EE

EE

EEEEEE
EEEEEEE
E
EEE

E

E

E

EE
EEE
EEEEEE

EE
EEE
E
E
EEEE

EE
EE
EEE
E
E
EEE
EEEE
EEEE
E
E
EEE
EE
E
E
E

EE
E

EE EE
EEEE
EE

EEE
EEE
E
EE
EEEE

E

E
EEEEEE
E

E

EEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEE

EEEEEEEEEEEEEEE
E
EEE
EEEEEEEEEEEEEEEEE

EE
EEEEE

EEEE
EEE

EE EEE
EEEE

EEEEE EEEEEEE EEEEEEE EEEEEEEEEEE

EEEEEEEEEEEEEE
EEEEEEEEEEEEEEEE
E
EEE

E
EEEE
EEEEEEEEEEE
E

EE
E

E

E
E

EE
EEEEEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
E

EEEEEEEEEEEEEEEEEEEE
E

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEE

EEE
EE
EEEEEEEEEEEEEEEEEEEE
EEEEEEEE

EEEEEEEEEEEEEEEE
EEEEEEEEEEE
EEEE
EEEEEEEEEEEEEEEEE
EE
E
EEEEEEEEEEEEEEEE
EEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEE

E
EEEEEEE

EEE

EEEEE
EEE
EE
EEE

EE

EEEEEEEEEEE
EEEEEEEEEEEE

E EEE EEE
E EE

E
E EEEEE EEE

EE
EEEEEEEEEEE

E
EEE EE

E

EEEEE

EE EE EEEEEEEEEEEE

EEEEEEEEEEEE
EEEEEEEEEEEEE EEEEEEEEE
EEEEE

EEEEEEEEEE
EEEEEEEEEEE
EE
EE

EEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEE

E
EEEE

EEEEEEEEEE
EE
E

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

E

EEEEE

E
E EEEEEEEE

EEE
EEE

EEEE
EEEEE
EEE

EEEE

EEEE
E
EEEE
E

EEEEEEEEEEEE
EEEEEEEEEEEEEE

E

EEE

EE
E

EEEEEE
EEEEE

EE
E
EEE
EEEEE
EEEEE
EEEEEEE

EEEEEEEE

EEEEEE

EEE
E

EE

E

EEE
EEEEEEE

EEEE
E

EEEEEE
E

EEE
EE

EEEEEEEEEEEEEEE
EE

EEEE
EEEEEEEEE
EEEEEEEEE
EEE

EEEEEEEEE
EEEEEEEEE

EE

EEEE
EEE

E
E

EEEEEEEEEE

E

EEEE

E
EEEEEEE

E
EEEEEEE

EEEE

EEEEEEEE
EEEEEE
EEEEEEEEE
EEEEE

EEE
EEEEEEEEEEEE
E

EEEEEEEE EE

EE
EEEEEE

EEEEEE EEEEEEEEEEE

EEEEEEEE
EEEEEEE

EEEEEEE
EEEEEEEEEEEEEE

EEEEE
EEEEE
EEE

EEEEEEE
EEEEEEEEEEEEEE

EEEEEEEEE
E

EEEE
EEEE

E

E

E
E
EE

EE

EEEEEEEE

E
EE

EE E
E

E

EE

E

E

EEEEEEEEEEEE

EEEEE
EEEE
EEEE

EEEEEEEEEEE
EEEEEEEEE

E

EEEE
EEEEEEEEEE

EEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEE

EEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEEEEEEEEEEEEE
EEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EE
EEE
EE
EE

EEEEEE

EEE
E
EEEEEEEE
E

E

E

E

E

E

EEEEEEEEE
EEE

E

E

EE

E
E

E EEEE EEEEE

EEE EEEEE
EEE
E

EEEE
EEE

EE
EEE EEEEE

EE

EEEE

EEEE

EE

E
EE

EEE

E
EEEEE

EE

E

E

E

E

EEE

EEEEE

EE

E
EE

E

EE

EE
EE E

E

E

E
E

E
E

E

E

EEE
EEE

E

EEEEEEEEEEEEEE

EEE
E
EEEEEEEEEEEE E

E

E
EEEE

EEEEEEEEEEE
EEEEEEEEEE

EEEEEEEEEE
E
EEEEE

EEE
EEEE

EEEEEEE
EEEEEEEEEEEEEE
EE

EE
EEE
E
E

E
EEEE

E

EEEE
EE

E

EE

EEEEEE
EE EEEEEEEEEE

EEEEEEEEEEEEEEE
E
EE

E
EEEEE
EEEEE

E
EEEE

EEEEEEEEE EEEEEEEEEEEE

EEEEE

EEEEE
EEEEEEEEEE EEEEEEEEE

EE
EEEEE

EE
E EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEEEEEEEE E
EEEEEEEEEEEEE
EEE

EEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

E

EE EEEEEEEEEE EEEEEEEEEEEEEEEE
EEEEEE EE

EE
E

E EEEEE

EE

E
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEE

EE
EEEEEEEE

EEEEEEEEEEEEEEEEEE
EEEEEEEE

EEEEEEE
EEEEE

EEE

E

EEE
EE

EEEEEEEEEEEEEEEEEEEEEEEEE
E

EEEEEEE
EEEEEEEEEEEE

EEE
EEEEE
EE
E
EE

EEEEEEEEEEEEEE
EEEEEEEEEE
E
EEEE EEEEEEEEEEEEEEEEEEEEE

EEEEEE
EE EEEEE
EEEEEEEE EEEE
EE

EEEEEEE
EE

E

E

E
E EE

E

EE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EE

EEEEEEEEEE

EEE

EEEEEEEE

EE
EE

EE
E

EE

EEEEEEEEEEEEEEEEEEEEEEEE

EEEEE
E
EEE
EEEE
EEEEEEE

EEEEEEEEEEEE
E
E

E

EEEEEEEEEE
E
EEEEEEEEEEEE EE
EEEEEEEEEEEEEEEEE
EEEEE

EE

E

EEEEE

EEEEEEEEEE
EEEEEEEE

E
EEEEEEEEEEEEEEEE

E

EEEE
EEEEEEE

E

E
E

EE
EEE
EEEEE
EE
EEEEEEEE
E
EEEE

EEEEEEE
EE
EE

EEEEEEEEEEE
EEEEEEEEEEEE

EEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEE
EE

EEE
EEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EEE

EEEEEEEEEEEEEEEEEEEEEE
EEEEEEEEEEE
EEEEEE

EEEE
EE
EEEE EE

E

EEEEEEEEEEEEEEEE

EEEEEEEEEEEE
EEEEEEEEEEE

EEEEEEEEEE
EEE
EEEEE
EEEEEEEEEEE E
EEE EEEEEE

E

EEEE

E
E E

EE
E

EEEEEEEEEEEEEEEEEEEE
EEEEEEEE
E

EEEEEEEEEEEEEEEEEEEEEEEEE
E
EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EE
EE

EEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EE EEEEEEEEEEEEEE
EEEEEE

EEEEEE EEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEE
E

EE
EEEEEEEEE

EEEEEEEEEEE
EEEEEE
E

EEE
EEEEEEE
E

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE EEEE
EEEEEEEE
EEEE

EE
EEEEE

E
E

E

EEEE
EEEEEEEEEEEEEE EEEEEEEEEEEEEEEEEEEE

EEE

EE

EEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEEEEE

E

EE

EEE

E

E

EEE
EEEEEEEEEEE

E

EEEEE

E

EE

EE
EEEEEEEEE

E
EEE

EE
E

E
EE
EE
EEEEEEEEEEEEEEEEEE

EEEE

E
E

E

EE

EEEEEE

EEEEEE EE

E

EEEEE
E

E

E

E

E
EEE
EEEEEEEEEEEEEEE

EEEE
E

EEE
EEEEEEEEEEEE EEEEEEEE

EEEEEEEEEEEEEE
EEEEEEEEE
EEEEEEEEEEEEEEEEEE
EEEEE

E
EEEE

EEEEEEE
EEEEEE
EE

EEEEE

EEEEEEE EEEEEEE
EEEEEEEEEEEEEEEE

E
EEEEEEEEEE

EEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEEE
EEE
EEEEEEEEEEEEEEEEEEEEEEEE
EEEEEE
EEEEEEEEEE
EEEEEEEEEEEEEEEEE
EEEEEEEEEEEEEEEEEEEEE

EE
EE

EE

EE
EEEE
EE
EEEEE

EE
EEE

E
EEEE
EEE
EEEEEEEEEEE
E
EEEEEEEEEEEEEEEEEE
E
EE

E
EEEEEEEEEEEE

E
E
EEEEEE
EEEEEEEEEEEEEEEEEEEEEEEEE EEEEEEEEEE

EEEEE

EEEEE
E

E
E
EEE E

EEE

EE E

E
E

E E

E

E

E E

E
E

E E

E

E
E

EE
EE

E
E

E
E

E

EE
E
EE
EEEEE
E
E
EE
E
E
EE

EEEEEE
E
EE
EEE
EE
E

EE
EEE
EE
E

EE
E

EE
E
EE
EE

E
E

E
EEE
E

EE

E
EE

E
EEE

E
EE
EE

E
EE
EEE
EEE
EEE
EEEEEE

EEEE
EEEEEEEEEEEE
E
EEE
E

EE
E
EEE
EEEEEEE
E
E
E
E

E
EEE
E
E

EEEEEEEE
EEEEEEEEE
EEEEEE
EEEEEEEE

EEEEEEEE
EEEE
EEEEEEEEEE

E

EEEEEEEEEE

EEEEE
EEEEE

EEEE

E

EEE

EEE

E

EEE
EEEEEEE
EE
EEE

EEEEEEEEEEE

EEEEE

0 12060
Kilometers

CH

DE

FR
IT

AT

SI

Fig. 1. Spatial distribution of intact/relict rock glaciers (blue
crosses) and the locations of the rock surface temperature loggers
(red crosses).

are based on model predictions that include the inventory
random effect.

A 10-fold cross-validation was performed to assess how
transferrable to independent test data sets the model is (Hand,
1997). The original data set was randomly partitioned into 10
sub-samples. Of these 10 sub-samples, a single sub-sample
was retained for testing the model, and the remaining 9 sub-
samples were used as training data. This process was re-
peated 10 times using each of the 10 sub-samples exactly
once as the validation data. The 10 results from the folds
were combined to produce a single estimation which then
was used to measure the AUROC.

The goodness-of-fit for the rock model was obtained by
calculating theR2 and the root mean square error (RMSE).
Furthermore, the RMSE resulting from a 10-fold cross-
validation was calculated.

4 Data

4.1 Response variables

Most of the rock glacier inventories used to fit the debris
model were provided by the permafrost observation collec-
tion of the PermaNET project (Cremonese et al., 2011). This
collection was complemented by inventories from Switzer-
land published at the Seventh International Conference on
Permafrost (“Yellowknife inventories”; ICP Yellowknife,
Canada, 23–27 June 1998;Delaloye et al., 1998; Frauen-
felder, 1998; Hoelzle, 1998; Imhof, 1998; Reynard and
Morand, 1998; Schoeneich et al., 1998) and an inventory
from the Upper Engadine, Switzerland (Frauenfelder et al.,
2001; Frauenfelder, 2005). The final data set used as basis
for the model development includes 2184 intact and 4218
relict rock glaciers from Austria, France, Italy and Switzer-
land (Table1, Fig. 1).

For each rock glacier, information concerning its activity
is available. The activity information from the different in-
ventories was reclassified into the two classes (1) intact and
(2) relict. The inventories from the PermaNET data con-
tain polygon information for each rock glacier. From this
inventories a stratified random sample was selected that re-
sulted in one random point within the polygon for each rock
glacier. For the Yellowknife inventories the centroids of the
rock glaciers were used instead, because polygon informa-
tion was unavailable. Finally, from each of the inventories
an equal number of intact and relict rock glacier samples was
drawn randomly in order to obtain balanced samples.

MARST data from France, Germany, Italy and Switzer-
land contained in the PermaNET inventory were used
(Pogliotti, 2006; Pogliotti et al., 2008; PERMOS, 2010; Cre-
monese et al., 2011) and complemented with additional mea-
surements from Switzerland (Hasler et al., 2011, Table 1,
Fig. 1). All 57 sensors were located in rock walls> 55◦

steep and several meters above flat ground to ensure snow-
free conditions. The data originate from eight areas (Fig.1)
within which a wide range of aspects and elevations has been
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Fig. 2. Frequencies of intact as opposed to relict rock glaciers conditional on potential explanatory variables. Bar widths in these spinograms
are proportional to the empirical frequency of the given interval of values of explanatory variable. The figure does not account for random
inventory effects.

sampled. Measurement depths are on the order of 10 cm.
The rock types sampled vary between areas and include lime-
stone, granite and gneiss. The attribute data for each logger
contains elevation, slope angle and aspect (measured in the
field) as well as the observation period (logger years) taken
for the calculation of MARST values. With this informa-
tion MARST measurements of single or few years duration
were adjusted to longer-term temperature trends according to
Allen et al. (2009): longer-term MAAT from Piz Corvatsch
(Upper Engadina,MeteoSchweiz, 2010) for the period 1961–
1990 (MAAT= −6 ◦C) were compared with MAAT of the
period corresponding to the specific logger years. The dif-
ference between these temperatures was used to correct the
MARST values. The underlying assumption is that the dif-
ference of MAAT to its longer-term mean and the difference
of MARST to its longer-term mean are equal (cf. Fig. 3.1
of PERMOS, 2010). By using the period of 1961–1990 as
reference, the air temperature warming especially in the past
decade due to climate change is neglected. This leads to an
optimistic estimation (biased towards an overestimation of
permafrost distribution) of MARST, but is in line with the
debris model that also follows an optimistic approach. In
comparison with the high number of rock glaciers available,
57 measurement points are few. They are, however, used
for describing a system that is much less complicated than
rock glaciers because the influence of snow, phase change, a
mixed-media active layer and the downslope displacement of
ice-rich material is minimal or non-existent.

4.2 Explanatory variables

As potential explanatory variables we consider PISR, MAAT,
PRECIP, and a seasonal precipitation index (SEASONAL).
PISR was derived from the Global Digital Elevation Model
(GDEM; Hayakawa et al., 2008) with a grid spacing of 1′′

(approximately 30 m) using RSAGA (Brenning, 2008) and
the algorithm ofWilson and Gallant(2000). PISR was cal-
culated for one year with an hourly temporal resolution and
clear sky conditions (100 % atmospheric transmittance) and

is calculated for a latitudinal extent of 1◦ (6 bands accord-
ing to the total latitudinal extent of our study area). ASTER
GDEM covers the entire Alpine arc and shows an overall
vertical accuracy on a global basis of approximately 20 m at
95 % confidence (USGS et al., 2009).

Alpine-wide MAAT data for the period 1961–1990 (Hiebl
et al., 2009) was provided by the Central Institute for Me-
teorology and Geodynamics (ZAMG, Austria). MAAT is
based on the GTOPO30 elevation model (Center, 1997) with
an approximate resolution of 1000 m and shows a monthly
standard error of less then 1◦C (Hiebl et al., 2009). A con-
stant lapse rate of 0.65◦C 100 m−1 was used to interpolate
the coarse MAAT based on more precise elevation informa-
tion from the ASTER GDEM.

Alpine-wide monthly precipitation data (Efthymiadis
et al., 2006) is available for 1800–2003, gridded at 10′ reso-
lution (approximately 15 km, available from ALP-IMP,http:
//www.cru.uea.ac.uk/cru/data/alpine/). Based on this data,
PRECIP for the period 1961–1990 was calculated. As po-
tential explanatory variable for the debris model, PRECIP
was centered (cPRECIP) by subtracting its mean value of
1271 mm. Centering PRECIP allows to directly compare the
coefficients of the different models including and excluding
PRECIP as explanatory variable. Additionally, an index de-
scribing the seasonality of precipitation (SEASONAL) was
computed by dividing the mean sum of summer precipita-
tion (May–October) by the mean sum of winter precipitation
(November–April).

For the locations of the MARST loggers, the usage of lo-
cally measured terrain parameters is necessary for the char-
acterization of MARST, because they strongly depend on
micro-topographic radiation effects such as sun exposure or
terrain shading (the resolution of the ASTER GDEM is too
coarse for this purpose.). For increased accuracy, PISR was
therefore calculated followingCorripio (2003) based on lo-
cal measurements of elevation, slope angle and aspect. Ad-
ditionally, for the Swiss locations (except the one published
by Hasler et al., 2011) local horizons affecting the obstruc-
tion of solar irradiation were determined using a camera with

www.the-cryosphere.net/6/125/2012/ The Cryosphere, 6, 125–140, 2012
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Fig. 3. Scatterplots illustrating the relation of MARST to MAAT (top left) and of the difference between MARST and MAAT to PISR (top
right) for the 57 MARST values. In the lower panels, the model residuals (mean= 0◦C, standard deviation= 1.52◦C) of the rock model
are plotted against PRECIP and SEASONAL to visualize possible relations of these two variables.

Table 2. Summary statistics of the randomly sampled points representing potential explanatory variables for the debris model (Q25 lower
quantile, Q75 upper quantile).

Intact rock glaciers (N = 1790) Relict rock glaciers (N = 1790)

Mean Median Q25 Q75 Mean Median Q25 Q75

Altitude [m] 2641 2646 2523 2770 2302 2323 2140 2484
MAAT [ ◦C] −2.13 −2.17 −2.86 −1.44 −0.12 −0.20 −1.19 0.84
PISR [W m−2] 248 240 188 307 268 270 211 329
PRECIP [mm] 1239 1188 1028 1464 1212 1178 1021 1358
SEASONAL 1.44 1.54 1.07 1.72 1.46 1.54 1.07 1.75

fish eye lens (Gruber et al., 2003) and considered in the PISR
calculations. Further, the MAAT provided by ZAMG was
adjusted for the logger locations using local elevation infor-
mation measured in the field.

5 Alpine-wide permafrost model

This section contains the model calibration and interpretation
for the debris and the rock model. For each sub-model, three
different sets of explanatory variables were used to compute
regression models. Afterwards, the final model was chosen

based on goodness-of-fit-statistics. In the last subsection of
this chapter, the combination of the sub-models is presented.

5.1 Debris model

A total of 3580 rock glacier points (Table2) were used for
model calibration. While MAAT and PISR in the debris
model show a clear relation to the activity of rock glaciers,
the correlation with precipitation is less obvious in a univari-
ate analysis (Fig.2). Nevertheless, cPRECIP was included
in the final model based on the high significance of the Wald
test (Table3). The seasonality of precipitation (SEASONAL)

The Cryosphere, 6, 125–140, 2012 www.the-cryosphere.net/6/125/2012/
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Table 3. Model coefficients (and standard errors in parentheses) of debris models using different sets of explanatory variables, and the
corresponding goodness-of-fit statistics. Debris model 1 was chosen as final model. (The units for the explanatory variables are given in
square brackets for each coefficient.)

Debris model 1 Debris model 2 Debris model 3

Intercept 0.817 (0.192)∗∗∗ 0.821 (0.182)∗∗∗ 1.366 (0.320)∗∗∗

MAAT [ ◦C] −0.906 (0.046)∗∗∗
−0.882 (0.035)∗∗∗

−0.885 (0.035)∗∗∗

PISR [W m−2] −0.007 (0.001)∗∗∗
−0.007 (0.001)∗∗∗

−0.007 (0.001)∗∗∗

cPRECIP [mm] 0.001 (0.0002)∗∗∗ – –
SEASONAL – – −0.391 (0.187)∗

AUROC 0.91 0.90 0.90
AUROCcv 0.91 0.91 0.90
Inventory-level standard deviation 0.212 0.413 0.442
Residual standard deviation 1.758 1.377 1.372

Significance of Wald test:∗ < 0.05, ∗∗ < 0.01, ∗∗∗ < 0.001

shows no significant contribution within the debris model
and was therefore omitted for the final model.

The chosen GLMM includes MAAT, PISR and cPRECIP
as fixed effects and the membership of each point in the dif-
ferent inventories as random effects (Table3). All explana-
tory variables show a high significance (p-value). When con-
sidering random effects, the debris model achieves an AU-
ROC of 0.91, respective 0.91 for the 10-fold cross-validation
(AUROCcv), which both are “outstanding” discriminations
according toHosmer and Lemeshow(2000).

The coefficients of the final model indicate: a difference
in cPRECIP of 400 mm is identical with a change of 0.52 on
the probit scale. A difference in MAAT of 1◦C is equiva-
lent to a probit-change of 0.91. Thus, a change in cPRECIP
of 400 mm is identical to a difference in MAAT of 0.57◦C
and leads to a dislocation of the limit between intact and
relict rock glaciers of 88 m (assuming a constant lapse rate
of 0.65◦C 100 m−1). An increase of 240 W m−2 (approxi-
mate difference in PISR of a south vs. north exposed slope
with an angle of 30◦) is associated with a decrease of 1.78 on
the probit scale. This change is equivalent to an increase in
MAAT by 1.96◦C or approximately 300 m in elevation.

5.2 Rock model

For all 57 locations, MARST are higher than MAAT (Ta-
ble 4, Fig. 3, top left) and the difference between MARST
and MAAT increases with higher PISR (Fig.3, top right).
PRECIP was not included in the rock model, because the
variable showed no high significance and it deteriorates the
Akaike Information Criterion (AIC), which measures model
fit while penalizing for model size (Table5; Gelman and Hill,
2007). SEASONAL was omitted from the final model be-
cause its range of values on the present training sample was
too narrow (from 0.76 to 1.66) to allow for an Alpine-wide
application of this empirical relationship (SEASONAL be-
tween 0.50 and 2.47).

Table 4. Summary statistics and Pearson correlations between
MARST and potential explanatory variables for all MARST loca-
tions for the rock model (Q25 lower quantile, Q75 upper quantile).

Mean Median Q25 Q75 Pearson
correlation

MARST [◦C] −1.21 −0.57 −4.70 1.49 –
MAAT [ ◦C] −5.78 −6.11 −8.58 −3.07 0.70
PISR [W m−2] 183 197 68 275 0.44
PRECIP [mm] 1514 1704 1267 1745 −0.38
SEASONAL 1.15 1.07 0.94 1.25 0.16

The coefficients of the chosen model indicate that MARST
are generally warmer than the corresponding MAAT. An in-
crease in PISR of 240 W m−2 is associated with a decrease
in MARST of 4.6◦C and is equivalent to a change in MAAT
of 4.2◦C. Thus, a change in slope aspect from south to north
has a similar influence on MARST as a change in elevation
of approximately 650 m.

5.3 Scaling model and model combination

A LIDAR DEM covering South Tyrol (data provided by Au-
tonomous Province of Bolzano – South Tyrol, Italy) with
a resolution of 2.5 m was used to estimate the prediction vari-
ance of the scaling model. The other variance component
was estimated from the rock model. PISR derived from the
LIDAR DEM refers to local, “real world” estimates and can
be compared with PISR values calculated for the rock logger
locations.

The following linear regression was fitted to a random
sample of 28 640 points within South Tyrol above 2000 m
and relates finer-scale (2.5 m, LIDAR DEM) PISR to coarse-
scale values calculated from a reduced-resolution and re-
duced quality (30 m, ASTER GDEM) equivalent:
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Table 5. Model coefficients (and standard errors in parentheses) of rock models using different sets of explanatory variables, and the
corresponding goodness-of-fit statistics. Rock model 2 was chosen as final model. (The units for the explanatory variables are given in
square brackets for each coefficient.)

Rock model 1 Rock model 2 Rock model 3

Intercept 2.506 (1.006)∗ 1.677 (0.573)∗∗ 2.000 (0.573)∗∗∗

MAAT [ ◦C] 1.055 (0.091)∗∗∗ 1.096 (0.081)∗∗∗ 1.160 (0.083)∗∗∗

PISR [W m−2] 0.019 (0.002)∗∗∗ 0.019 (0.002)∗∗∗ 0.019 (0.002)∗∗∗

PRECIP [mm] −0.001 (0.001) – –
SEASONAL – – −2.87 (0.943)∗

R2 0.82 0.82 0.83
R2

adj 0.81 0.81 0.82

RMSE [◦C] 1.56 1.57 1.50
RMSEcv [◦C] 1.69 1.676 1.65
AIC 222.32 221.39 218.361
Residual standard error [◦C] 1.616 1.616 1.561

Significance of Wald test:∗ < 0.05, ∗∗ < 0.01, ∗∗∗ < 0.001

Table 6. Variance components used for combining the rock and
debris models.

Estimate

σ2
F = averageσ2

pred 2.76

βF,cl 0.022

σ2
C 2108

σ ′2 3.80

PISRF = 3.704+0.931PISRC (15)

This model resulted in anR2
= 0.72 and a residual standard

error of 46 W m−2.
For the two other explanatory variables (MAAT and cPRE-

CIP), no scaling correction was necessary because both
variables show negligible spatial variation within ASTER
GDEM grid cells.

The conservative estimation ofσ ′ (Eq. 14) obtained
a value of 1.95◦C and was used for converting predicted
MARST into the corresponding probit-based values (Eq.6).
The individual variance components are displayed in Table6.
The adjustment parameters1r (Eq. 2) and the1d (Eq. 5)
were set to zero. Both models (debris and rock model) were
then combined using Eq. (7). Probabilities of a rock glacier
being intact as opposed to relict, respectively probabilities of
MARST≤ 0◦C in steep bedrock, were obtained by applying
the inverse probit transformation (Fig.4). A sample appli-
cation of the model showing a map-based output product is
presented in Fig.5.

6 Discussion

6.1 Use and limitations of the model

The presented model approach is based on statistical rela-
tions and thus limited in the ability to represent physical pro-
cesses such as snow redistribution by avalanche and wind
that is known to have an impact on mountain permafrost oc-
currence (Haeberli, 1975; Hoelzle et al., 2001). To account
for the different thermal responses related to surface condi-
tions in two domains (debris and rock cover) an adjustment-
offset 1 can be applied in our model for each sub-domain
model individually (Sect.3.1). Identifying suitable average
adjustment parameters for each domain is challenging be-
cause of the large spatial variation of the offsets between dif-
ferent locations (Hoelzle and Gruber, 2008).

The explanatory variables MAAT and cPRECIP are de-
rived from existing data sources (Sect.4.2). PISR estimates
are based on a DEM. For an Alpine-wide model application,
the ASTER GDEM can be used to calculate PISR values. For
regional model application (e.g. South Tyrol, Italy), where
more precise DEM data is available, this could be used to
derive the PISR values. Functions similar to Eq. (15) are
then needed to address the scaling from fine to coarse res-
olution for the debris model. The prediction is also possi-
ble based on two different DEMs: a coarse elevation model
(e.g. ASTER GDEM) for the debris model representing the
mesoscale characteristics of rock glaciers, and a more pre-
cise DEM for the rock model because MARST values more
strongly depend on accurate PISR estimates. The ASTER
GDEM, which is used in this study to calculate PISR and to
rescale MAAT for the debris model, shows limitations in the
Alps when compared to a more reliable DEM (Frey and Paul,
2011). However, no better DEM is available at the moment
for the entire Alps.
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Fig. 4. Predicted probabilities of a rock glacier being intact
(black) and of MARST≤ 0◦C in steep bedrock (red) for PISR=
100 W m−2 (solid line) and PISR= 300 W m−2 (dashed line).
A precipitation value of 1271 mm (cPRECIP= 0 mm) was used for
this figure.

The spatial distribution of the rock glaciers used for model
calibration (debris model) nearly covers the entire Alps. In
contrast, only 57 MARST measurements mostly from the
central part of the Alps were available. This inevitably re-
quires a strong generalization of the rock model, especially
regarding the precipitation (Sect.6.2). The temporal extrap-
olation of MARST values to the period 1961–1990 was ad-
dressed by using long-term MAAT measurements. However,
the corrected data is sensible to inter-annual variability, be-
cause some of the measurement series were only one year
long.

The transition zone between debris covered slopes and
steep bedrock requires further investigation. Some ground
surface temperature (GST) measurements exist in this zone
but as mention in Sect.2 the large inter-annual variability
makes this data unsuitable for statistical modelling.

6.2 Influence of precipitation

The precipitation variable in the debris model can be seen as
a simple proxy for the amount of snow in a regional context
or the reduction of short wave insolation by cloud cover. The
positive coefficient of precipitation in the regression model
(Sect.5.1) implies that in areas with higher precipitation,
rock glaciers are more likely to be intact, or equivalently, the
limit between intact and relict rock glaciers tends to shift to-
wards lower elevations. According to our model, this means
that for given MAAT (or elevation in a local context) and
PISR conditions, the boundaries of permafrost occurrence
in debris-covered and wet areas of the Alps are on average

approximately 220 m lower than in relatively dry areas with
1000 mm lower PRECIP. This contrasts with several stud-
ies that state that permafrost boundaries are lower in dry or
continental areas (e.g.Barsch, 1978; King, 1986), but it is
consistent with regional-scale trends in the lower limit of in-
tact rock glacier distribution in the Andes of Central Chile
(Brenning, 2005; Azócar and Brenning, 2010). Debris rock
glaciers, referring to rock glaciers developed in strong rela-
tion to a glacier (e.g.Barsch, 1996; Hughes et al., 2003), may
offer an explanation for the positive coefficient of PRECIP in
the debris model. However, their precise definition is diffi-
cult and as a consequence their influence on the debris model
cannot be assessed.

The positive influence of precipitation regarding the in-
tactness of a rock glacier is also shown in Fig.6, where
three different models without precipitation as explanatory
variable for drier, normal and relatively wet areas are com-
pared. The three models were calibrated using three sub-
samples of the entire data set representing drier, normal and
relatively wet inventories (drier: mean PRECIP = 1105 mm,
normal: mean PRECIP = 1291 mm, and relatively wet: mean
PRECIP = 1679 mm). The variable precipitation is not just
significant, but also relevant regarding possible model pre-
diction as shown in Fig.7. The predicted values modelled
with cPRECIP as explanatory variable differ with a maxi-
mum of 1.5 ◦C (or approximately 200 m of elevation) from
the model prediction without cPRECIP included as explana-
tory variable.

To further investigate possible relationships between pre-
cipitation and the spatial density of rock glaciers, we com-
pared data from two different rock glacier inventories, for
which the inventory perimeters were manually digitized
(IGUL, Tecino, Switzerland and GEOL,Trentino, Italy); in-
ventory boundaries are currently not available for the other
inventories. The results show that rock glacier density in
the Alps tends to be higher in areas with less precipitation
(Fig. 8). This could explain the widespread notion that also
permafrost boundaries occur at lower elevation in dry areas.

The correlation of MARST and precipitation is weak
(Fig. 3, bottom right) and PRECIP shows no significance in
the rock model (Table5). However, the observed significance
and magnitude of the influence of SEASONAL suggests that
further research on the physical relationship of precipitation
seasonality on rock temperatures would be desirable, and that
a larger rock temperature data basis would allow us to in-
corporate an additional relevant predictor variable into the
model. According toGruber et al.(2004) the influence of
PISR is larger in dry areas compared to wet areas, especially
in south facing rock walls, but seasonal precipitation patterns
were not included in the study ofGruber et al..

www.the-cryosphere.net/6/125/2012/ The Cryosphere, 6, 125–140, 2012



136 L. Boeckli et al.: Statistical permafrost distribution model
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Fig. 5. Example of the application of the different models. Top left: Prediction of the debris model showing probabilities of permafrost
occurrence. Top right: Predicted MARST values of the rock model. Bottom left: Prediction of an arbitrary surface model (here: probabilities
of steep bedrock occurrence depending on slope angle only). Bottom right: Combination of the three models showing probabilities of
permafrost occurrence.
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Fig. 7. Prediction values for the two first models from Table3 calcu-
lated for a randomly selected probability range of 0.475–0.525 for
intact rock glacier occurrence. Black crosses: debris model with-
out cPRECIP as explanatory variable, red bubbles: debris model
including cPRECIP as explanatory variable.

7 Conclusions

We have presented an approach and statistical model de-
signed to cater for the specific needs of permafrost distribu-
tion estimation for entire mountain regions. Based on this,
rock glacier inventories and MARST measurements were
used to calibrate model coefficients for the European Alps.
By using intact and relict rock glaciers as calibration data,
the prediction of the debris model is biased towards and
overestimation of the permafrost distribution, while the rock
model generally underestimates the current permafrost dis-
tribution. Current data does not permit extending the statis-
tical analyses to other types of surface cover with the same
statistical rigor, as a high number of observations would be
required. This is a fundamental challenge to all statistical
permafrost distribution modelling, and equally to the vali-
dation of physically-based numerical models. However, the
quantitative statistical model presented already contains off-
set terms to allow later subjective adjustment for the exten-
sion to other surface types.

By allowing analyses (i.e. model calibration) in larger ar-
eas, more robust and new insight can be derived because of
more available data and due to larger environmental gradi-
ents covered by one analysis. In this way, a shift of the limit
between intact and relict rock glaciers towards lower eleva-
tion has been detected to coincide with increasing precipita-
tion. This influence of precipitation needs further investiga-
tion because it conflicts with previous but less quantitative
studies. However, this is the first investigation known to the
authors, which systematical analyses the spatial rock glacier
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Fig. 8. Spatial density of rock glacier occurrence in inventories
with high (IGUL Tecino, Switzerland; mean PRECIP = 1900 mm)
and low (GEOL, Trentino, Italy; mean PRECIP = 1072 mm) precip-
itation. The relevant area is calculated for areas above 2000 m of
elevation excluding glaciered areas (data provided byPaul et al.,
2009) and steep slopes (slope angle< 50◦).

distribution in relation to precipitation patterns with a large
data sample in the Alps.

The model presented is build on reliable data and subjec-
tive adjustment is clearly separated from statistical analysis.
In this sense, this paper is a step towards an Alpine per-
mafrost map, but the model and coefficients presented cannot
be directly applied to an entire landscape and they require
subjective adjustments of the offsets1d and 1̃r. The fol-
lowing steps are needed to use the presented approach for
Alpine-wide model application and to provide a map-based
output product: (a) the definition of offsets terms for surfaces
other than steep bedrock and rock glaciers; (b) the derivation
of scaling functions to correct PISR estimates derived from
different DEMs; (c) the preparation of gridded land cover
maps quantifying the membership in the two classes debris
and bedrock slopes as well as any other surface type consid-
ered with an offset term; and (d) the establishment of a legend
and interpretation guidelines for map users. After the inclu-
sion of offset terms, model results are no longer probabilities
but should be considered to be an index, which describes the
permafrost occurrence per grid cell and than can be shown in
a map (cf.Boeckli et al., 2012).
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