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Abstract. Mountain snow-cover is normally heteroge- 1 Introduction
neously distributed due to wind and precipitation interact-
ing with the snow cover on various scales. The aim of thisSnow-transport processes shape the mountain snow-cover
study was to investigate snow deposition and wind-inducedduring the winter season. The driving force for these pro-
snow-transport processes on different scales and to analyzgesses is the atmospheric boundary layer flow. The mean
some major drift events caused by north-west storms durair flow is modified by the local topography, especially in
ing two consecutive accumulation periods. In particular, wehighly complex terrain. Local high wind velocities initi-
distinguish between the individual processes that cause speéte the relocation of snow particles already deposited on the
cific drifts using a physically based model approach. Veryground, through saltation and suspension processes. Addi-
high resolution wind fields (5m) were computed with the tionally, the interaction of wind and topography during snow-
atmospheric model Advanced Regional Prediction Systenfall promotes enhanced snow loading on leeward slopes due
(ARPS) and used as input for a model of snow-surfaceto the preferential deposition of the precipitatidrelining
processes (Alpine3D) to calculate saltation, suspension anet al, 200§. These process interactions result in very het-
preferential deposition of precipitation. Several flow featureserogeneous snow depths and snow-cover properties. The
during north-west storms were identified with input from a heterogeneity of snow-cover properties arising from partic-
high-density network of permanent and mobile weather staular storm events, on the one hand, is a special challenge
tions and indirect estimations of wind directions from snow- for avalanche forecasting (e.§chweizer et a).2003. The
surface structures, such as snow dunes and sastrugis. Ve¢@mow distribution at the time of peak accumulation, on the
also used Terrestrial and Airborne Laser Scanning measuresther hand, has a major influence on the timing and the mag-
ments to investigate snow-deposition patterns and to validateitude of snowmelt runofffomeroy et a).1997 Luce et al,
the model. The model results suggest that the in-slope del998 Liston et al, 2007, Grinewald et a].2010).
position patterns, particularly two huge cross-slope cornice- There have been several attempts to provide physically
like drifts, developed only when the prevailing wind di- based descriptions of saltation and suspension, which are the
rection was northwesterly and were formed mainly due tomain mechanisms for snow transport by wihi(lor, 1965
snow redistribution processes (saltation-driven). In contrastMale, 198Q Schmidt 1986 Pomeroy and Gray99Q Lehn-
more homogeneous deposition patterns on a ridge scale weieg and Fierz2008. In recent years, more complex model
formed during the same periods mainly due to preferentialapproaches have been developed which use high-resolution
deposition of precipitation. The numerical analysis showedatmospheric three-dimensional wind fieldRaferschall et
that snow-transport processes were sensitive to the changirgl., 2008 to drive the snow-drift modelsGauer 2001, Lis-
topography due to the smoothing effect of the snow cover. ton and Elder2006 Lehning et al. 2008. Lehning et al.
(2008 introduced the process of preferential deposition of
precipitation as an additional mechanism, that influences the
distribution when solid precipitation is transported by wind.
Wind flow patterns and their related snow-drift processes

Correspondence tdR. Mott are highly complex. Moreover, computational costs are high.
BY (mott@silf.ch) This is why most attempts to model snow transport by wind
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have relied on S|mpl|f|cat|on,. e",[her, using simple terrain- Table 1. Instrumentation: measured variables (Variable) (wind
based parameters on snow distributiGluives et al.1998 e |ocity (vw), air temperature (ta), relative humidity (RH), snow
Winstral and Marks2002 Winstral et al, 2002 or empirical  syrface temperature (tss), snow depth (hs), incoming longwave ra-
and analytical relationships between topographical paramediation (LWRin), outgoing longwave radiation (LWRout), incom-
ters, wind velocity and transport rates of sndlfler, 1975 ing shortwave radiation (SWRin), incoming shortwave radiation
Uematsu et a).1991, Liston et al, 2007. It has been sug- (SWRout), solar radiation (rad)); type of sensors (Sensors) and
gested, however, that the driving wind field is the most sen-number of stations equipped with sensags (

sitive parameter for simulating the small-scale distribution
of snow (ehning et al. 200Q Essery 2001 Raderschall et Variable Sensor i
al., 2008 Dadic et al, 20103. Thus, an adequate representa-
tion of the characteristic flow features for Alpine terrain, such

7 Permanent Stations

as crest separation and flow blocking, is essential for snow- vw uvw anemometer 4
drift modeling on very small scales (tens of meters). Previ- vw Young 3
ously, atmospheric mean flow fields have been successfully ta MPlOOH/Tlm !
used to model snow drifts in very complex terraBe(nhardt tRSS 'I_ggrOC"p S3 Z
et al, 201Q Mott and Lehning 2010. When atmospheric hs SR 50 6
mode_ls were a_tpplled to_ glaciated tgrraln: |_t was found that LWRinfout CNR1 4
a horizontal grid resolution of 25 m is sufficient to represent SWRinfout CNR1 4

ridge-scale deposition featureldlgtt et al, 2008 Dadic et
al, 20103. There seems to be a strong negative correla-

17 SensorScope Stations

tion between the main seasonal accumulation areas on Alpine W Davis Anemometer 17
glaciers and increased horizontal and decreased downward ta, RH SHT75, Sensirion 17
surface-normal wind velocities. However, a recent investi- tss TN901, Zytemp 7
gation on snow-transport processes suggests that the spatial rad Davis solar Radiation 9

resolution used in the related numerical analysis is still in-

sufficient to capture the snow-deposition features caused bgn high resolution measurements and a physical-based model

pure drift processedMott and Lehning2010. A more re- - . . . .
alistic representation of the small-scale deposition patternsdescr'pt'on' Third, we investigate the influence of the chang-

such as dunes and cornices, is very sensitive to grid resollj’—ng topography during the gccumylatiop pe'riod on the Qevel-

tion and can only be achieved if a horizontal resolution of Op”?e”‘ (.)f drifts ob;erved n the.myestlgatlon area. Finally,

10m or less is used. we |dent|f)_/ the spatial characteristics of de_posmon patterns
To our knowledge, beside the studies ®auer (2003, using statistics and relate them to the main snow-transport

Fang and Pomerog2009 and Mott and Lehning(2010 mechanisms and their (_jominance in specific areas as con-

all previous studies on snow-drift modeling have used hor_trolled by the local flow field.

izontal grid resolutions of 25m or coarser. Furthermore,

most of the studies performed in Alpine catchments to date; pethods

have used low-density spatial and temporal measurements

of snow depths and meteorological data (&grnhardt et 2.1  Site description, measurements and analysis

al,, 2010, which makes their promising results difficult to strategy

validate. Combining high-resolution measurements of the

show cover using airborne and terrestrial laser scanning witfOur study site, theWannengratarea is near the town

a dense network of meteorological stations provides a way t@f Davos, Switzerland and has been successfully estab-

examine the spatial and temporal development of the snovlished as an investigation area for snow-cover and snow-

cover Schirmer et al.20100), as well as the driving atmo- hydrology related studiesGtiinewald et al.201Q Bellaire

spheric forces for drifting and blowing snow on a very small and Schweizer201Q Schirmer et al.20108. The whole

scale of just a few meters. These measurements also ensuagea is located above the local tree-line at altitudes ranging

that the validation of atmospheric and snow-transport modfrom 2000 m to 2658 m a.s.l. (Fid). The investigation area

els is adequate and help to analyze different snow-transpoiis equipped with seven permanent weather stations (WAN 1—

processes. 7) and an additional 17 mobile stations (SensorScope, Swiss
In this paper, we address four main points concerning theExperiment; available athttp://www.swiss-experiment.gh

understanding of snow-transport processes shaping the snoghown in Figl. The SensorScope stations were concentrated

cover on a high-alpine wind-blown landscape. First, we dis-around theNannengrapyramid, the_atschielfurggaand on

cuss and show observed and modeled flow patterns. Se& leeward slope, which we refer to as the Bowl. All meteoro-

ond, we discuss the spatial pattern of deposited and redidogical stations were equipped with wind sensors (Tdble

tributed snow after several snowfall and storm events base&or our study site the accumulation period 2008/09 lasted
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Fig. 1. Location of the study site in thé/annengrafrea near Davos. The x and y-axes indicate Swiss coordinates in meters. Colored lines
enclose the four sub-areas investigated. SensorScope stations are marked with yellow stars and permanent weather stations (WAN 1-7) al
marked with red stars. The four black lines (humbered from T1 to T4) mark the transects shown in Figs. 5, 8, 10, 11 and Table 2. (basemap:
Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

from 27 October 2008 until 9 April 2009 (time of peak accu-  Snow depths were measured with a Terrestrial Laser Scan-
mulation), whereas the accumulation period 2009/10 startedher (Riegl LPM-321) before and after several drift events in
on the 12 October 2009 and ended on 19 April 2010 (timewinter 2008/2009 and winter 2009/2010 (F&). Addition-
of peak accumulation). Complete melt of seasonal snow islly, the snow depth distribution was measured at the time
usually observed in June. At the SLF flat field research siteof peak accumulation for the winters 2007/08, 2008/09 and
Versuchsfeld Weissfluhjoch a total snow-water (HNWsum) 2009/10. A detailed description of the measurement set-up
of 807 mm was measured for winter 2008/09 and 613 mm forand error estimation of the TLS in thidannengrafirea can
winter 2009/10. During the two accumulation periods the airbe found inGriinewald et al(2010. For more general dis-
temperature ranged from24°C to +10°C. cussions of the application of laser-scanning technology to
To gain additional information about the local flow direc- snow depth measurements, $&gekop(2008, Prokop et al.
tion, we used snow-surface structures, such as snow drift€2008 and Schaffhauser et a{2008. The final raster maps
and sastrugis, as proxy data for wind direction. We expecteaf snow depth (HS) and snow depth change (dHS) due to in-
these structures to allow the locally dominant flow directionsdividual snow-drift events have a cell size of 1 m for each
to be adequately identified and thus provide further verifi-survey. To cover a larger area without measurement gaps,
cation for numerical wind field simulations for specific ar- the snow depths at the time of peak accumulation were also
eas. The appearance of surface structures could also be usatkasured using Airborne Laser Scanning (ALS) at the end of
to distinguish areas of low and high wind velocities. Thesethe accumulation periods of 2007/2008 and 2008/2009. For
proxy data from the snow surface were based on orthophotothese two campaigns a helicopter based technol8ggl6éud
with a pixel resolution between 7 and 9 cm, obtained fromet al, 2006 was usedGriinewald et al(2010 studied both
the Terrestrial Laser Scanner (TLS) surveys. We chose ormethods and found a mean error of HS in the order of cen-
thophotos obtained from the first measurement campaign fotimeters. The series of TLS measurements intla@anengrat
one typical event in October 2009 since sastrugis were welbrea revealed a very strong inter-annual consistency between
developed after this snowfall event. Wind data during north-the snow depths at time of peak accumulation of the win-
west (NW) storms tend to be very consistent (see Sect. 3.1.}ers 2007/2008 and 2008/2008chirmer et al.20100. The
which meant we could assume that these surface structurerrelations between snow depths at these two dates were
would be representative for all NW storms. r =0.97 on theNE slopeandr = 0.93 in the Bowl. The
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Fig. 2. Time series of snow-depth development during the accumulation seasons 2@)&08 2009/1(b) at WAN 7. Snow-drift events
are marked with boxes. Measured snow-drift events are additionally marked with P, and those events referred to in the paper are drawn in
red.

NW storms correlated strongly with measured HS on the NE WAN 1 WAN 3 WAN 6
slope at the time of peak accumulation, with- 0.88 for the = P15
first NW storm (P3sog) of the winter 2008/09 and=0.76

for the last NW storm of this winter (R8g). The snow de- 270
position patterns found after NW storms were very similar : b :
and contributed significantly to the final snow depth distribu- 180 yg=270° ‘ 80g=07*
tion at the time of peak accumulation. We therefore only fo- - vw=11m/s vw=7.8m/s
cused on those drift events caused by NW storms @iglo L - ~ » ~
examine these typical events, we selected three drift eventsii
2008/2009 and two drift events in 2009/2010 affected by NW 27
storms.

1804g=260° 180 gg=229°

2.2 Model set-up for flow field and drift simulations PB o VW=5m/s vw=4m/s o Yw=3.5m/s
0809 . ™

We calculated the mean flow fields with the non-hydrostatic
and compressible atmospheric model Advanced Regiona
Prediction System (ARPS), developed at the Center for Anal-
ysis and Prediction of Storms (CAPS), University of Okla- 180 443100 0, s 180 4= 9250

homa Kue et al, 20049. We were only interested in the vw=8m/s vw=7m/s vw=6m/s

mean wind fields because measurements showed very consis-

tent mean hourly wind directions during NW storms (FRy. Fig. 3. Wind roses for the permanent weather stations WAN 1,
Therefore we assume that these mean wind fields may exAN 3 and WAN 6 for the three NW storms Bdoo, P7ogoo and
plain observed deposition patterns consistent with earlier re”€sog dd stands for the mean wind direction and vw for the mean
sults Raderschall et §12008 Dadic et al, 2010a Mott and wind velocity of the entire periods.

Lehning 2010.

The ARPS model was initialized using horizontally ho- covered topography was taken into consideration by using
mogeneous fields and artificial vertical profiles of the atmo-an aerodynamic roughness lengthzgf= 0.01 m, which is
sphere, which described the atmosphere for a characteristi® agreement with measurementsgorschot et al(2004
situation during snowfall. The atmosphere was assumed t@ndStossel et al(2010 in similar terrain. We used a zero-
be slightly stably stratified and nearly saturated. We useddradient formulation for the upper boundary. For the lateral
a standard logarithmic profile of the horizontal wind within boundaries periodic boundary conditions were used, which
the boundary layer and defined a vertically constant freefacilitated the conservation of mass within the model domain.
stream velocity above the boundary layer. The height of the To compute mean flow features, we ran the model for a
boundary layer was set to 500 m. For all model runs, a snowrather short integration time of 30 s, with the effect that the

90 270

18
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flow could not develop turbulent structures. This was desiredAlpine3D with hourly meteorological data, gained from two
for the current application in which only mean flow features permanent meteorological stations (WAN 3, WAN 7) within
as caused by the terrain should be reproduced and had the investigation area (Fig). We assumed relative humidity
further side-effect that the model remained stable. The influto be homogeneously distributed over the domain, while air
ence of the integration time and boundary conditions on flowtemperature was distributed over the computational domain
adaptation is discussed in detailRaderschall et a{2008. with an altitudinal gradient o+0.65°C per 100 m. The state
The domain covered the surrounding topography ofta@-  of the homogeneously distributed snow-cover properties at
nengratarea, which is considered to have a major influencethe start of a snowfall event was initialized by vertical pro-
on the flow field within the investigation area. The domain files of the snow cover, calculated with the one-dimensional
size was accordingly set ta®x 2.8km. To test the influ- SNOWPACK module for a flat field station (WAN 7, Fity)
ence of the changing topography, we also performed windwithin the study area. The three-dimensional wind fields ob-
simulations for the snow-covered terrain of 2009. Two digi- tained from ARPS were chosen using a classification scheme
tal elevation models, the DEjand the DEM, were created based on the frequency distribution of wind velocity at the
by a resample of a high resolution airborne laser scan to a 5 meference wind station (WAN 2, Fid) for the specific peri-
grid. The DEM, was taken in summer 2009, while the DEM ods.

was taken at the time of peak accumulation on 9 April 2009. We used two different topographies, the DE&hd DEM;,

The ARPS model uses a terrain-following coordinate sys-for atmospheric simulations. Simulations of the first drift
tem. The finest vertical grid resolution of about 0.8 m (meanevents of the two accumulation periods ¢gb and P3g10)
value) is found close to the ground. Due to grid stretchingwere driven by flow fields calculated over bare ground
the vertical resolution of the first level above ground ranges(DEMy,), while the drift periods at the end of the accumula-
between 0.5m at ridges and 1.1 m at flatter terrain and topotion season (Rgog, P&sgogand P3g10) were simulated using
graphical depressions. flow fields calculated over snow-covered terrain (D&M

In total five wind fields were modeled, initiated with wind ~ The spatial variability of the modeled and observed snow
velocities varying between very low (2 m¥ and very high  depth changes (dHS) is explored using the mganand
(9msY) at 2400ma.s.l. The model output is a three- standard deviations(). To calculate the relative contribution
dimensional grid of velocity witke, y, z vectors, whichwas  of the redistribution processes (saltation and suspension) ver-
then used as input for the snow-transport model of Alpine3Dsus the preferential deposition of precipitation, we had to per-
(Lehning et al. 2008. In this model, the redistribution form two different simulation runs for each period. We ran
of snow is calculated as composed of the pure drift pro-the model either with all wind-induced snow-transport pro-
cesses, saltatiorc(ifton and Lehning2008 and suspension cesses (dH ) or only with preferential deposition of pre-
on the one hand, and preferential deposition of precipitatiorcipitation (dHSyred).

(Lehning et al. 2008 on the other hand. To distinguish be-

tween the different wind-induced snow-transport processesy Results and discussion
the model allows the process of preferential deposition of

precipitation to be calculated separately from saltation and3.1  Flow field
suspension.

Since this study aims to deal with all processes that causén Fig. 3 wind roses for three permanent stations for the
the spatial and temporal variability of the snow depth, wethree NW storms in winter 2008/2009 are shown. We av-
used a full description of the energy balance at the snow sureraged the wind data to 10 min intervals. The plot impres-
face as implemented in Alpine3Biélbig et al, 2009 2010. sively demonstrates the clear prevailing wind directions for
The energy balance model and snow-transport model areach station for all three NW storms. This time consistency
fully coupled to the snow-cover module SNOWPAQkefin-  of the prevailing wind directions during NW is also shown
ing and Fierz2008. This particular model set-up enabled us by nearly all other stations located in thiéannengratrea,
to account for the influence of the local energy balance on thexcept those which are situated in flow separation zones. It
snow-cover properties and therefore also on the snow-drifis worth noting that the wind directions are stable over time,
processes. We did not account for sublimation of drifting but vary strongly between the stations, from north-west at
and blowing snow, which would be necessary to capture thestation WAN 1 to south-west at station WAN 6, as forced by
whole snow mass balance during snow-drift events. Neverthe terrain.
theless, a detailed investigation of relative humidity with re- A map of the most frequently measured wind directions at
spect to ice (RK) showed that during simulated drift events each station for a snowfall event in January 2010 is shown in
only between 2 and 16% of the hourly RiWas below 95%. Fig. 4a. This snowfall event R310 occurred during a syn-
We therefore assume sublimation to be insignificant for theoptically controlled NW wind situation. The length and
drift events selected for this study. the color of the wind vectors represent mean wind veloc-

One hour was chosen as a suitable model time stepities for the period of 24 h during 28 January 2010. The
Apart from the three-dimensional wind fields, we updatedwind directions obtained from snow-surface structures as
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Fig. 4. Wind field measured by SensorScope and permanent stgtipaseraged for 24 h (28 January 2010;0B3). Proxy data from
snow-surface structures measured after the snowfall eveyat fare shown by black wind vectors. Modeled wind field for the first level
above ground initialized with 2 nT at 2400 m a.s.I(b). Note that the grid spacing of the model results is 5m, but only one vector every
30mis illustrated. (basemap: Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

described above are indicated with black arrows. The mea- The highest wind velocities were observed on the ridges
surements revealed very characteristic flow patterns withand on thelatschielfurgga due to speed-up effects and
a clear influence of the local topography. Despite the timeflow channeling. Increased wind velocities were observed
stability of wind directions for the single stations, the lo- at wind-exposed stations located on bumps and lower wind
cal wind patterns varied considerably over small distances of/elocities at those situated in wind-sheltered terrain depres-
a few hundred meters. On ridges we consistently observedions. Well-developed surface structures, such as sastrugis,
a flow perpendicular to the ridge, similar to what had beendue to wind were formed on tH¢E slope NW slopeand the
observed at Gaudergrat hewis et al.(2008. This also in-  SW slopegFig. 4a), which indicates increased wind veloc-
cludes the flow turning to a southwesterly flow at WAN 5 and ities in these areas. On tidE slopethe surface structures
WAN 6 and on the slope north dfatschielfurgga(Fig. 4a). developed more strongly on the windward than on the lee-
In the lower parts of th&IW slopein contrast, the mobile sta- ward sides of the two ridges, which indicate high and low
tions and proxy data displayed evidence of a flow around thewvind velocities, respectively. In contrast, no surface struc-
Wannengratpyramid with a southwesterly flow. The main tures were formed within the Bowl, which clearly suggested
flow on Chilcher Bergand Latschielfurggawas northwest-  low wind velocities in this area.

erly due to channelling (WAN 2, WAN 3). The mobile sta- |5 Fig. 4p, the modeled mean flow field for a characteris-
tions and proxy data on theE slopeshowed a clear north- ic Nw storm with moderate wind velocities is shown for the
westerly wind direction. W|th|q the Bowl, in contrast, We fjrst Jevel above ground. A qualitative comparison between
did not observe such stable wind patterns. Within a smalkpe opserved mean flow direction and the simulated mean
time span of one hour, the flow directions in the wind- fio,y girection shows a reasonable agreement for all ridges,
sheltered area vary between southeasterly and southwesterfyiin observed flow perpendicular to the ridge. In general,
flows with rather low wind velocities. These varying wind he flow turning to southwest is well presented in the model
directions and low wind velocities are a clear sign of flow yegyts; even if the turning to southwest is not as strong as
separation on the ridge Gfhiipfenflue actually shown by the measurements (Fa). Furthermore,
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the simulations are able to capture the flow around/tiaa- 2600
nengratpyramid. The numerical analysis indicated that this
flow is caused by the flow blocking on the lower parts of the
NW slope Sensitivity runs with different atmospheric stabil-
ities (not shown) indicate that this flow blocking presumably E
developed when there was a slightly stable atmospheric strat-é 2400 |
ification of the atmosphere, mostly found during snow-drift @
events. The flow around th&/annengrapyramid is marked &
by strong speed-up, which may also enhance the flow on the 2300 |
NE slope

A guantitative evaluation of the modeled wind directions
showed that, at locations where the flow was within the west- 2200 0 100 200 300 200 0
northwest sector, the mean deviation between the modelec

2500

"l‘%.«‘;': 1

(o]
wind velocity [m/s]

and the measured mean wind direction was only 6 degrees distance [m|

for all stations. In contrast, the mean deviation at locations — topography ARPS

where the flow turned to southwest was 17 degrees. Station: s wind velocity

located within the Bowl were removed from statistical anal-

ysis as they are strongly influenced by rapid changes. Fig. 5. Transect of the topography and modeled wind velocity cross-

In general, the wind velocity distribution is well captured ing the Chtpfenfluein flow direction for NW storms (initialized
by the model. The simulation results show increased windvw=3ms * at 2400 ma.s.l.). Transect is shown in Fig. 1, T4.
velocities for the ridges and bumps, and decreased wind ve-
locities on leeward slopes. The wind-sheltered Bowl, the ) ]
Vorder Latscliel is characterized by very high wind veloc- Slope ridges of bare ground. These accumulation zones were
ities on the ridge and very low wind velocities within the formed during NW storms, when the flow is perpendicular
Bowl. The speed-up effects at the ridges, however, are toéo.these ridges, and were interpret_ed as cornice-like drifts
high. We believe that the overestimation of speed-up effectdFig- 6). The flatter terraingW slopejsis strongly character-
at pronounced ridges is a result of insufficient geometricalized by snow filled channels, dells and eroded bumps @ig.
resolution of sharp crests in the model. As shown in Bjg. A qualitative comparison of the measured snow deposi-
low wind velocities at the steeper parts of the windward sidetion patterns and the simulated dHS after NW storms (Fig.
of the Chiipfenflugndicate a strong blocking of the air flow. showed that the model is able to capture typical snow de-
The flow blocking in lower parts together with the artifi- Position patterns (Fig6). These are the large accumulation
cial model layer smoothing through the sigma coordinateszones (cornice-like drifts) in the lee of the cross-slope ridges
— crests are always horizontal over at least one grid spacing 2n theNE slope the erosion zones on theW slopeand most
artificially cause the model to produce a very high speed-upPf the deposition zones on ti8V slopesThe reduced snow
effect at sharp crests. In reality the air immediately above thedeposition on the top of thBIE slopeis not captured nor
crest is still in the blocked air mass. This results in a strongis the filling of channels on the flatter terrai8W slopes

overestimation of wind velocities in the model (F&). which we believe is due to a still insufficient horizontal reso-
lution of the small-scale topography. Furthermore the model
3.2 Snow deposition patterns caused by the local strongly overestimates the accumulation behind the ridge at
flow field the Chupfenfluewhich is due to the overestimation of speed-
up at this ridge, as discussed above. The highly non-linear
3.2.1 Snow deposition patterns response of drifting and blowing snow flux to wind velocity

(Doorschot et a).2009) then leads to a strong overestimation
Change in snow depth (dHS) caused by NW storms is showrof saltation fluxes and deposition rates in the leeward side of
in Fig. 6. We can distinguish between different sub-areas ac-the ridge.
cording to the snow-depth distribution (Fig). The typical The measurements (Fig) and model results (Fig7)
snow depth distribution is discussed in detail®ghirmer et  showed that the NW storm periods of 2008/2009 with a
al. (20108 andSchirmer and Lehnin2010. The Bowl is  higher mean snow depth and more frequent NW storms
characterized by homogeneous lee-slope loading, with somdermed more significant deposition patterns than those of
what enhanced snow deposition in narrow channels.NlWe  2009/2010. The formation of cornice-like drifts was mod-
slopeis dominated by wind erosion (Figh, c), with one  eled mainly during snowfall events with wind velocities high
main deposition zone located on a terrain depression. In conenough to initiate snow drift (R&og, P 7809 P&sog Plog10)-
trast, theNE slopeis a cross-loaded slope, with a very high As discussed above, the magnitude of snow deposition and
spatial variability of dHS. On this slope, two huge accumu- therefore the continuous formation of the cornice-like drifts
lation zones developed every winter in the lee of two cross-strongly depend on the forcing wind velocity. In Fig,
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Fig. 6. Measured changes in snow depth (dHS) for the three major snow drift events in 2008/2009 and 2009/2010 during NW storms
with precipitation. The x and y-axes give Swiss coordinates in meters. The horizontal grid resolution of snow-depth measurements were

aggregated (mean) to a 5m grid. (basemap: Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

dHS at the cornice-like drifts is plotted for snow drift events of peak accumulation 2008/2009 (9 April 2009) (Fir),

with high (initialized wind velocity was 7mg) and mod-  obtained from the airborne laser scan. Many of the observed
erate (initialized wind velocity was 4 mr8) wind velocities.  and modeled deposition patterns are similar. In Bigome

A very large increase in absolute snow deposition, as well a®f these patterns are shown with circles. It should be noted
an increase of variance in dHS with wind velocity is clearly that a huge avalanche occurred in the Bowl in March 2009,
visible. This non-linear response is an indication of the dom-which resulted in different snow deposition patterns in the

inance of redistribution versus preferential deposition of pre-outrun zone, as well as less snow within the Bowl. The

cCipitation, as discussed below. avalanche cannot be captured by the model.
Different modeled deposition patterns were obtained when
3.2.2 Influence of the surface modification on the same period Bgogowas simulated over snow-covered ter-
snow-transport processes rain (DEMs) (Fig. 9b). The variability of dHS is lower for

simulation runs performed over snow-covered terrain. This
The changes in snow depth for the whole model domainis consistent with the observations®thirmer et al(20100,
are shown in Fig9a for P'pgog Simulated over bare ground who showed that the variance of dHS due to NW storms
(DEMp). Due to the significant contribution of NW storms to tends to decrease during the winter. The modification of the
the final snow depth distribution at the time of peak accumu-terrain surface due to the snow cover may have a major effect
lation, we compare modeled dHS to measured HS at the timen the local wind field, and thus on the snow distribution after
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Fig. 7. Modeled changes in snow depth (dHS) for the three major snow-drift events in 2008/2009 and 2009/2010 for north-west wind. The x
and y-axes give Swiss coordinates in meters. Only data for grid points covered by measurements are shown. The horizontal grid resolution
is 5m. (basemap: Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

the NW storms. The results from flow-field simulations using
the different topographies (not shown) demonstrate a signif-

2Fiow | ' ' ' icant influence of the effect of the snow-covered terrain on
— 1E T~ the flow field. The wind velocity distribution simulated with
E the DEMs (not shown) also became less variable because of
@ 1 the filling of the terrain depressions. On the contrary, on a
© very local scale wind velocities can become also higher on
0.5 enhanced snow deposition zones, for example on developed

0 40 80 12'0 150 200 cornices. Consequently, the modeled snow depth changes
tend to become smooth towards the end of the accumulation
season, especially in the flatter areas, which are dominated
et VW initialized= 4 m/s s v initialized= 7 m/s by smaller-scale surface structures (Fig). However, the
dominant deposition zones (e.g. cornice-like drifts), as well

Fig. 8. Transect of modeled dHS crossing the two cross-slope ridges . . L
in flow direction, caused by high (initialized va7 ms-1) and as the ridge-scale deposition features within the Bowl, were

moderate (initialized v=4 ms-1) wind velocities. The transect still modeled.
is indicated in Fig. 1, T1.

distance [m]
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Fig. 9. Modeled changes in snow depth (dHS) fopnByg over bare ground (DEWN) (a) and over snow-covered terrain (DEMb) for the

whole model domain. Measured snow depths at time of peak accumulation 2008/09 (9 April 2009) with airborne laser scans with a horizontal
resolution of 1 m(c). Circles indicate consistent deposition patterns. The x and y-axes give Swiss coordinates in meters. Horizontal grid
resolution is 5 m. (basemap: Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

different growth dynamics of the two drifts to the fact that
snow-deposition processes continuously modified the topog-
raphy. After the first snowfall of the year, the surface was
very rough and then became smooth in the course of the ac-
cumulation season. The slope on the leeward side of the first
ridge was strongly decreased by snow deposition (Elg),
while the leeward slope of the second drift even slightly in-
creased. The reaction of the flow field and resulting modeled

dHS [m]

0 20 60 100 140 180 changes in snow depth to the surface modification is ana-
distance [m] lyzed in Fig.11. The wind field over bare ground showed

increased wind velocities on both ridges and decreased wind

P8 e0s P7 09  mmmmmmmn P8 oo velocities on the leeward slopes, which resulted in strong gra-

dients of wind velocity over over both ridges. Over snow-
Fig. 10. Transect of measured dHS for periods 6, 7 and 8. Transectovered terrain, the speed-up effects of the wind became less
T1is shownin Fig. 1, lowest transect. Transect crosses the cornicepronounced (Figllb) on the first ridge. The wind simu-
like drifts in flow direction, from northwest to southwest. lation on the second ridge also changed to less speed-up,
but a high gradient in wind velocity was maintained. The
. snow-drift processes continued to be active on the second
We examined the temporal development of the cross-slopé. oo :
- ".ridge, whereas the snow-redistribution processes acting on
rt1he first drift became weaker with time (Figjlc). For both
drifts, the peak of deposition (i.e. the crown) was shifted
about 30m in the flow direction. In summary, the snow-

What is clearly visible is that the two cornice-like drifts grew drift simulations showed that the snow depth distribution is

. . . . very sensitive to modifications of the wind due to the local
consistently in the course of the accumulation period andto oaranhy. while the tonoaraphy is consistently modified
the crowns moved in the flow direction. However, the first pograpny, pography y

cornice-like drift grew less than the second. We attribute theby snow-transport processes itself. This indicates that the

more detail. In Fig.10 the temporal evolution of snow
depth on the cornice-like drifts for the accumulation period
2008/09 is shown along a transect line (indicated in E)jg.
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distance [m] depth change of the Bowl was characterized by the highest

u, but the lowesty (Fig. 13a, b). In contrast, for thé&\E
Fig. 11. Transects of bare-ground topography (DEMnd snow-  Slopeu was low, but the spatial variabilityr) of the snow
covered topography (DEY) (a), modeled three-dimensional wind depth change was the highest. The modeled gh&sults in
velocity (b) and modeled dH%c) for Plpggg (DEMp) and P8ggg overestimates of (Fig. 13c) ando (Fig. 13d) for the Bowl.
(DEMg). Transect is shown in Fig. 1, T1. Transect crosses theThis is consistent with the overestimation of the wind veloc-
cornice-like drifts in flow direction, from northwest to southwest. ity, as discussed above, and could be explained by the devel-

opment of unrealistically large cornices on the ridge of the

_ _ Chipfenfluewhich primarily arise from saltation processes.
mechanisms of snow-transport processes shaping the mouRwe therefore introduced a fourth sub-area, the Inner Bowl. If

tain snow-cover are strongly self-regulating. we analyze the Inner Bowl separately, the variance of glHS

becomes very low. Similar to the measurements, the highest

3.2.3 Wind-induced snow-transport processes driving o (Fig. 13d) and the lowest: (Fig. 13c) were calculated for
the snow deposition in different sub-areas the NE slope

The simulations of the preferential deposition of precip-
In this subsection we want to discuss the dominance of thétation suggested a strong decrease in the total variance
different processes that drive snow transport, namely salta¢rig. 13f). For the sub-areas, the modeled g#Scaptured
tion, suspension and preferential deposition of precipitationthe spatial variability very well for the Inner Bow! (Fig3b,
in different sub-areas within th&/annengratarea. To de- f), but not for theNE slope Therefore the preferential de-
scribe how these processes affect the spatial variability oposition of precipitation appeared to be the dominant snow-
snow depths in the sub-areas (the Bowl, Mg slopeand  transport mechanism, causing the low spatial variability of
the SW slopesFig. 1), we used the mean and the stan-  dHS within the Inner Bowl after NW storms (Fig3b). In
dard deviation ), for the measured dHS, modeled snow contrast, the high variability of dHS on tH¢E slopeafter
depth change due to preferential deposition of precipitatiorNW storms (Fig.13b) could mainly be explained by pure
(dHSyre and modeled snow depth change caused by thenow drift, i.e. snow redistribution, (Fig.3c, d), which led
whole range of snow-transport processes (ghlS to the formation of the cornice-like drifts.

In Fig. 12, o of dHS are given for the whole area for the  The relative importance of these transport processes in dif-
three drift events in 2008/09 and the model results are comferent areas is related to the local wind field as a function of
pared with the measurements. The simulation results showethe local topography. In Figl4, the modeled dHge for
a similar trend with a decreasing variance of dji@nd Plosog (), the spatial distribution of the three-dimensional
dHSyrec during the winter, associated with the effect of the wind velocity (b) and the surface-normal wind velocity (c)
changing topography on the local wind field (see Sect. 3.2.2)are shown for one wind field (initialized wind velocity was
The mean and the standard deviation of dHS for the sub-aregsm s™1). The flow field simulations (Figgib, 14b) showed
are given in Fig.1l3. Measurements showed that the snow that, during synoptically controlled NW flow, the Bowl was
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a) 1, measured b) 5, measured lee-slope loadingehning et al.2008 and corresponds with
0.9 16 the low variance in snow depth changes observed in the Bowl
12| (Fig. 13b, f). For theNW slopethe numerical analysis sug-
T 06 8 e gests that the flow around tM¥annengrapyramid and the
@ o 08 associated local speed-up caused an enhanced flowldbig.
5 03l % 8 X| 3 o on theNE slope The positive surface-normal wind velocities
Y % . 041y o . (Fig. 14c) indicate strong updrafts on thNE slope This led
0 0 ot ® to high wind velocities on the windward sides and decreased
Plise  PTosss  PBosos Plosss  PTosos PBosce wind velocities on the leeward sides of the cross-slope ridges.
This flow field resulted in pronounced erosion on the wind-
e) o, modeled diS,, 16 Yo modeled dHS,, ward sides and enhanced deposition on the leeward sides of
o9f o the cross-slope ridges. Thus, a high spatial variability of the
12 wind field (Fig. 13b) caused considerable redistribution of
E 06 1 E snow, resulting in a high variance of dHS on tRE& slope
@ o o O 008 e with a low mean snow depth (Fid.3b, d) and the forma-
© 03t e af © 04} g o O] tion of huge drifts. The simulation results suggest that these
% ‘2 2 ' ) 2 cornice-like drifts, especially the formation of the crowns,
0 X 0 were simulated mainly due to snow-redistribution processes
Plose  P7og0s  PBogog Ploss  P7os0s  PBogoo (e.g. Fig.13d).
&) 4, modeled dHS ) o, modeled dHS The strong relationship between the local flow field and
ool 1.6 the snow depth changes could be confirmed in a correlation
' 13 analysis for the trans_ects cro;ging tHE& slopes(Fig. 1).
T 06 = ' In Table 2 the correlation coefficients between the modeled
i @ » 08 wind field and the measured dHS, as well as for the mod-
5 0.5 -2 e 5 eled dHS; and the measured dHS are given. All the corre-
' ) X 0.4 5 lation values were calculated for the three transects crossing
" X 0 ® B the cornice-like drifts in the flow direction (Fid) and for
Ploscs  PToso  Poss Plosos  PToss  Posos the drift periods Pdgog and P8sge High positive correla-
tions between the modeled and the measured dHS suggest
O  Bowl that the cornice-like drifts were well-captured by the model,
O Inner Bowl especially at the end of the accumulation period. The correla-
) NE slope tion coefficients for Pdggg were lower because the cornice-
X SW slope like drift on the first ridge was simulated too close to the

Fig. 13. Mean valueqa, c, e)and standard deviatiofb, d, f) for

ridge. Furthermore there were high negative correlation co-
efficients between the three-dimensional wind velocity and

measured and modeled dHS for four sub-areas. Modeled dHS werghe measured dHS for Bdgg and P8gge. This is in accord
derived from simulations where all wind-induced snow-transport yjth the strong correlation between low wind velocities be-

processes (dHg) were calculatedc, d), and where only the pref-

erential deposition of precipitation (dig@J was simulatede, f).

hind the ridges and increased deposition of snow in these ar-
eas, while the increased wind velocity due to speed-up effects
resulted in more erosion on the windward sides of the cross-
slope ridges. Even higher negative correlation coefficients

characterized by a high wind velocity gradient on the leewardwere found for the vertical wind velocity, which reflects the
side of the ridge, which was partly produced by the overesti-strong correlation between downdraft zones (negative verti-
mated speed-up as discussed above. In the Inner Bowl, modal wind velocity) and increased deposition of snow. These
eled wind velocities were very low with a very homogeneouscorrelations confirm earlier results on a larger scBiadjc et
distribution of wind velocity (Fig14b). The surface-normal al., 20103 and encourage the development and use of simple
wind velocities (Fig.14c) are highly dependent on the cur- parameterization scheme3ddic et al, 20108.

vature of the small-scale topography. The negative surface-

normal wind velocities at the channels and the eastern part of

the Bowl indicate downdraft zones (Fiti4c). Zones of de- 4 Conclusions

creased wind velocities and downdrafts experience stronger

preferential deposition of precipitation due to higher deposi-Results from flow and snow-transport modeling help to ex-
tion velocities of snow. Therefore preferential deposition of plain individual snow-transport processes during NW storms.
precipitation is the dominant snow deposition mechanism inThis study drew on the findings &chirmer et al(20108b,

the Bowl (Fig.13e, 14a). This leads to a more homogeneous who showed that the final snow distribution at the time of
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Fig. 14. Changes in snow depth (dig8¢ due to preferential deposition of snow fordgag (a), wind velocity (b) and surface-normal wind
velocity (c). The x and y-axes give Swiss coordinates in meters. (basemap: Pixelkarte PK 25 ©2009 swisstopo (dv033492)).

Table 2. Pearson’s linear correlation coefficient of measured snowln particular, two huge cross-slope Coml,c_e'“ke_ dnft; on_ the
depth change (dHS) against modeled dHS, wind velocity and vertiNE slopedeveloped only when the prevailing wind direction

cal wind velocity was NW and were formed mainly through snow redistribu-
tion processes (saltation-driven).
Plogog \ P&gog Changing topography was also found to have a significant
Transects T1 T2 T3| T T2 T3 effect on the flow field and the final snow distribution. The
dHS 025 056 027 064 059 0.75 modification of the topography has been found to be the main
windvelocity ~  -0.44 -056 —0-651 —-0.37 -060 -0.51 reason for the decrease in variance of observed snow depths
vertical wind velocity —0.70 -0.53 -0.62| —0.69 -0.45 -0.70

caused by NW storms during the winter. Over snow-covered
terrain, smaller-scale terrain features were not present any-
more and therefore only the larger-scale terrain features con-
peak accumulation is mainly shaped by “master’ stormstinued to shape flow field modification and the associated

(i.e. NW storms) and that these storms created persister"oW deposition. In contrast, very small-scale and larger-
accumulation patterns. We have been able to demonstratecale terrain features had a considerable impact on the flow
that most snow-deposition patterns found at the time of peaffi€éld over bare ground resulting in a very variable snow depth
accumulation can be explained and modeled with the he|ngstribution and saltation becoming more important. The dy-
of a few mean flow fields calculated by ARPS. Our numer- namics of the drift formation strongly depend on the feed-
ical analysis shows that these storms produce very charad@ck between snow-deposition processes, the changing to-
teristic flow patterns, with small-scale flow features suchPography and the local wind field, especially for the temporal
as local speed-up effects developing over sub-slope terraif€velopment of the cornice-like drifts.

structures (e.g. cross-slope ridges) and ridge-scale flow fea- Schirmer et al(20100 tried to reproduce the spatial pat-
tures, such as flow blocking or wind separation developing agerns of snow-depth distribution using a simple terrain anal-
a result of larger-scale terrain features. These flow featuregsis Winstral et al, 2002, and were in fact able to produce
on different scales appear to be very important for differentthe main spatial patterns. They failed, however, to repro-
show-transport processes. The drift simulations suggest thatuce the magnitude of the observed variability. In contrast,
the snow distribution of th&\E slopeis governed mainly the physical approach we used captured the effect of a non-
by saltation/suspension processes, while that in the Bowl idinear response of snow-transport processes to wind velocity
mainly influenced by preferential deposition of precipitation. variations and allowed the individual processes involved to
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be separated. The main advantage of our study is that our using downscaled MM5 wind fields, The Cryosphere, 4, 99-113,
description of snow depth variability is process-oriented. We  doi:10.5194/tc-4-99-2010, 2010.

are able to show that special flow conditions always lead toChamecki, M., Meneveau, C., and Parlange, M. B.: A hybrid

similar deposition patterns, which should provide a basis for Spectralffinite-volume algorithm for large eddy simulation of

simpler parameterizations of snow deposition caused by drift Scalars in the atmospheric boundary layer, Bound.-Lay. Mete-

. " S _orol.,, 128(3), 473-484, 2008.
?;:d;hgezgaesrtfggﬂ S;e{)doics:lg?gl ?zfoqgglpltatlon such as al Clifton, A. and Lehning, M.: Improvement and validation of a snow

) o o ) saltation model using wind tunnel measurements, Earth Surf.
The main purpose of this investigation was to use physical proc. | and., 33, 21562173, 2008.

modeling to explain observed deposition patterns as shapegdadic, R., Mott, R., Lehning, M., and Burlando, P.: Wind influ-
by individual storms during the accumulation period. To cap- ence on snow depth distribution and accumulation over glaciers,
ture the total snow mass balance the calculation of sublima- J. Geophys. Res., 115, F01012, doi:10.1029/2009JF001261,
tion of blowing snow will be necessary. Current work on  2010a.

the implementation of sublimation into the snow-transport Dadic, R., Mott, R., Lehning, M., and Burlando, P.: Parameteriza-
model of Alpine3D shows that on a local scale snow depths tion for Wind-Induced Preferential Deposition of Snow, Hydrol.
are considerably overestimated if sublimation is neglected  P'0¢€ss., 24, 1994-2006, 2010b. .

(Groot Zwaaftink and Lehning2010. As a next step, we Doorschot, J., Lehning, M., and Vrouwe, A.: Field measurements

. . . . of snow drift threshold and mass fluxes, and related model simu-
plan to investigate how the local flow field affects the scaling lations, Bound.-Lay. Meteorol., 113(3), 347368, 2004

Char_acteristics of the show dgpths CaUS_Gd by NW storms_. IrEssery, R.: Spatial statistics of wind flow and blowing snow fluxes
particular, we are interested if we can find coherent scaling qyer complex terrain, Bound.-Lay. Meteorol., 100, 131-147,

parameters between the spatial distribution of snow depths 2001.

and wind velocities. We note that we only work with mean Fang, X. and Pomeroy, J. W.: Modelling blowing snow redistri-
flow fields and do not explicitly consider the highly turbu-  bution to Prairie wetlands, Hydrol. Process., 23, 2557-2569,
lent flow nor the mostly intermittent snow transport. A log-  doi:10.1002/hyp.7348, 2009.

ical further step would therefore be to make use of the ad-Gauer, P.. Numerical modeling of blowing and drifting snow in
vanced performance of Large-Eddy SimulatioGgmecki Alpine terrain, J. Glaciol., 47(156), 97-110, 2001. N

et al, 2008 to investigate the limits of our equilibrium de- Croot Zwaattink, C. D. and Lehning, M.: Sublimation of drifting
scriptions. We further note that we have not simulated a full snow in an Alpine catchment, Extended abstracts, 14th Con-

fi d | t of th di ticular for th ference on Mountain Meteorology, Lake Tahoe Vicinity, USA,
Ime aevelopment o € SNow cover ana in partucular tor the Amer. Meteor. Soc., Paper 8.3., 2010.

purpose of slope stability estimations based on weak layeg iinewald. T.. Schirmer. M.. Mott. R.. and Lehning, M.: Spa-

modeling. Schirmer et al.20109. This WOU'_d be a mahdg- tial and temporal variability of snow depth and ablation rates
tory requirement, which we want to tackle in our continuing  in a small mountain catchment, The Cryosphere, 4, 215-225,
effort. doi:10.5194/tc-4-215-2010, 2010.
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