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Abstract. Basal sliding in Antarctic glaciers is often mod-
eled using a friction law that relates basal shear stresses to
the effective pressure. As few ice sheet models are dynam-
ically coupled to subglacial hydrology models, variability
in subglacial hydrology associated with the effective pres-
sure is often implicitly captured in the basal friction coef-
ficient – an unknown parameter in the basal friction law.
We investigate the impact of using effective pressures cal-
culated from the Glacier Drainage System (GlaDS) model
on basal friction coefficients calculated using inverse meth-
ods in the Ice-sheet and Sea-level System Model (ISSM) at
Denman Glacier, East Antarctica, for the Schoof and Budd
friction laws. For the Schoof friction law, a positive correla-
tion emerges between the GlaDS effective pressure and basal
friction coefficient in regions of fast ice flow. Using GlaDS
effective pressures generally leads to smoother basal friction
coefficients and basal shear stresses, and larger differences
between the simulated and observed ice surface velocities
compared with using an effective pressure equal to the ice
overburden pressure plus the gravitational potential energy of
the water. Compared with the Budd friction law, the Schoof
friction law offers improved capabilities in capturing the spa-
tial variations associated with known physics of the sub-
glacial hydrology. Our results indicate that ice sheet model
representation of basal sliding is more realistic when using
direct outputs from a subglacial hydrology model, demon-
strating the importance of coupling between ice sheet and
subglacial hydrological systems. However, using our outputs
we have also developed an empirical parameterization of ef-
fective pressure that improves the application of the Schoof

friction law without requiring explicit hydrological model-
ing.

1 Introduction

The health of Antarctic glaciers and their future suscepti-
bility to climate-driven change is often assessed by the re-
treat rates of their grounding lines and melt rates of ad-
jacent ice shelves. In the East Antarctic, Denman Glacier
of the Denman–Scott catchment (Fig. 1) has seen some of
the fastest grounding line retreat of the last 20 years, losing
5.4 km since 1996 (Brancato et al., 2020), and the highest ice
shelf melt rates of 116 m a−1 from 2010–2018 (Adusumilli
et al., 2020). Perched on a grounding line above a deep
trough that descends 3.66 km below sea level (Morlighem,
2020), Denman Glacier is potentially at risk of marine ice
sheet instability and rapid retreat, which is of significant con-
cern given that the glacier drains a region containing 1.5 m of
sea level equivalent (Brancato et al., 2020).

Determining the future of Denman Glacier, and others
in the Antarctic, largely relies on ice dynamics models to
capture the evolution of ice flow under changing climates.
These models frequently use inversion techniques to con-
strain important parameters that control ice velocity, in-
cluding those related to the basal environment beneath the
ice sheet (Morlighem et al., 2013). One such parameter is
the basal friction coefficient, which is a key component of
friction laws including the Weertman (1957), Budd et al.
(1979) and regularized Coulomb friction laws (Schoof, 2005;
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Figure 1. Denman–Scott catchment. (a) Bed topography (m) from
Bechmachine v2 (Morlighem, 2020). (b) Ice surface speed (m a−1)
from MEaSUREs v2 (Rignot et al., 2011, 2017; Mouginot et al.,
2012, 2017), using a logarithmic color scale and also showing the
Shackleton Ice Shelf (marked (i)). (c) Basal meltwater production
η (m a−1) from Seroussi et al. (2019). The black lines in all panels
show the ice catchment outline, defined by the drainage divide and
calving front; the grounding line is shown in red and the GlaDS do-
main in yellow. The x and y axes are eastings and northings, defined
in polar stereographic coordinates referenced to WGS84. These
maps were made using the Antarctic Mapping Tools (Greene et al.,
2017) and RAMP Radarsat Antarctic Mapping Project (Greene,
2022) toolboxes for MATLAB.

Gagliardini et al., 2007). Friction laws propose a functional
dependency of the basal shear stress on the basal sliding ve-
locity and in the case of the Budd and regularized Coulomb
friction laws, the effective pressureN = pi−pw, which is de-
fined as the ice overburden pressure (pi) minus the subglacial
water pressure (pw). However, if the basal shear stress does
not actually have the functional dependence on the basal slid-
ing velocity and effective pressure proposed in the basal fric-
tion law or if it has a functional dependence on other proper-
ties of the bed such as roughness, substrate, or temperature,

then this will be implicitly captured in the basal friction co-
efficient. Therefore, a spatially variable basal friction coeffi-
cient suggests a friction law which either fails to capture the
proper functional dependency on basal sliding velocity and
effective pressure or omits the dependency of the basal shear
stress on other quantities. By consequence, a basal friction
coefficient that is both smooth – has little local variability –
and has limited domain-wide trends is desirable. In the search
for ways of describing basal friction, Beaud et al. (2022) pro-
posed a generalized friction law to be used on both rigid and
deformable beds. They suggest that the unknown parameters
in their friction law can be found using ice surface velocity
time series and inversion techniques on a variety of glaciers
implemented at the global scale.

Antarctic subglacial hydrology is increasingly being
shown to be varied and dynamic, with large channels that
discharge into ice shelf cavities (Dow et al., 2020; Indrigo
et al., 2021) and effective pressures that vary spatially both
above and below zero (i.e., when subglacial water pressure
exceeds the ice overburden pressure). Modeling of subglacial
hydrology has shown close links between regions of low ef-
fective pressure and high ice surface velocity (Dow et al.,
2018, 2020, 2022); this control of basal water pressure on
sliding rates is also well known for Greenland and Alpine
glacier systems (Nienow et al., 2017; Iken and Bindschadler,
1986).

Despite the key role of basal boundary conditions, and in
particular subglacial water pressure, in ice dynamics, there
has not yet been a systematic investigation of the impact of
the effective pressure on basal sliding in different friction
laws applied in the Denman–Scott catchment. Given the crit-
ical role of the friction law for accurate ice dynamics and
sea level predictions in the future (e.g., Åkesson et al., 2021;
Yu et al., 2018), this is an important missing link. Here, we
address this by using the Glacier Drainage System (GlaDS;
Werder et al., 2013) model to characterize the effective pres-
sure and subglacial hydrology of Denman Glacier. We use
these effective pressures as inputs in the Budd and Schoof
friction laws implemented in the Ice-sheet and Sea-level Sys-
tem Model (ISSM; Larour et al., 2012) and calculate the re-
sulting basal friction coefficients using inversion.

2 Methods

2.1 GlaDS setup

GlaDS is a 2D finite-element subglacial hydrology model
that calculates the development of a distributed water system
on the elements and channel growth, fed by the distributed
system on the element edges (Werder et al., 2013). The model
runs are initiated with no channels, and therefore channel for-
mation is dictated entirely by the evolving pressure and flow
conditions across the model elements. GlaDS model equa-
tions are described in full in Werder et al. (2013), and the
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model’s application to other Antarctic systems is covered in
detail in Dow et al. (2018, 2020, 2022). The model parame-
ters used in our simulations are summarized in Table 1. The
bedrock bump height, cavity spacing, and sheet conductiv-
ity act together in the distributed system equations to either
constrict or open the system to water flow as show in

w− Ãh|N |n−1N +
∂he

∂t
+∇ · q = η, (1)

q =−khα|∇φ|β−2
∇φ, (2)

where Ã is the rheological constant of the ice multiplied by
an order 1 factor depending on the cavity geometry, h is the
hydrology sheet thickness, N is the effective pressure, n is
the exponent in Glen’s flow law, he is the englacial storage,
t is time, η is a prescribed source term shown in Fig. 1c, q

is the hydrology sheet discharge, k is the sheet conductivity,
φ is the hydraulic potential, and α = 5/4 and β = 3/2 are
exponents in the Darcy–Weisbach law describing fully tur-
bulent flow. w is the hydrology sheet opening rate equal to
ub(hr−h)/lr when h < hr and zero otherwise; here ub is the
basal ice speed, hr is the typical bedrock bump height, and lr
is the typical cavity spacing.

As discussed in Dow (2023), when the system is over-
constricted (i.e., it is difficult for water to flow through the
hydrologic system), the pressures are unrealistically high
– much of the domain is above ice overburden pressure –
and the model fails to converge. When the system is under-
constricted (i.e., water flows through the hydrologic system
with ease), the pressures are well below ice overburden pres-
sure for much of the domain (much of the domain is below
50 % of ice overburden pressure), which is unrealistically
low for steady-state Antarctic systems that are not driven by
surface water input. The variables controlling the constric-
tion of the hydrologic system are k, hr, and η, with a more
constricted system arising from larger η and smaller k and
hr. We test order of magnitude changes in k to determine a
suitable level of constriction of the system. While there is
some variation within the range of acceptable pressures, the
output we present is the median and therefore is the most
appropriate for representing the hydrologic pressure in ice
sheet dynamics equations without further information from
in situ measurements for example. Future work with a full
coupling of hydrology and ice dynamics can explore sen-
sitivity to different distributed system inputs. Channel con-
ductivity is, similarly, a median value applied in GlaDS in
Antarctica (Dow et al., 2020). The ice flow constant is set for
an average ice column temperature of −10 ◦C.

The domain for the GlaDS model is a subset of the
grounded portion of the Denman–Scott catchment based on
the hydraulic potential (at overburden) catchment for this
region (Fig. 1). The mesh includes 17 700 nodes and the
domain-wide mean edge length is 3.1 km. However, we re-
fine the mesh to a minimum edge length of 200 m in regions
where basal sliding velocities are greater than 40 m a−1 and

Table 1. GlaDS model parameters described in detail in Werder
et al. (2013).

Parameter Value Units

Bedrock bump height (hr) 0.08 m
Cavity spacing (lr) 2 m
Channel conductivity (kc) 5× 10−2 m3/2 kg−1/2

Englacial void ratio (eν ) 10−5

Glen’s flow constant (n) 3
Ice density (ρi) 910 kg m−3

Ice flow constant (Ã) 2.5× 10−25 Pa3 s−1

Sheet conductivity (k) 1× 10−4 m7/4 kg−1/2

Sheet width below channel (lc) 2 m

along the Denman Glacier grounding line. The basal and sur-
face topography used in the GlaDS run is from BedMachine
version 2 (Morlighem, 2020). Basal water and sliding veloc-
ity inputs are taken from the JPL_ISSM ISMIP6 Antarctic
control run final time step (Seroussi et al., 2019), which was
a thermal steady-state simulation using the enthalpy formu-
lation implemented in ISSM (Seroussi et al., 2013) and the
Blatter–Pattyn (BP) approximation to the full Stokes equa-
tions (Blatter, 1995; Pattyn, 2003). This model solved for ice
viscosity of the floating ice shelf and the basal friction coef-
ficient using data assimilation techniques (MacAyeal, 1993;
Morlighem et al., 2010), which differs from our application
of ISSM to assess basal boundary conditions. However, lack-
ing an alternative starting point for basal sliding and velocity,
this is the best available option prior to full coupling between
hydrology and ice dynamics in ISSM. The sliding velocity
acts to open up distributed system cavities and, at velocities
greater than 800 m a−1, can cause model instabilities and so
is capped at this value. Tests of similar caps for model runs
of winter conditions at Helheim Glacier (Poinar et al., 2019)
demonstrate it has little impact on the effective pressure. We
assume a temperate bed throughout, although regions with
zero water input (in the interior or southernmost-regions of
the domain) are not an active part of the hydrological sys-
tem. The model is run for 10 000 d to near steady state (there
are changes in the water sheet thickness in deep pockets on
the order of millimeters per day), providing outputs includ-
ing channel size and discharge, distributed system discharge,
water depth, and effective pressure.

2.2 ISSM setup

ISSM is a finite-element model that uses a non-uniform mesh
to simulate ice dynamics. We employ the inverse capabili-
ties within ISSM to estimate basal friction coefficients in the
Denman–Scott catchment using various basal friction laws,
as described below. The inverse model uses the shallow-
shelf approximation (SSA; MacAyeal, 1989; Morland, 1987)
to the full Stokes equations, described in Eq. (3) with µ̄

the depth-averaged effective viscosity µ, which is given in
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Eq. (4). The SSA is described in full in Larour et al. (2012).
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, (4)

where u and v are the x and y components of ice velocity,
respectively, H is the ice thickness, ρi is the density of ice,
g is the absolute value of the gravitational acceleration, S is
the surface elevation, ε̇e is the effective strain rate tensor, n is
the exponent in Glen’s flow law, and B̃ is the ice rigidity.

The domain for the ISSM model is the full Denman–Scott
catchment, extending the boundary used for the GlaDS simu-
lations to include the floating ice shelves (Fig. 1). The ISSM
mesh is comprised of 66 518 nodes, with non-uniform mesh
refinement for faster flowing ice using the MEaSUREs v2
ice surface speed from (Rignot et al., 2011, 2017; Mouginot
et al., 2012, 2017), described in Appendix A2. The minimum
mesh edge length is 500 m. We note that the GlaDS mesh
used for the subglacial hydrology simulations differs from
that used in the ISSM simulations for the ice dynamics as
a result of differences in ice and hydrology drainage catch-
ments; the impact of this is discussed in Appendix A1. We
test the sensitivity of the basal friction inversion simulations
to various different meshes, finding that the results are less
sensitive to the effect of the mesh configuration than to the
specification of effective pressure and basal friction law used
(Appendix A2). The bed topography and surface elevation
are from BedMachine v2 (Morlighem, 2020). The ice rigid-
ity is calculated using inverse methods (Appendix B).

Solving for basal friction coefficients

We investigate the impact of the prescription of the effective
pressure in the Budd and Schoof friction laws by calculating
basal friction coefficients using inversion. The scalar form of
the Budd friction law is given by the following expression:

τb = α
2Numb , (5)

where τb (Pa) is the basal shear stress, α (s1/2 m−1/2) is the
basal friction coefficient, N (Pa) is the effective pressure,
ub (m a−1) is the basal sliding speed, and m= 1 is a power
law exponent taken to be linear as in Åkesson et al. (2021),
Åkesson et al. (2022), Yu et al. (2018), Choi et al. (2021),
and Baldacchino et al. (2022). The scalar form of the Schoof

friction law can be written as

τb =
C2
|ub|

m−1(
1+ (C2/(CmaxN))1/m|ub|

)m ub, (6)

where C (kg1/2 m−2/3 s−5/6) is the friction coefficient, m is
the power law exponent (here given by m= 1/3), and Cmax
(m−1/3 s1/3) is Iken’s bound, which is the effective cap on
the basal shear stress (Appendix A5; Iken, 1981).

For each friction law, we calculate an inversion for the
basal friction coefficients by minimizing a cost function that
includes the contributions of absolute and logarithmic mis-
fits between the observed and simulated ice surface speeds
(Appendix B; Morlighem et al., 2013). Weighting parame-
ters for the absolute and logarithmic misfit terms for the var-
ious friction laws are shown in Appendix B, Table B1. We
also add a Tikhonov regularization term to the cost function,
which regulates the local variability in the basal friction co-
efficient by penalizing large gradients in the basal friction co-
efficient, making the basal friction coefficient smoother. The
weighting parameter of the Tikhonov regularization term is
determined using an L-curve analysis (Appendix B; Hansen,
2000), which allows us to find a basal friction coefficient with
small local variability while maintaining a good absolute and
logarithmic velocity misfit. The final weighting parameters
for the Tikhonov regularization term for each friction law are
reported in Table B1.

Though it is not the primary focus of this work, we invert
for ice rigidity as well, while initializing our model for the
inversion for the basal friction coefficients. By inverting for
the ice rigidity we capture ice rheological processes which
are not explicitly accounted for in the model such as damage,
anisotropy, chemical impurities, and liquid water.

We perform the following inversion procedure. First, we
invert for the ice rigidity over the floating portion of the do-
main. Next, we invert for the Budd basal friction coefficient
over the grounded portion of the domain, using an ice rigid-
ity on grounded ice specified by the Paterson function from
Cuffey and Paterson (2010) and surface temperatures from
RACMOv2.3 (van Wessem et al., 2018). After the Budd in-
version we invert for the ice rigidity over the entire domain.
We next use the basal friction coefficient estimated using the
Budd friction law to compute an initial estimate of the basal
friction coefficient for the Schoof friction law. We perform
inversions for the basal friction coefficients of the Budd and
Schoof friction laws with the ice rigidity from the inversion
prior; these are the main simulations discussed in the text that
follows (it is worth noting that the Budd friction coefficient
converges to the result of the Budd friction coefficient inver-
sion). We perform a final rigidity inversion over the entire
domain. The cost functions to be minimized for each inver-
sion are described in detail in Appendix B.

We compare the difference in the basal friction coeffi-
cients when we use two different prescriptions for the ef-
fective pressure. (1) The first is an effective pressure given
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by assuming water pressure equals the ice overburden pres-
sure plus the gravitational potential energy of the water:
NO = ρigH + ρwgB. Here ρi is the density of ice, ρw is
the density of seawater, g is the absolute value of the grav-
itational acceleration, H is the ice thickness, and B is the
bed elevation which takes negative values below sea level.
(2) The second is the effective pressure taken directly from
the GlaDS simulations, which we refer to as NG. We cap the
effective pressure at 1 % of ice overburden pressure for Budd
runs and 0.4 % of ice overburden pressure for Schoof runs,
due to numerical artefacting that arises for values smaller
than this. The impact of these choice of caps is discussed
in Appendix A3. Inverting for the basal friction coefficient
using a hydrology model output effective pressure and a fric-
tion law which explicitly depends on the effective pressure is
similar to the work of Koziol and Arnold (2017).

3 Results

We present the results of the GlaDS modeling followed by
the inversion results using ISSM and compare the impact of
using NG and NO for the Schoof and Budd friction laws.

3.1 Subglacial hydrology

The GlaDS modeling indicates that major subglacial hydrol-
ogy channels form in the Denman–Scott catchment as seen
in Fig. 2a, with significant discharge through both the Den-
man (Fig. 2a (i)) and Scott glaciers (Fig. 2a (ii)). For the
former, the discharge is 15.8 m3 s−1, and for the latter, it is
6.0 m3 s−1. The Denman channel initiates as two branches
that flow for 80 and 52 km through subglacial valleys before
merging at the beginning of the significantly overdeepened
trough. From here, the channel flows through the base of the
trough, emerging 129 km downstream at the grounding line.
The Scott channel, on the other hand, converges as a single
channel 95 km from the grounding line. There is substantial
water convergence with a maximum depth of 25 m in a basal
depression (Fig. 2d (v)) that feeds the channels of both the
Denman and Scott glaciers, although with the strongest flux
towards the eastern branch of the Denman channel (Fig. 2a
(iii)). The bed topography of this basin feature lies at 1900 m
below sea level (Fig. 1a), and subglacial water flows ups-
lope by approximately 1200 m to drain downstream. A sec-
ond “lake-like” feature feeds the western branch of the Den-
man channel (Fig. 2a (iv)) and reaches a water depth of∼ 8 m
(Fig. 2d (vi)).

As effective pressure is the ice overburden pressure minus
the subglacial water pressure, low effective pressure implies
high subglacial water pressure, with negative effective pres-
sure implying that the subglacial water pressure is greater
than the ice overburden pressure. A low effective pressure
corresponds to a high fraction of flotation, which is defined
to be the subglacial water pressure divided by the ice overbur-

den pressure. When the subglacial water pressure is equal to
the ice overburden pressure; flotation is reached and the frac-
tion of flotation is 100 %. Effective pressure in the GlaDS
outputs is lowest in the basin feature (Fig. 2d (v)) and the
lake-like feature (Fig. 2d (vi)), reaching−0.4 MPa in the for-
mer and −0.25 MPa in the latter (Fig. 2b). This translates
to a maximum of 101 % fraction of flotation relative to the
ice overburden pressure for both sites (Fig. 2c). Other re-
gions of negative effective pressure occur in the troughs of
Denman and Scott glaciers. Low effective pressures, close to
zero (> 92 % fraction of flotation), persist through the upper
regions of the domain and through the subglacial valleys and
troughs of both glaciers. Close to the grounding line, effec-
tive pressures rise to a 90 % fraction of flotation in the regions
where the channels of both glaciers exit into the ice shelf cav-
ity. These low and negative effective pressures persist at near
steady state and do not cause instability in the GlaDS model.

3.2 Ice dynamics and inversion

We first consider the results for the Schoof friction law
(Eq. 6). When using NG (Fig. 3a), the Schoof friction
coefficient is estimated using inversion is relatively uni-
form across the basin, with over 50 % of the basin record-
ing basal friction coefficients that range between 2910 and
3580 kg1/2 m−2/3 s−5/6 (Fig. 4a). Departures from this occur
in isolated patches of very low and very high friction – cor-
responding to the basin-like feature (Fig. 2d (v)) feeding the
eastern branch of the Denman channel and the Scott channel
– and a region directly upstream of this feature where the ice
surface speeds abruptly decrease. The basal friction coeffi-
cients are relatively lower in the Denman and Scott troughs,
and alternating high and low “stripes” are evident in the re-
gion west of Denman Glacier and south of the Shackleton Ice
Shelf (Fig. 1b (i)), where ice surface speeds are < 50 m a−1

(Fig. 1a). We note that this region was excluded from the
GlaDS model (see discussion in Appendix A1).

The Schoof basal friction coefficient estimated using NG
is smoother compared with that using NO (Fig. 4a and d;
Appendix B). Here, a smoother basal friction coefficient re-
sulted in lower median differences and root mean square er-
ror (RMSE) and higher mean differences between the sim-
ulated and observed ice surface speeds for the NG simula-
tion over the NO simulation (Table 2; Fig. 4c, f). We find a
positive correlation (r2

= 0.291) between NG and the basal
friction coefficient (Fig. 5a) when considering areas where
ice surface speeds are ≥ 10 m a−1, in the region where ice is
more dynamic closer to the grounding line. Similarly, there
is a positive correlation between NO and the basal friction
coefficient (r2

= 0.266, Fig. 5b).
We next compare the difference between basal friction co-

efficients with the Schoof and Budd friction laws and us-
ing NG. All basal friction coefficients are relatively lower
in the Denman and Scott Glacier troughs and the lake-like
and basin features that feed into these troughs and relatively
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Figure 2. GlaDS simulation results. (a) Channel discharge (m3 s−1), (b) effective pressure (MPa), (c) fraction of flotation (i.e., the fraction of
ice overburden pressure that each grid cell is pressurized to, pw/pi) with a black contour when the fraction reaches 1 (flotation) and (d) water
sheet thickness (m). The locations marked in panel (a) are the (i) Denman channel, (ii) Scott channel, (iii) western branch of the Denman
channel, and (iv) eastern branch of the Denman channel. The locations marked in panel (d) are the (v) basin-like feature, and (vi) lake-like
feature.

Figure 3. Effective pressure inputs (note the color map scales are not all the same). (a) Effective pressure (MPa) from GlaDS, NG, capped at
0.4 % of ice overburden pressure for the Schoof friction law shown here; (b) prescribed effective pressure (MPa), NO.

higher in the region between the lake-like and basin features
(Fig. 4b,h). However, the range of the basal friction coeffi-
cient across the catchment estimated with the Budd friction
law is substantially greater than that with the Schoof friction
law, with relatively high values in the interior of the catch-
ment compared with towards the coast. This leads to a greater
standard deviation in the Budd friction coefficient compared
with that of Schoof when both are normalized to their re-
spective means (0.228 for Schoof and 0.385 for Budd). Un-
like the Schoof friction law, the choice of NO or NG has a
significant impact on the distribution of the basal friction co-
efficient (Fig. B4) in the Budd friction law. This is because
the upglacier portions of the catchment fall into a Weertman
sliding regime in the Schoof friction law where τb� CmaxN

(Fig. A6) andC2
≈ τb/u

m
b . Here, the choice of effective pres-

sure will have minimal effect on the Schoof friction coeffi-
cient. In the Budd friction law, α2

= τb/(Nub) meaning that
the effective pressure continues to play an important role in
the basal friction coefficient throughout the entire catchment,
which propagates the large discrepancy between NO and NG
to the basal friction coefficients obtained from using these

various effective pressures. Despite the large range of the
Budd friction coefficient across the catchment, the Budd fric-
tion coefficient is generally smoother than the Schoof friction
coefficient, which may be a consequence of the choice of
the Tikhonov regularization coefficient used in the inversion
procedure. The Budd friction law also predicts lower mean
and median differences between the simulated and observed
ice surface speeds than the Schoof friction law (Table 2), for
both NO and NG. Finally, in contrast with the Schoof result,
there is a negative correlation between NG and the basal fric-
tion coefficient using the Budd friction law, with basal fric-
tion coefficients increasing for decreasing effective pressures
(r2
=−0.304; Fig. 5c).

4 Discussion

4.1 The GlaDS effective pressure

The GlaDS-calculated effective pressure in this region of the
Antarctic reflects variability in ice thickness and basal to-
pography, with regions of negative effective pressure con-
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Figure 4. Ice dynamics outputs (note the color map limits are not all the same). Panels (a), (d), (g), and (j) show basal friction coefficients (C
for (a) and (d), α for (g) and (j)); panels (b), (e), (h), and (k) show basal friction coefficients normalized to their respective means (normalized
C for (b) and (e), normalized α for (h) and (k)); (c), (f), (i), and (l) show the differences between the simulated and observed ice surface
velocities (m a−1): sim-obs us. Panels (a), (b), and (c) show outputs from the Schoof friction law with NG; (d), (e), and (f) are from the
Schoof friction law with NO; (g), (h), and (i) are from the Budd friction law with NG; and (j), (k), and (l) are from the Budd friction law
with NO. In panels (c), (f), (i), and (l), the black lines are the grounding lines.

Table 2. Median, mean, and root mean square error (RMSE) of the differences between the simulated and observed ice surface speeds for
the Schoof and the Budd friction laws using NG and NO.

Difference between simulated and observed surface speeds

Friction law Effective pressure Median (m a−1) Mean (m a−1) Root mean square error (m a−1)

Schoof NG 0.163 0.391 7.31
NO 0.249 0.315 7.34

Budd NG 0.0855 −0.0950 6.52
NO 0.268 −0.179 6.04

centrated in deep basins and subglacial valleys and troughs.
The effective pressure in the remainder of the domain, in-
cluding the interior of the catchment, is close to zero with
minimal spatial variation. A region of high effective pressure
is found to the north of the Denman trough. In this area, the
bed topography is steep and the ice thin; this causes water to
drain rapidly and lower the local water pressure. It is unclear
whether this is a realistic representation of the basal hydrol-
ogy in this region or whether the low pressures indicate a
limitation of the hydrology model – in situ data collection is
necessary to investigate this further.

4.2 Effective pressure and basal sliding laws

Using the Schoof friction law in the ice dynamics inversions,
the resulting basal friction coefficient is smoother when NG

is applied, compared to when NO is applied, irrespective of
the Tikhonov regularization coefficient (Appendix B). When
NO is used, large gradients in the basal friction coefficient
appear that are not aligned with or perpendicular to flow, and
naturally increase as the Tikhonov parameter decreases. Pre-
vious studies have linked flow-perpendicular gradients in the
basal friction coefficient to topography or hydro-mechanical
feedbacks (Sergienko et al., 2014); however, that is unlikely
to be the case here given that our gradients are not aligned
with or perpendicular to flow. Rather, it is likely that these
large gradients in the basal friction coefficient are artefacts
of the inversion procedure that arise only when NO is used.

Our parameterization for NO is a function of the ice over-
burden pressure and bed elevation (NO = ρigH + ρwgB),
which has been commonly used to define the effective pres-
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Figure 5. Relationship between the effective pressure and basal friction coefficient for (a) Schoof basal friction coefficient C with NG,
(b) Schoof basal friction coefficient C with NO, (c) Budd basal friction coefficient α with NG, and (d) Budd basal friction coefficient α
with NO. In each panel, points are colored by the natural logarithm of the ice surface speed. The red line is the linear line of best fit, with the
correlation coefficient reported (r2).

sure in ice sheet modeling (Åkesson et al., 2022; Yu et al.,
2018; Åkesson et al., 2021). This parameterization is not
the actual subglacial hydrology effective pressure, defined
as N = pi−pw, where pi and pw are the pressures of ice
and water, respectively. Indeed, if at the overburden pressure,
the effective pressure N should be zero everywhere. How-
ever, the definition for NO here is in fact the overburden hy-
draulic potential, not an effective pressure, and will produce
high effective pressures (i.e., low basal water pressures) in
regions of thick ice grounded above sea level and low ef-
fective pressure in regions of thick ice grounded below sea
level (Fig. 3b), yielding high friction in interior regions of the
Denman catchment. The water pressure in this parameteriza-
tion has a dependence on bed elevation, resulting in areas of
negative water pressure anywhere the bed is above sea level,
which is not physical. Previous studies have investigated al-
ternative parameterizations for the effective pressure due to
the computational cost or numerical instabilities associated
with coupling of an ice sheet model to a complex subglacial
hydrology model. Full coupling between these models is a
recent development in the field (Cook et al., 2022). For exam-
ple, Brondex et al. (2017) use NB = ρigH + ρwgB for areas
grounded below sea level andNB = ρigH for areas grounded
above sea level, which leads to zero water pressure above
sea level. Bueler and van Pelt (2015) used a parameterization
that incorporates the effects of till at the base. Our results
suggest that ice sheet models would be more accurate with
improved representations of the effective pressure in friction
laws (e.g., Cook et al., 2022), highlighting the need for fur-
ther investigation into appropriate parameterizations for the
effective pressure when a subglacial hydrology model output
is not directly available. To this end, we suggest an alterna-

tive parameterization for the effective pressure in Sect. 4.3
below.

Our finding of a positive correlation between NG and the
basal friction coefficient for the Schoof friction law is un-
surprising: effective pressures are lower where there is sub-
stantial basal lubrication, which generally leads to a lower
basal friction coefficient and faster surface flow. This is ev-
idence for subglacial hydrology being a key control on the
surface speeds in regions of lower effective pressures for
Denman Glacier. However, in the regions of fastest flow at
Denman Glacier, particularly towards the grounding line, the
model also suggests the presence of substantial channels,
which have previously been associated with increasing ef-
fective pressures and slowing ice flow (Nienow et al., 2017).
The simultaneous presence of channels, fast ice flow, and low
effective pressures has also been observed at Aurora Sub-
glacial Basin (Dow et al., 2020) and in the Weddell Sea re-
gion (Dow et al., 2022). This is due to the channels being
near steady state, which means they operate at effective pres-
sures closer to that of the surrounding distributed system,
compared to alpine-like hydrologic systems (Iken and Bind-
schadler, 1986). In the inland regions of the Denman catch-
ment, distributed system effective pressure is also near zero,
yet ice flow speed in this region is low. Here, longitudinal
friction plays a key role in restraining inland ice flow, with
fast flow near the grounding line requiring a combination of
high driving stress and low basal effective pressures.

The relationship between low effective pressures and low
basal friction did not hold for the Budd friction law (Figs. 3a,
4e) despite a stronger negative correlation between the basal
friction coefficient and ice surface speed for the Budd fric-
tion law compared to the Schoof friction law (Fig. 5a, c). Our
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study uses inverse methods to calculate the basal friction co-
efficient for a given τb andNG. For the Budd friction law, this
yields a basal friction coefficient that adjusts to compensate
for large variations in basal ice velocities – the basal friction
coefficient decreases as basal ice velocities increase and vice
versa, and there is a strong inverse relationship between these
two fields. However, the requirement for such a strong in-
verse relationship between basal friction coefficient and basal
ice velocity leads to a generally weaker relationship between
the basal friction coefficient and the effective pressure, since
the effective pressure depends on factors other than the basal
ice velocity: the topography, the ice thickness, and water ac-
cumulation along with efficiency of basal channels to some
extent. For the Schoof friction law there is no requirement for
a strong correlation between the basal friction coefficient and
basal ice velocities, and we find that spatial variations in the
basal friction coefficient more closely mirror those of the ef-
fective pressure, resulting in the stronger correlation between
these two fields.

The choice of friction law plays an important role in
grounding line migration and mass loss, with studies show-
ing that friction laws that incorporate effective pressure yield
more realistic representation of ice sheet dynamics, ground-
ing line retreat, and mass loss than those that do not (Åkesson
et al., 2021; Brondex et al., 2019). In an idealized flow line
model, Brondex et al. (2017) showed that when using a
Weertman friction law, which does not consider the strong
dependence of τb on the effective pressure, the ground-
ing line can be stable on a retrograde slope, contrary to
results from theoretical analysis (Schoof, 2007), and rec-
ommended the use of the Schoof friction law due to its
strong physical basis. Regularized Coulomb friction laws
have also demonstrated superior performance over the Budd
friction law in capturing observed grounding line migration
(Joughin et al., 2019) and more realistic estimates of fu-
ture ice mass loss (Brondex et al., 2019). These results are
largely a consequence of the cavitation effects captured in
regularized Coulomb friction laws, which prevent unphys-
ical, unbounded basal shear stresses for increasing ice ve-
locities (Schoof, 2005). By contrast, the basal shear stress is
unconstrained for finite values of m in other friction laws,
including the Weertman or Budd friction laws. Consistent
with Brondex et al. (2017, 2019), our results favor the use
of a regularized Coulomb friction law combined with effec-
tive pressure output from the GlaDS model for more realistic
representation of the basal friction coefficient calculated us-
ing inversion.

In this work we have used an SSA ice flow model, which
fails to capture bed-parallel vertical shear deformations. This
may affect the results of our inversions for the basal friction
coefficient in areas of non-negligible vertical shear, such as
at the onset of fast-flowing ice streams of the Denman and
Scott troughs. However, the use of the Glen flow relation may
also impact the capacity of even higher-order models to ac-
curately capture bed-parallel vertical shear deformations. For

example, McCormack et al. (2022) showed that even when
the BP approximation to the full Stokes equations is used,
the unenhanced Glen flow relation fails to capture the verti-
cal shear profile expected in regions where ice is frozen to
the bed of the glacier. In our simulations that use the SSA
approximation and the Glen flow relation, it is possible that
sliding is overestimated, and the basal friction coefficient un-
derestimated, where vertical shear is an important deforma-
tion process. However, this is a common issue to all of our
model runs and is therefore unlikely to alter the main conclu-
sions of this work that compare how the form of the effective
pressure impacts the basal friction coefficient.

Initializing our temperature field with surface tempera-
tures from RACMOv2.3 (van Wessem et al., 2018) could
have an impact on the rigidity and basal friction coefficient
inversions we performed in this work. Zhao et al. (2018)
showed that initializing a model with a colder temperature
field resulted in a decrease in the basal friction coefficient
computed from inversion, due to stiffer ice. It is possible that
if we used a thermal model and computed depth-averaged
temperatures to use in our model initialization – effectively
increasing the initialization temperatures – we could simi-
larly see an increase in the basal friction coefficients. Like
with the SSA approximation, these are issues that would be
common in all of our model runs and would be unlikely to
alter the main conclusions we came to regarding the effect of
the form of the effective pressure on the computation of the
basal friction coefficient.

The GlaDS model used here has been demonstrated to ac-
curately represent observed properties of the Antarctic sub-
glacial hydrologic system (Dow et al., 2018, 2020, 2022).
Nevertheless, it has not yet been coupled with an ice sheet
model for prognostic simulations of Antarctic ice dynamics.
Given the key role that effective pressure plays in basal fric-
tion laws, it is clear that future implementations of ice dy-
namics models should explicitly take relevant subglacial hy-
drology processes into account, such as spatially and tempo-
rally variable basal water pressure, if they are to accurately
predict climate-driven changes in ice dynamics. A recent
study by Kazmierczak et al. (2022) coupled simplified repre-
sentations of subglacial hydrology to ice dynamics using the
Budd friction law. This study by Kazmierczak et al. (2022)
examined the impact of different representations of the effec-
tive pressure – approximated in turn by height above buoy-
ancy (van der Veen, 1987; Huybrechts, 1990; Winkelmann
et al., 2011; Martin et al., 2011), reduced by the subglacial
water pressure (modified from Bueler and Brown, 2009) or
sliding related to water flux (Goeller et al., 2013) from a sim-
ple subglacial water routing model (Le Brocq et al., 2009)
and an effective pressure in a till (Bueler and van Pelt, 2015)
– on ice mass lost over Antarctica over the 21st century. A
key finding is that when the effective pressure is low in the
grounding zone, the ice sheet is more sensitive to increases in
climate forcing, ultimately increasing mass loss and resulting
in sea level rise. The accuracy of these simplified subglacial
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hydrology models in representing the full physics of the ice–
bed interface still needs to be tested. However, we found that
the GlaDS model predicted low effective pressures in the
grounding zone of the Denman–Scott catchment, which, fol-
lowing Kazmierczak et al. (2022), suggests this region might
be sensitive to enhanced mass loss in the future. The next
step is to couple the GlaDS model for a more complex repre-
sentation of the basal hydrology with an ice dynamics model
for application to Antarctic glaciers – an approach that has
been applied to Greenland glaciers (e.g., Cook et al., 2022).

4.3 Empirical parameterization

We suggest here an alternative parameterization of effective
pressure, NE, which is empirical in nature and based on spa-
tial patterns in the GlaDS effective pressure output of Den-
man Glacier. Given the high correlation of water pressure to
ice overburden pressure (r2

= 0.998 over the Denman do-
main) and the relatively constant effective pressure in the in-
terior of Denman, we suggest a form of the water pressure
proportional to the ice overburden pressure multiplied by a
term (rl+(1−rl)gx(H)), where gx(H)=H x/(H̃ x

+H x) is
a saturation term such that the water pressure reaches a maxi-
mum fraction of flotation in areas of high ice thickness. Here,
H̃ is defined in Eq. (8) and x is defined in Eq. (9). The pro-
posed parameterization is as follows:

NE = ρigH(1− rl)
H̃ x

H̃ x +H x
, (7)

H̃ =

(
1− γ
γ − rl

)1/x

Ht, (8)

x =
ln
(

1−rl
ε
− 1

)
+ ln(γ − rl)− ln(1− γ )

ln(Ht)− ln(Hs)
. (9)

Here, ρi is the density of ice, g is the gravitational accelera-
tion,H is ice thickness, and the effective pressure is given by
Eq. (7). γ is a constant representing typical effective pressure
as a fraction of ice overburden in areas of high ice thickness,
rl is the water pressure as a fraction of ice overburden pres-
sure as the ice thickness goes to zero,Ht is a typical large ice
thickness,Hs is a typical small ice thickness, and ε is a small
constant taken so that in areas of low ice thickness (Hs) the
water pressure is at a typically low value (rl+ε)ρigH . GlaDS
output effective pressure and ice thickness data for Denman
Glacier were used to find values for rl, γ , Hs, and Ht used
in NE (ε was taken to equal 0.05). This resulted in rl = 0.7,
γ = 0.96, Hs = 500 m, and Ht = 2800 m. The empirical na-
ture of this parameterization means that these constants are
not “optimized” and the use of NE on future glaciers may re-
quire an alteration of these constants, specifically Hs and Ht,
which can be determined using ice thickness data. More de-
tails on the parameterization and its derivation are provided
in Appendix C.

The proposed empirical effective pressure (NE), is com-
pared with the GlaDS output effective pressure (NG), the

typically prescribed effective pressure NO, and the Brondex
et al. (2017) prescribed effective pressure (NB, Sect. 4.2)
– all as a fraction of ice overburden pressure (Fig. 6). NE
matches NG more closely than either NO and NB (note the
different color bar scalings in Fig. 6a and b compared with
Fig. 6c and d). This is further illustrated in Fig. 6e, which
shows the difference between NE and NG as a fraction of
ice overburden pressure: 72.9 % of the domain has a differ-
ence of <0.02 and 95.6 % of the domain has a difference
of < 0.05. Figure 6f shows the saturation term (gx(H)) as
well as the physically equivalent scatter from the GlaDS out-
put data, (1−NG/pi− rl)/(1− rl). The form of the scat-
ter is qualitatively similar to the saturation term in areas of
moderate to high ice thickness. The mean percent difference
excluding the area of the domain where NG ≤ 0, given by
|NE/NG− 1|, is 118 %, though 45.4 % of this domain falls
below 20 % and 77.0 % of the domain falls below 50 %, so
the data are skewed from the areas of low effective pressure.
Standing alone, this does not sound impressive, and it is a
result of the variability in the scatter seen in Fig. 6f. This is
still a substantial improvement over NO, which has a mean
percent difference of 3688 %, where 57.7 % of the domain
falls between 2000 % and 3000 % difference.

Though this parameterization is not derived from physical
principles and it lacks complete hydrological connectivity to
the ocean, it produces physically realizable effective pres-
sures 0<N < ρigH(1− rl), which match closely to GlaDS
output effective pressures over Denman Glacier. The success
of NE over NO on Denman Glacier combined with its im-
proved physical implications overNO warrants further inves-
tigation into its validity and potential use in future modeling
studies, particularly on Antarctic glaciers.

5 Conclusions

The Denman–Scott catchment in East Antarctica is a region
that is undergoing active glacial retreat and is vulnerable to
ongoing mass loss as the climate warms. We have investi-
gated the coupled interactions between the subglacial hydro-
logical system and the ice sheet through the basal friction co-
efficient – an important tuning parameter used in basal fric-
tion laws – and the dependence of the basal friction coeffi-
cient on the form of the effective pressure. We find that when
the Schoof friction law is used, there is a smoother basal fric-
tion coefficient, and a slightly improved match between the
simulated and observed ice surface velocities is found when
NG is used compared to when NO is used. Of the two fric-
tion laws tested here – the Schoof friction law and the Budd
friction law – only the Schoof friction law captures the pre-
dicted relationship between the subglacial hydrological and
the ice sheet dynamics. That is, using the Schoof friction law,
regions of lower effective pressures (both NG and NO) tend
to also have lower basal friction coefficients – evidence for
the controlling role of the hydrological system.
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Figure 6. Effective pressures as a fraction of ice overburden pressure for (a) GlaDS output effective pressure NG/pi, (b) empirical parame-
terization of effective pressure NE/pi, (c) typically prescribed effective pressure NO/pi, and (d) Brondex et al. (2017) prescribed effective
pressure NB/pi. (e) The difference between the empirical parameterization of effective pressure and the GlaDS output effective pressure
as a fraction of ice overburden pressure ((NE−NG)/pi). (f) The saturation curve (gx(H)) and the physically equivalent scatter for NG
((1−NG/pi− rl)/(1− rl)). Black lines in (c) and (d) represent the N/pi = 1 contour.

In their application of the GlaDS model to the Aurora
Subglacial Basin, Dow et al. (2020) showed the utility of
geophysical observations in validating and constraining sub-
glacial hydrology model parameterizations. By contrast with
the Aurora Subglacial Basin, the Denman–Scott catchment is
a relatively sparsely observed system, with few geophysical
observations available to constrain our model simulations.
Similarly to previous studies (Dow et al., 2020; Schroeder
et al., 2013; Hager et al., 2022), we recommend the collec-
tion of high-resolution radar surveys (with a particular focus
on the regions at the boundary of the distributed and chan-
nelized subglacial hydrologic systems and over the lake-like
features upstream of the Denman and Scott channels) and di-
rect measurement of subglacial hydrological flux across the
grounding line to constrain simulated subglacial meltwater
volumes. Such observations are vital in understanding the
role of the subglacial hydrological system and its coupled
feedbacks with the ice sheet.

We proposed a new parameterization for the effective pres-
sure based on empirical data of the Denman–Scott catchment
and the GlaDS results that more closely matches simulated
effective pressures than suggestions from previous literature
and which shows promise in capturing key features of the
subglacial system in the absence of a complete subglacial
hydrology model output. However, given the empirical na-
ture of this parameterization, our results highlight the im-
portance of simulating coupled interactions between the sub-

glacial hydrology and ice sheet systems to accurately rep-
resent ice sheet flow, and future work should focus on the
coupling of these two systems in transient simulations of the
Antarctic Ice Sheet.

Appendix A: Sensitivity tests

A1 Grid domains and effective pressure extrapolation

The domains of the ISSM and GlaDS models differ, with the
GlaDS domain being a subset of the ISSM domain due to
the differing subglacial hydrological and ice catchments and
limits to the GlaDS domain size requiring restriction to the
primary hydrological outlets of Denman and Scott glaciers.
This means that there are regions within the ISSM domain
for which the GlaDS effective pressure does not exist. We
test the impact of two different methods to extrapolate the
effective pressure in regions outside the GlaDS domain.

The first method relates the GlaDS effective pressure to
the bed topography and ice surface speed. We partition the
domain into three regions based on ice surface speed, with
the first encompassing areas where v < 500 m a−1, the sec-
ond where 500≤ v < 1000 m a−1, and the third where v ≥
1000 m a−1. We then calculate a linear regression between
the bed topography and the GlaDS effective pressures in each
region and linearly extrapolate the effective pressure onto the
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ISSM domain based on this relationship. The regression co-
efficients are shown in Table A1.

The second method uses NO in the areas of the ice sheet
model domain where GlaDS was not run. The resulting ef-
fective pressure is shown in Fig. A1. The basal friction coef-
ficient found using method 2 is generally more smooth than
the basal friction coefficient found using method 1, with the
exception of transition areas between the GlaDS and extrap-
olated effective pressures to the far west and south of the
GlaDS domain. The match between the simulated and ob-
served ice surface speeds is similar for the two extrapola-
tions, though method 2 produces more variation in the region
upstream of the grounding line than method 1.

In general, there is no reason that the hydrology and ice dy-
namics domains should match exactly, and where this is the
case, we would always expect regions where we will need
to extrapolate boundary conditions between the models. The
fact that we have had to extrapolate effective pressure is not
in itself a problem, and our results show the importance of
taking into consideration the method of extrapolation. There
may be other methods for extrapolating the boundary condi-
tions that we did not consider, including parameterizing the
effective pressure using different physical assumptions (e.g.,
Bueler and Brown, 2009; Bueler and van Pelt, 2015; Van der
Wal et al., 2013; Huybrechts, 1990; Kazmierczak et al., 2022;
van der Veen, 1987; Winkelmann et al., 2011), and future
studies should establish best practice in this regard.

A2 Mesh sensitivity

Depending on the degree of regularization in the inverse
method, small-scale features may be present in the basal fric-
tion coefficient. We perform a sensitivity analysis to examine
the extent to which such features may arise due to the lo-
cation of the nodes and vertices in the mesh. We generate
five different meshes by adding a random perturbation in the
surface velocity field of up to 20 % of the MEaSUREs ve-
locities and then perform non-uniform mesh refinement on
the velocity magnitude, as follows: the typical edge length
of the elements is 3000 m; for regions where the ice surface
speed is≥ 500 m a−1, maximum edge lengths are 500 m; and
for regions where the ice surface speed is between 100 and
500 m a−1, the maximum edge length is 2000 m. Elements
close to the grounding line have a maximum edge length of
1000 m.

Using each of these five meshes, we calculate the Budd
and Schoof basal friction coefficients. The probability dis-
tributions of the basal friction coefficients normalized to
3500 kg1/2 m−2/3 s−5/6 (half of the maximum allowed value
of C) are shown in Fig. A2. The mean and standard devia-
tion of the differences between both the Schoof and the Budd
basal friction coefficients for the perturbed mesh simulations
and that of the original mesh are smaller in magnitude than
the mean and standard deviation of the difference between
the basal friction coefficients using NG and NO. Hence, the

details of the mesh have less of an impact on the basal fric-
tion coefficients than the form of the effective pressure. The
accumulated probability at the lower and upper bounds in
Fig. A2 corresponds to the regions of low and/or negative
effective pressure near subglacial lakes and troughs and the
area of negative effective pressure upstream of the subglacial
lake feeding the Denman and Scott troughs (Fig. 2d (v)), re-
spectively.

A3 Effective pressure cap

For regions of very low or negative effective pressure, the
basal shear stresses are also very low or almost vanish. In
these regions, the inverse method compensates by increasing
the basal friction coefficient upstream and around the region
of the anomalously low effective pressure, leading to an un-
derestimate of ice surface speeds there compared with the
observations. The ice surface speeds are also generally over-
estimated in the region of vanishing shear stresses.

To account for this, we adjust the effective pressure in re-
gions of low or negative effective pressure, capping the min-
imum as a percentage of the ice overburden pressure. We test
caps of 0.2 %, 0.4 %, 1 %, 2 %, and 4 %. For a cap of 0.4 %,
approximately 2 % of the domain has an effective pressure
that is linearly proportional to the ice overburden pressure,
that is, 98 % of the effective pressure in the ISSM simula-
tion is derived directly from the GlaDS simulated effective
pressure. Increasing the cap to 1 % – which is used in the
Budd runs – decreases the area over which the GlaDS effec-
tive pressure is used to 96 % and increasing the cap to 4 %
decreases the area to 48 %. Hence, we use a cap of 0.4 % for
our Schoof simulations and 1 % for our Budd simulations.

A4 Nonlinear Budd friction law

Here, we compare the impact of using a nonlinear exponent
m= 1/3 in the Budd friction law (Eq. 5; as per Brondex
et al., 2017, 2019) to our results with the linear exponent
m= 1 (as per Åkesson et al., 2021; Åkesson et al., 2022; Yu
et al., 2018; Choi et al., 2021; Baldacchino et al., 2022). We
follow the same setup outlined in the main text and in Ap-
pendix B, capping the effective pressure at 1 % of ice over-
burden pressure. The L-curve analysis suggests a Tikhonov
regularization value of 0.1 is optimal.

The m= 1/3 case had much smaller variance in the nor-
malized basal friction coefficient compared to them= 1 case
(Fig. A3). That is, using NG, the variance of the normalized
basal friction coefficient was 0.231 for m= 1/3 and 0.385
for m= 1; using NO, the variance was 0.508 for m= 1/3
and 0.628 for m= 1.

Despite the smaller normalized variance in the basal fric-
tion coefficients for the m= 1/3 case, there was a stronger
negative correlation between the basal friction coefficient
and the effective pressure in areas where ice surface speeds
are greater than 10 m a−1 (Fig. A4). Using NG, the correla-
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Table A1. Linear regression coefficients α and β for the relationship N = αB+β, where N is the GlaDS effective pressure and B is the bed
elevation.

Regression coefficient v < 500 m a−1 500≤ v < 1000 m a−1 v ≥ 1000 m a−1

α 286 −248 136
β 1.28× 106 8.03× 105 1.11× 106

Figure A1. (a, b) Effective pressure (MPa), (c, d) basal friction coefficients estimated using the inversion of the Schoof friction law (C,
kg1/2 m−2/3 s−5/6), and (e, f) the difference between the simulated and observed ice surface speeds (sim-obs us, m a−1). The left column (a,
c, e) shows results for extrapolation method 1, and the right column (b, d, f) shows results for method 2. In panels (e) and (f), the black lines
are the grounding lines.

Figure A2. Normalized (to 3500 kg1/2 m−2/3 s−5/6, half of the
maximum allowed value of C) probability distribution functions for
the Schoof basal friction coefficient, C, for the computational mesh
and five perturbed meshes.

tion was −0.466 for m= 1/3 and −0.304 for m= 1; using
NO, the correlation was −0.592 for m= 1/3 and −0.0260
for m= 1 (Fig. A4). This strong negative correlation for
the m= 1/3 case indicates that the basal friction coefficient
counteracts the effects of the effective pressure, with high
values in regions of low effective pressure and low values
in regions of high effective pressure. This suggests that the
dependency of the basal shear stress on the effective pres-
sure is too strong when m= 1/3. This behaviour is particu-
larly clear in the large area of high basal friction coefficient
centered around 2200 km easting and −400 km northing in
Fig. A3c, which corresponds to an area of low effective pres-
sure (Fig. 2b). Here, the use of the effective pressure cap lim-
its runaway values of the basal friction coefficient; increasing
the cap to reduce this area of high basal friction coefficient
would mean using less of the GlaDS data. For the NO run,
the large increase in effective pressure upstream resulted in
a strong decrease in the basal friction coefficient upstream
(Fig. A3d).
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Figure A3. Budd basal friction coefficients (α) normalized to the mean. (a) GlaDS effective pressure (NG) with m= 1/3; (b) typically
prescribed effective pressure (NO) with m= 1/3; (c) GlaDS effective pressure (NG) with m= 1; (d) typically prescribed effective pressure
(NO) with m= 1.

Figure A4. Relationship between the Budd basal friction coefficient α and effective pressure for (a) the GlaDS effective pressure (NG)
with m= 1, (b) typically prescribed effective pressure (NO) with m= 1, (c) GlaDS effective pressure (NG) with m= 1/3, and (d) typically
prescribed effective pressure (NO) with m= 1/3.

A5 Iken’s bound sensitivity

Iken’s bound, Cmax, mathematically describes the idea that
the bed can support a maximum stress (Iken, 1981; Schoof,
2005; Gagliardini et al., 2007). In the Schoof friction law
(Eq. 6), τb cannot exceed CmaxN , where Cmax represents the
rheological properties of the till (Brondex et al., 2019) and
ranges between 0.17 and 0.84 (Cuffey and Paterson, 2010).

To determine an appropriate value of Cmax we test the effect
of using Cmax = 0.5,0.6,0.7, and 0.8 on the Schoof basal
friction coefficient using NG and NO.

We arrive at the same qualitative conclusions as in the
main text for all four values of Cmax. In all cases, the vari-
ance of the normalized basal friction coefficient is smaller
for NG than for NO, and it is smaller than the variance of the
normalized Budd basal friction coefficient (Table A2). Al-
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Table A2. Schoof basal friction coefficient mean C (kg1/2 m−2/3 s−5/6) and variance of normalized Schoof basal friction coefficient (C/C)
for various Cmax with NG and NO.

Cmax C Variance of C Variance of
(kg1/2 m−2/3 s−5/6), C/C, NG (kg1/2 m−2/3 s−5/6), C/C, NO

NG NO

0.5 3261 0.233 3215 0.280
0.6 3251 0.231 3210 0.283
0.7 3242 0.228 3218 0.273
0.8 3215 0.266 3154 0.337

Figure A5. Schoof basal friction coefficient (C, kg1/2 m−2/3 s−5/6) for (a) NG and Cmax = 0.5, (b) NO and Cmax = 0.5, (c) NG and
Cmax = 0.6, (d)NO and Cmax = 0.6, (e)NG and Cmax = 0.7, (f)NO and Cmax = 0.7, (g)NG and Cmax = 0.8, and (h)NO and Cmax = 0.8.

though the results for Cmax = 0.5,0.6, and 0.7 are similar,
there is a comparatively large decrease in the mean of the
basal friction coefficient and increase in the variance of the
normalized basal friction coefficient betweenCmax = 0.7 and
Cmax = 0.8 for both NG and NO. For lower values of Cmax,
a region of higher basal friction coefficient centered around
2200 km easting and −400 km northing (Fig. A5a) develops

in the NG simulations. Solving Eq. (6) for C yields

C =

(
τb

|ub|
m−1ub

)m/2
(

1−
(

τb
CmaxN

)1/m
)m/2 , (A1)

where we see that in the limit where τb→ CmaxN , then
C→∞. The region of high basal friction coefficient for
lowerCmax also has low effective pressure (Fig. 2a), resulting
from τb approaching CmaxN for larger values of N and the
basal friction coefficient compensating for this. To prevent
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Figure A6. Ratio between the driving stress and the maximum stress that the bed can support (τd/(CmaxN)) for (a) Cmax = 0.5, (b) Cmax =
0.6, (c) Cmax = 0.7, and (d) Cmax = 0.8.

potentially infinitely increasing values of the basal friction
coefficient, it is possible to increase the cap on the effective
pressure, but again, this would reduce the area over which
the GlaDS data are used and the effect of using modeled hy-
drology will be less impactful.

The Schoof friction law is a regularized Coulomb fric-
tion law which tends towards a Weertman sliding regime
when τb� CmaxN and a Coulomb sliding regime when
τb>>CmaxN . Hence, the value ofCmax will have an effect on
what physical processes are being represented in the Schoof
friction law. Figure A6 shows τd/(CmaxN) for various values
of Cmax, where values close to 0 correspond to a Weertman
sliding regime and values close to 1 correspond to a Coulomb
sliding regime. The choice of Cmax appears to have little ef-
fect on where each of the Weertman and Coulomb sliding
regimes occur, with distinct locations between the two for all
values of Cmax. This suggests that the choice of Cmax will not
have a significant impact on which physical processes are be-
ing represented throughout the domain and does not justify
the use of one value of Cmax over another.

Appendix B: Inversion cost functions

The inversion procedure described in Sect. 2.2 includes six
inversions for the Budd and Schoof basal friction coefficients
and the ice rigidity. Each inversion minimizes a cost function
which penalizes absolute ice surface velocity misfit, logarith-
mic ice surface velocity misfit, and gradients in the basal fric-
tion coefficient/ice rigidity. The cost functions minimized in
each inversion are described below.

Ja(u)=

∫∫
s

1
2

(
(ux − u

obs
x )2+ (uy − u

obs
y )2

)
dS (B1)

Figure B1. L-curve analysis for the Budd basal friction coefficient,
α, with the GlaDS output effective pressure, NG (4.5 % cap and
the typically prescribed effective pressure, NO, outside the GlaDS
domain). The red diamond is the chosen value of the Tikhonov reg-
ularization coefficient, ct.

Jl(u)=

∫∫
s

(
log

(
||u|| + ε

||uobs|| + ε

))2

dS (B2)

Jt(u)=

∫∫
s

1
2
||∇k||2dS (B3)

J (u)= caJa+ clJl+ ctJt (B4)

Here, Ja is the linear velocity misfit cost function; Jl is the
logarithmic velocity misfit cost function; Jt is the regular-
ization cost function; u is the modeled ice surface velocity;
uobs is the observed ice surface velocity; ε is a small number
(around machine precision) acting as the minimum observed
velocity in Eq. (B2); S is the two-dimensional spatial domain
of the model; and k is taken to be α in a Budd inversion, C
in a Schoof inversion, and B̃ (the rigidity) in a rigidity in-
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Table B1. Cost function coefficients for each inversion. I1: ice rigidity over ice shelf; I2: Budd basal friction coefficient over grounded
domain; I3: ice rigidity over entire domain; I4 – Budd: Budd basal friction coefficient over the grounded domain; I4 – Schoof: Schoof basal
friction coefficient over the grounded domain; I5: ice rigidity over the entire domain.

Cost function coefficient Value I1 Value I2 Value I3 Value I4 – Budd Value I4 – Schoof Value I5

Linear (ca) 8000 2000 8000 2000 200 8000
Logarithmic (cl) 60 10 25 10 2 25
Tikhonov (ct) 10−18 10−6 10−18 10−6 10−9 10−18

Figure B2. L-curve analysis for the Schoof basal friction coef-
ficient, C, with the GlaDS output effective pressure NG (4.5 %
cap and the typically prescribed effective pressure, NO, outside
the GlaDS domain). The red diamond is the chosen value of the
Tikhonov regularization coefficient, ct.

Figure B3. Basal Friction coefficients from inversion (note that the units and the color bar are not the same in each subplot). (a) Schoof
basal friction coefficient (C, kg1/2 m−2/3 s−5/6) from NG run, (b) Schoof basal friction coefficient (C, kg1/2 m−2/3 s−5/6) from NO run,
(c) Budd basal friction coefficient (α, s1/2 m−1/2) from NG run, and (d) Budd basal friction coefficient (α, s1/2 m−1/2) from NO run.

version. The full cost function to be minimized is given in
Eq. (B4) where ca, cl, and ct are the cost function coeffi-
cients for Ja, Jl, and Jt, respectively. ct is referred to as the
Tikhonov regularization coefficient.
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Figure B4. Probability distributions of the normalized basal
friction coefficients for the Budd (α) and Schoof (C) friction
laws with GlaDS NG and prescribed NO effective pressures.
The distributions are normalized to their maximum allowed val-
ues (7000 kg1/2 m−2/3 s−5/6 for Schoof and 1000 s1/2 m−1/2 for
Budd).

Figure B5. Ice Rigidities from inversion (B̃, Pa s1/3). (a) Ice rigidity from Schoof with the GlaDS effective pressure (NG) run. (b) Ice rigidity
from Schoof with the typically prescribed effective pressure (NO) run. (c) Ice rigidity from Budd with the GlaDS effective pressure (NG)
run. (d) Ice rigidity from Budd with the typically prescribed effective pressure (NO) run.

The linear and logarithmic cost function coefficients (ca,
cl) were chosen so that their contributions to the total cost
function would differ by an order 1 factor in each inversion.
An L-curve analysis (Fig. B1; Hansen, 2000) was used dur-
ing the inversions for the basal friction coefficients to deter-
mine a suitable Tikhonov regularization coefficient (ct). Ide-
ally ct is chosen such that any smaller value of ct will not
have a significant effect on caJa+ clJl. For the ice rigidity
inversions, the Tikhonov regularization parameter was cho-
sen so that its contribution to the total cost function differed
by an order 1 factor from that of the linear misfit. The final
basal friction coefficients are shown in Fig. B3, their distri-
bution in Fig. B4, and the final rigidities in Fig. B5. The cost
function coefficients for the various model runs are displayed
in Table B1.
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Appendix C: Empirical effective pressure
parameterization

We propose a new effective pressure parameterization (NE)
that is empirical in nature and based on the GlaDS effec-
tive pressure output in the Denman–Scott catchment. Effec-
tive pressure is defined as N = pi−pw, where pi = ρigH

is the ice overburden pressure and pw is the subglacial wa-
ter pressure. In this equation, pi is well known; however,
pw is generally poorly known in Antarctica due to few di-
rect measurements. Hence, a more robust parameterization of
the effective pressure requires a physically realistic prescrip-
tion for this subglacial water pressure. The proposed param-
eterization uses the fact that subglacial water pressure has
a high correlation with ice overburden pressure (r2

= 0.998
over the Denman domain) and that subglacial water pres-
sure as a fraction of ice overburden pressure maintains some
value for small ice thicknesses and saturates near 1 for large
ice thickness. We suggest the following parameterization for
subglacial water pressure:

pw = ρigH (rl+ (1− rl)gx(H)), (C1)

where rl is the maximum allowable ratio of effective pressure
to ice overburden pressure and gx(H) is a saturation term.
We specify gx(H) as follows:

gx(H)=
H x

H̃ x +H x
. (C2)

Here, H̃ is a constant thickness, which is chosen so that an
area where water is expected to be pressurized with a fraction
of overburden γ will reach this level of pressurization by ice
thickness Ht. This yields an H̃ of the following form:

H̃ =

(
1− γ
γ − rl

)1/x

Ht. (C3)

The only parameter left to be determined is x, and here we
choose a value of x so that at a typically small ice thickness,
Hs, the subglacial water pressure as a fraction of overbur-
den pressure will be slightly above the minimum subglacial
water pressure allowed: pw(H)= (rl+ ε)ρigH , where ε is
a constant introduced with the purpose of having the satura-
tion term concave down even in areas where there is low ice
thickness on the glacier.

We rearrange Eq. (C3) to solve for x as follows:

x =
ln
(

1−rl
ε
− 1

)
+ ln(γ − rl)− ln(1− γ )

ln(Ht)− ln(Hs)
. (C4)

Using Eq. (C1), we derive the following expression for
the effective pressure, with H̃ from Eq. (C3) and x from
Eq. (C4):

NE = ρigH(1− rl)
H̃ x

H̃ x +H x
. (C5)

The empirical nature of this parameterization brings into
question its physical validity. Unlike NO and the Brondex
et al. (2017) prescribed effective pressure (NB), the effective
pressure proposed in Eq. (C5) does not have complete hy-
drological connectivity to the ocean at the grounding line.
However, NO and NB can obtain values of negative or zero
water pressure, which is nonphysical. The effective pressure
proposed in Eq. (C5) can reach a minimum water pressure of
pw = rlρigH meaning that it will always give a physically
possible value of effective pressure.

Delving further into the implications of these effective
pressure parameterizations, we see that the hydraulic poten-
tial is given by φ =NO−N (Werder et al., 2013), which
means that using NO gives a constant hydraulic potential and
a stagnant subglacial hydrologic system.NB implies constant
hydraulic potential for bed elevations below sea level and
φ = ρwgB, where B is the bed elevation, for bed elevations
above sea level, which means that water does not flow when
the bed elevation is below sea level, and it flows entirely due
to gravity and bed slopes when the bed elevation is above sea
level. Taking the gradient in the hydraulic potential for NE
yields the following equations:

∇φ = ρigfB(H)∇H + ρwg∇B

= ρig

(
fB(H)∇S+

(
ρw

ρi
− fB(H)

)
∇B

)
, (C6)

fB(H)= 1− (1− rl)
1+ (1− x)(H/H̃ )x

(1+ (H/H̃ )x)2
. (C7)

Here, fB(H) is a dimensionless factor which describes the
extent to which ice thickness gradients play a role in the hy-
draulic potential gradient. Cuffey and Paterson (2010) con-
sidered the gradient of the hydraulic potential with a spa-
tially constant fraction of flotation and arrive at the form of
Eq. (C6) with fB(H) replaced by the fraction of flotation,
fw. Here, fB is not the fraction of flotation but is related to it
via Eq. (C8) for fw ≥ rl.

fB =−
xrl

1− rl
+

2+ (x− 1)(1+ rl)
1− rl

fw−
x

1− rl
f 2

w. (C8)

fB is quadratic in fw and fB ≥ fw for fw ∈ [rl,1]. This
means that for NE, gradients in surface elevation play a more
important role in water routing than when constant fraction
of flotation is considered. The importance of surface eleva-
tion gradients reaches a maximum when fw = 0.924, corre-
sponding to fB = 1.04, ;values of fw above this threshold
will actually result in smaller values of fB and a decreased
role in the surface elevation gradient, which is at odds with
the analysis of Cuffey and Paterson (2010). Modeling (Dow
et al., 2014, 2020) outputs, including those from our Denman
analysis, suggest that the fraction of flotation is not uniform
(Fig. 6). Compared to using NO, this parameterization pro-
vides a more intuitive picture of the subglacial hydrological
system, where water can flow throughout the entire domain
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and where flow is dependent on both the basal topography
and the ice thickness/surface topography, as is expected.

Except for the lack of complete hydrological connectiv-
ity to the ocean, the proposed parameterization in Eq. (C5)
agrees more closely with our understanding of subglacial hy-
drology than both NO and NB. The improved performance
over NO and NB for Denman Glacier is encouraging and
warrants further exploration, including exploring the validity
of this parameterization compared with subglacial hydrology
model outputs and its potential use in future modeling studies
where full ice-sheet–subglacial hydrology model coupling is
unfeasible. Improvements to this parameterization, such as
adding in the effects of ice velocity, may improve upon the
performance of this parameterization.

Code and data availability. We use version 4.21 of the
open-source ISSM software, which is freely available
for download from https://issm.jpl.nasa.gov/download/
(ISSM, 2023). Basal and surface topography data can
be found at https://doi.org/10.5067/E1QL9HFQ7A8M
(Morlighem, 2020). Ice velocity data can be found at
https://doi.org/10.5067/D7GK8F5J8M8R (Rignot et al.,
2017). RACMO temperature data can be found at https://www.
projects.science.uu.nl/iceclimate/models/racmo-data.php#totop
(Utrecht University, 2021). Basal meltwater input can be
found at https://doi.org/10.5281/zenodo.2651652 (Seroussi,
2019). GlaDS hydrology outputs and ISSM friction coef-
ficients for the Denman–Scott catchment are available at
https://doi.org/10.5281/zenodo.7709384 (McArthur et al., 2023).
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