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Abstract. Multiyear sea ice (MYI) cover in the Arctic has
been monitored for decades using increasingly sophisticated
remote sensing techniques, and these have documented a sig-
nificant decline in MYI over time. However, such techniques
are unable to differentiate between the processes affecting
the evolution of the MYI. Further, estimating the thickness
and thus the volume of MYI remains challenging. In this
study we employ a sea ice–ocean model to investigate the
changes to MYI over the period 2000–2018. We exploit the
Lagrangian framework of the sea ice model to introduce a
new method of tracking MYI area and volume which is based
on identifying MYI during freeze onset each autumn. The
model is found to successfully reproduce the spatial distri-
bution and evolution of observed MYI extent. We discuss
the balance of the processes (melt, ridging, export, and re-
plenishment) linked to the general decline in MYI cover. The
model suggests that rather than one process dominating the
losses, there is an episodic imbalance between the different
sources and sinks of MYI. We identify those key to the sig-
nificant observed declines in 2007 and 2012; while melt and
replenishment are important in 2012, sea ice dynamics play
a significant role in 2007. Notably, the model suggests that in
years such as 2007, convergence of the ice, through ridging,
can result in large reductions in MYI area without a corre-
sponding loss of MYI volume. This highlights the benefit of
using models alongside satellite observations to aid interpre-
tation of the observed MYI evolution in the Arctic.

1 Introduction

Arctic sea ice has undergone a significant decline (e.g.
Comiso, 2012) and thinning (Kwok and Rothrock, 2009) in
recent decades, with subsequent impacts on climate, biodi-
versity, and human activities in the region (IPCC Special
Report on the Ocean and Cryosphere in a Changing Cli-
mate; Meredith et al., 2019). Remote sensing studies sug-
gest that the multiyear ice (MYI) – ice that has survived at
least one summer – has been experiencing a similar, if not
more rapid, decline than the total ice cover and younger ice
(Comiso et al., 2008; Comiso, 2012), with an almost com-
plete loss of ice older than 5 years (Maslanik et al., 2007)
compared to such ice types making up 50 % of the MYI cover
in the central Arctic in the 1980s (Maslanik et al., 2011).
During the period 2003–2008, overall ice volume and thick-
ness losses were found to be predominantly due to changes
to MYI (Kwok et al., 2009). As such, the Arctic ice cover is
now dominated by seasonal ice (Kwok, 2018).

Studying the evolution of MYI in the Arctic is important
for understanding how the overall ice pack is changing, as
well as for quantifying the associated feedbacks in the sys-
tem. As ice ages, freezing and ridging lead to a direct rela-
tionship between large-scale ice age and thickness (Tschudi
et al., 2016; Hunke and Bitz, 2009; Maslanik et al., 2007),
with MYI area anomalies being shown to be closely linked
to anomalies in Arctic ice volume (Kwok, 2018). This rela-
tionship is important, both for inferring interannual variabil-
ity in ice volume from ice age data and for understanding the
processes driving changes in the evolving ice pack. Freezing
and ridging lead to changes to the surface properties of the
ice cover, resulting in a higher albedo than that of first-year
ice (FYI) (Perovich et al., 2003). At the same time, the cor-
relation between ice age and salinity due to desalination over
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time affects the thermal properties of the sea ice, as well as
the ice–ocean salt and freshwater exchanges, thus influenc-
ing the sea ice mass balance and the characteristics of the
polar oceans (Vancoppenolle et al., 2009a, b). A reduction in
the MYI cover indicates a thinning of Arctic sea ice, which
in turn increases the ice-free portion of the Arctic in the sum-
mer (Holland et al., 2006), leading to positive feedbacks and
changes to the surface ocean (Haine and Martin, 2017). The
MYI cover in the Arctic can thus provide an indication of
both the thickness of the Arctic ice cover and its ability to
withstand anomalous or changing forcing.

Much of the knowledge of the pan-Arctic MYI distribu-
tion has been gained from studies of satellite observations,
often in conjunction with in situ data (e.g. Fowler et al., 2004;
Rigor and Wallace, 2004; Maslanik et al., 2011). These gen-
erally exploit some of the key differences in near-surface
properties of first-year ice (FYI) and MYI to determine ice
types in a particular pixel (e.g. Kwok, 2004; Aaboe et al.,
2019) or use ice concentration in conjunction with ice motion
to track pixels of ice and age them at the end of summer (e.g.
Rigor and Wallace, 2004; Korosov et al., 2018). To date, such
studies have provided a large amount of valuable information
on the MYI extent or area in the Arctic, such as the dramatic
losses of over 50 % of MYI from 1999 to 2017 (Kwok, 2018)
and depletion of older ice types (Maslanik et al., 2011).

Satellite observations of ice types and age still have sev-
eral inherent or hard-to-overcome limitations. Ice type clas-
sification is more difficult in summer due to surface melt (e.g.
Kwok, 2004; Aaboe et al., 2019), and therefore some prod-
ucts limit availability to just the winter months. At the same
time, methods that use ice motion must make assumptions
about when and how to age pixels and must rely on ice drift
products, which are improving but have historically been sig-
nificantly less reliable in summer (see Maslanik et al., 1998;
Lavergne et al., 2010; Sumata et al., 2014). Besides these
shortcomings, information about the role of different pro-
cesses involved in the evolution of MYI is generally difficult
to obtain from satellites. This is particularly true for melt and
replenishment (conversion of FYI to MYI), as well as ridg-
ing. Melt and replenishment occur at a time of year when
satellite information is least reliable (e.g. Kwok and Cun-
ningham, 2010), while distinguishing the area changes due to
ridging relies on accurate ice drift (von Albedyll et al., 2021)
and therefore assessing its contribution in summer is chal-
lenging. Finally, ice thickness information with good spatial
and temporal coverage has only been available from satellite
altimetry since the early 2000s (e.g. Zygmuntowska et al.,
2014), with year-round information only being available very
recently (Landy et al., 2022). Information about the evolution
of MYI volume is, therefore, difficult to ascertain from ob-
servations.

In this study, we assess the budget of MYI and its in-
terannual evolution. While previous modelling approaches
have tended to focus on ice age as a tracer (e.g. Hunke
and Bitz, 2009; Hunke, 2014; Vancoppenolle et al., 2009b),

here we implement tracers of MYI concentration and vol-
ume in a coupled setup of the neXt generation Sea Ice
Model (neXtSIM; Rampal et al., 2016) in its latest version
(Ólason et al., 2022) with the ocean component (OPA) of
the NEMO (Nucleus for European Modelling of the Ocean)
model (Madec, 2008). We exploit the Lagrangian framework
in neXtSIM to introduce a new method to track the evolution
of MYI. In our implementation we track MYI concentration,
having an end-of-summer MYI source term based on the lo-
cal autumn freeze onset as opposed to an arbitrary date, in
a manner more directly comparable to the surface signature
of MYI from satellites. Combining this with the tracking of
MYI volume, we can then explore how changes at the surface
manifest in thickness.

The paper is structured as follows. Section 2 outlines the
model setup and introduces definitions and details of the
MYI tracers implemented in the model. Section 3 provides
a thorough evaluation of the modelled MYI extent against
a MYI type dataset derived from satellite observations. Sec-
tion 4 then provides an analysis of the MYI volume and a
partitioning of the processes contributing to its interannual
variability, and it additionally focuses on two extreme years
and how these contribute to the interannual decline. Section 5
discusses anomalous conditions in the context of the avail-
able literature and how the definition of MYI volume can
affect its evolution. Section 6 summarises and concludes.

2 Methods

2.1 Model setup

We use an ice–ocean coupled simulation to study the MYI
in the Arctic. The ocean component is that of the Nucleus
for European Modelling of the Ocean (NEMO) model, ver-
sion 3.6. We use the CREG configuration (Dupont et al.,
2015), a seamless regional extraction of the configuration de-
veloped by the DRAKKAR consortium and Mercator Ocean
(Barnier et al., 2006), containing the full Arctic Ocean and
extending down to 27◦ N in the Atlantic. We modify the orig-
inal configuration to use neXtSIM (Rampal et al., 2016) in
place of the NEMO sea ice model, LIM3; neXtSIM differs
from LIM3 and most of the traditional sea ice models in
that it uses the brittle Bingham–Maxwell rheology (Ólason
et al., 2022) to represent sea ice mechanics. It also differs in
that it uses a pure Lagrangian advection framework, mean-
ing that the mesh on which the model runs is being distorted
and adapted throughout the simulation according to the com-
puted ice motion. The Lagrangian framework is particularly
well suited for implementing the advection of multiple sea
ice tracers.

The setup is run at 0.25◦ horizontal resolution (Talandier
and Lique, 2021), resulting in a grid spacing in the Arctic
of around 12 km, with 75 vertical levels in the ocean. The
model uses monthly climatological boundary conditions at
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the Bering Strait and the southern boundary from a longer
ORCA025 simulation performed by the DRAKKAR consor-
tium, and initial conditions are taken from the World Ocean
Atlas 2009. The model is forced by the hourly ERA5 re-
analysis (Hersbach et al., 2020), with an updated version of
river and ice sheet runoff from Dai and Trenberth (2002)
which includes the increasing contribution from Greenland
(Gillard et al., 2016). The model variables are output every
6 h, and the simulation covers the period from 1995–2018.
We present results from 2000 onwards to allow for spinup
of the sea ice. More details of the coupled neXtSIM–OPA
model setup and an evaluation of the sea ice properties can
be found in Boutin et al. (2023). In brief, sea ice extent, vol-
ume, and drift are found to agree generally well with observa-
tions, especially for the drift. Sea ice volume export through
Fram Strait – particularly its variability – is also consistent
with observed estimates but may be underestimated prior
to 2008 (the observations show large uncertainties). Boutin
et al. (2023) also compared their dynamic and thermody-
namic components of the winter mass balance against esti-
mates by Ricker et al. (2021) for the period 2003–2018. The
model shows a reasonable match for the thermodynamics and
is able to capture the variability in the dynamic changes in sea
ice volume.

2.2 Model definition of MYI

MYI is ice that has survived at least one summer, while FYI
is ice that has formed since the last summer melt season (e.g.
Rees, 1993). Classification of these sea ice types from satel-
lite observations is generally undertaken by exploiting the
differences in surface and near-surface properties of the sea
ice cover that occur as ice ages. When ice forms, it is gener-
ally smooth and relatively saline. When it undergoes signif-
icant melting, it loses brine, leaving behind pockets of air in
the ice cover and becoming less salty, which affects its emis-
sivity (Vant et al., 1978). Changes to surface roughness, for
example through ridging and snowfall, and developments of
inhomogeneities in the increasingly low-salinity ice also al-
ter its backscatter (Kwok et al., 1992, 1999). Thus, changes
to the physical properties of the ice result in key differences
between newly formed FYI and older MYI that are seen as
distinct signatures in both passive and active satellite sensors,
allowing the two ice types to be identified and analysed. By
the end of summer, by definition the FYI that is left after
undergoing these physical changes becomes MYI. In order
to reflect this transition from FYI to MYI in the model, we
tag ice concentration and volume left at the end of summer
as MYI concentration and MYI volume, respectively. Thus,
in the model, newly formed ice is classified as FYI until it
undergoes the melt season, after which it is “upgraded” to
MYI.

A question that arises is how to identify the “end of sum-
mer”. Studies of ice age that track ice parcels from satel-
lites and age them at the end of summer often use the min-

imum ice extent, or simply the month of September to de-
termine this date (e.g. Rigor and Wallace, 2004). Tracking
the summer minimum extent is difficult to do in real time in
the model. However, as Zwally and Gloersen (2008) state,
choosing the summer minimum extent or area as the date
at which to upgrade MYI ignores regional variability in the
end of the melt season and can therefore erroneously include
some regions that have already begun to refreeze, leading to
an overestimation of the MYI. It also does not account for
any interannual variability in the freeze onset. To determine
the end of summer from a physical perspective in the model
at a regional scale, we use the “thermodynamic ice growth
tendency” condition to identify freeze onset that was exam-
ined by Smith and Jahn (2019). This condition states that the
onset of freezing following the summer melt has occurred in
a grid cell element if n number of consecutive days of net
ice growth have occurred since the summer melt began. As
in Smith and Jahn (2019), we use n= 3, noting that tests of
n= 5 and n= 10 yielded qualitatively similar results. In the
model, we begin the check on summer melt onset for each
grid cell on 1 August onwards each year, which ensures we
do not capture intermittent spring freezing but do not miss
the start of the autumn refreezing. Basing the upgrade of FYI
to MYI on a physical condition means that it is sensitive to
interannual and spatial variability in the freeze conditions,
which is therefore more in line with the physical processes
that result in different signatures detected from satellites.

Figure 1 demonstrates the spatial variability in the freeze
onset day in the model. The 2000–2018 average freeze onset
day varies spatially (Fig. 1a), with the central Arctic north
of the Canadian Arctic Archipelago and Greenland starting
to refreeze before day 250 (the 7 September), and the bulk
of the ice cover starting to refreeze by mid-October. There
is also a notable interannual variability in the freeze onset
day at each location; north of Greenland, for example, the
earliest date of the onset out of all simulation years occurs
in early August (white-blue region in Fig. 1b), with much
of the ice pack experiencing at least 1 year where refreezing
begins before the end of August (before day 240, in the light
blue region). By contrast, the spatial distribution of the latest
onset of refreezing is much more varied (Fig. 1c), with the
ice pack in the central Arctic refreezing as late as day 270
(the 27 September) and the regions of thinner ice and shelf
seas refreezing as late as November or December. In general,
the refreezing of locations of thicker ice varies by up to 30 d
during the simulation, while regions of thinner ice can vary
by over 2 months. This highlights the importance of using
a spatially and temporally varying upgrade to MYI to avoid
capturing newly formed FYI.

2.3 Source and sinks of MYI

In the model we trace MYI volume and concentration as the
fraction of total volume and concentration in each element of
the mesh. The FYI volume and concentration are calculated
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Figure 1. Maps showing model results for (a) the average freeze onset day over 2000–2018, (b) the earliest freeze onset day occurring during
2000–2018, and (c) the latest freeze onset day occurring during 2000–2018. The freeze onset day is defined as the first date after 1 August
when 3 consecutive days of freezing have occurred and thus when MYI is assigned for a given year in a given element of the model’s mesh.

as the difference between the total volume and concentration
and the MYI terms. MYI and FYI volume and concentration
are affected by freezing and melting, by replenishment (the
upgrade of FYI to MYI), by ridging, and at the basin scale
by export. These processes are treated as follows.

– Freezing contributes to an increase in FYI volume and
concentration only.

– Melting acts as a sink term for both FYI and MYI con-
centration and volume. In the model, melt is calculated
for the total concentration and volume, and we assume
that MYI and FYI melt at the same rate. By doing so,
we implicitly assume that the FYI has grown to the
same thickness as the MYI by the end of the growth
season and that it remains the case during the melt-
ing season. This is likely an upper bound for the melt
rate of MYI for three main reasons. First, MYI being
generally thicker than FYI, the areal melt rate of FYI
should be larger (as neXtSIM assumes this melt rate
decreases with sea ice thickness; Rampal et al., 2016).
Second, MYI generally has a thicker snow cover than
FYI, which should delay the melt. Third, in this study,
we consider that ice growth due to basal freezing un-
der MYI is not a source term of MYI and is therefore a
source of FYI (see our discussion Sect. 5.3). When the
melt season starts, the MYI as we define it should only
melt after all this FYI at the bottom has disappeared,
which we do not factor in with our assumption on the
MYI melt.

– Replenishment of MYI occurs when the ice in a mesh
element has undergone 3 consecutive days of mean
growth, following the height of the melt season (set as
1 August). Upon replenishment, the MYI concentration

and volume tracers are set equal to the total ice concen-
tration and volume at the beginning of the freeze onset
(i.e. 3 d earlier).

– Convergence, through ridging, of ice acts as a sink term
for area only, not affecting volume. In the model, we
assume that MYI ridges only after all FYI is ridged. In
practice, convergence causes the triangular elements of
the mesh to become smaller. If the element is fully ice-
covered, then ridging occurs. When this happens, the
model simply assumes that FYI area is reduced (if there
is any) and the area of MYI is conserved, as long as this
area remains smaller than the area of the triangle. If this
is not the case, MYI ridges and its area is reduced. This
choice is based on our expectation that MYI is generally
both thicker and stronger than FYI, and so nearly all, if
not all, ridging should take place within the FYI area,
as long as this exists. This hypothesis is a source of un-
certainty as it may underestimate MYI ridging in areas
where MYI and FYI have fairly similar thicknesses (like
the marginal ice zone or in the Transpolar Drift). It may
also be less representative in recent years, as the ob-
served MYI thinning is faster than the one of FYI (e.g.
Kwok, 2018).

– MYI export is computed as integrated area and volume
of the MYI fraction in the elements leaving a given re-
gion, which we compute for the full Arctic and selected
sub-regions (Sect. 4).

2.4 Observations of ice type

We use version 1 of the sea ice type Climate Data Record
from the Copernicus Climate Change Service Climate Data
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Figure 2. (a) Time series of MYI extent in the Arctic region (blue area in c). Black lines show the extent based on the Ocean and Sea Ice
Satellite Application Facility (OSI-SAF) ice type data. Colours show the modelled MYI extent from applying different ice concentration
thresholds, ranging from a concentration of 0.30 to 0.70 at 0.01 intervals, as indicated on the x axis of (b). The daily observed and modelled
MYI extents are compared from November to March, and the resulting root mean squared error between the modelled extent for each
threshold and the observed extent is shown in (b); its minimum is at 0.40. (c) The Arctic region (blue) used for evaluation in Sect. 3.

Store (2020), hereafter CDR, for comparison with the model,
both to gain initial verification of our choice of how to define
and evolve MYI and then for an extensive analysis of simu-
lated MYI extent (Sect. 3). The daily dataset spans October to
April from 1979–present, allowing for a comparison from au-
tumn to spring over the time period that we run the model for.
The dataset primarily uses brightness temperatures from pas-
sive microwave radiometers to classify ice types on a 25 km
grid covering the Northern Hemisphere. It uses a Bayesian
approach to obtain the probability of the signature being a
given surface type (MYI, FYI, or open water); any pixel that
has more than 30 % ice concentration and 75 % probability
of being MYI is classified as MYI. Any grid cell that has less
than 75 % probability of being either MYI or FYI is classi-
fied as ambiguous. The total extent of MYI in the Arctic from
the CDR data is shown as the black line in Fig. 2a. Further
details of the satellite data and classification method are pro-
vided in Aaboe et al. (2019). The Arctic domain we use in
our evaluation (Fig. 2c) is the region bounded by the Pacific,
Canadian Arctic Archipelago, Fram Strait, and Barents Sea
gateways, similar to the region used in Kwok (2018).

The modelled MYI concentration is converted to a bi-
nary type classification for comparison with the CDR dataset

using a threshold T : elements with MYI concentration ex-
ceeding T are considered as MYI. The extent of modelled
MYI (area of the elements detected as MYI) is sensitive to
the value of T . Figure 2a shows the evolution of MYI ex-
tent within the Arctic (Fig. 2c) computed with values of T

ranging from 0.30 (blue) to 0.70 (red). The optimal value
of T = 0.40 was found by minimisation of the root mean
square difference (RMSD) between the MYI extent from
CDR and from the model (Fig. 2b). RMSD was computed
from November to March due to large uncertainties in other
periods; this affected the magnitude of the RMSD but not
the value of T . To have an idea of the uncertainty of the
CDR dataset, we use the “uncertainty” variable provided in
the dataset and assign the lower bound of CDR MYI as only
those grid cells with an uncertainty < 2 %. We assign the up-
per bound of CDR MYI as all MYI cells plus ambiguous
cells.

2.5 Observations of ice age

For additional evaluation of our model, we use the dataset
of Arctic ice age from the National Snow and Ice Data Cen-
ter (NSIDC) (Tschudi et al., 2019), hereafter NSIDC_age.
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The dataset is constructed by creating a 12.5× 12.5 km
grid of ice parcels for each age category, which are then
advected and tracked as Lagrangian parcels according to
weekly sea ice motion vectors estimated from satellite ob-
servations (Maslanik et al., 2011; Tschudi et al., 2020) and
then interpolated back onto the original grid. If two parcels
of different ages are advected into the same grid cell, the old-
est age is taken for that grid cell, under the assumption that
younger ice is easier to deform than older ice. At the summer
minimum ice extent, if parcels remain, they are put into the
next age category. More information can be found in Tschudi
et al. (2016, 2019, 2020). The approach taken to produce
this dataset is rather different to that of the CDR ice type:
it is based on the age of ice rather than type, which makes
a direct comparison of the two datasets difficult. Further, by
choosing the oldest ice in the case formulated above, it may
overestimate the age of the ice by prioritising small concen-
trations of old ice (Korosov et al., 2018). Despite differences
between these methods, the dataset can still provide some in-
formation on how well the model is advecting the ice, partic-
ularly at lower MYI concentrations which the CDR data do
not provide. Additionally, it provides weekly data during the
summer season when satellites that differentiate between ice
types based on surface properties fail. To compare with ice
types from our model, we assign ice types to the NSIDC_age
product as FYI (ice age less than 1 year) and MYI (ice age
greater than 1 year). A similar approach was used for a com-
parison of this dataset with MYI in Community Earth System
Model (CESM) previously (Jahn et al., 2012). We show the
total extent of these age-based types in Fig. 3a.

3 Evaluation of modelled MYI

Our main evaluation of the modelled MYI concentration is
against the CDR data. We use the NSIDC_age data when
no CDR data are available and to provide an indication of
how the results of different observational products may vary.
We first consider the evolution of total MYI extent, compar-
ing the model results against the two datasets in Fig. 3a. The
CDR data exhibit a substantial amount of noise in the daily
values, but this is generally within the uncertainty estimate
of the product. We also note that the MYI extent in the CDR
data increases sharply during the autumn in some years and
may continue increasing throughout winter in others. While
such an increase in MYI extent can occur mid-winter due
to diverging ice drift, neither the NSIDC_age data nor the
model show such an extensive increase. Note that in this
study we use version 1 of the dataset, which is now dep-
recated and fully replaced by an upgraded version. The re-
cently released version 3 of the dataset has major improve-
ments relative to version 1, including both gap filling (bring-
ing it to a level 4 product) and correction schemes based
on temperature and ice drift information to correct for mis-

classifications and to improve the early autumn classification
(Signe Aaboe, personal communication, 2023).

In general, the correspondence between the three datasets
is reasonable. There are no obvious biases between them, be-
yond the fact that MYI extent derived from the NSIDC_age
data is generally high compared to the others, which is to
be expected given the assumptions used to create the prod-
uct (e.g. Korosov et al., 2018). There are also a few years
(for example, 2017) when we find persistent substantial dif-
ferences in the MYI extent comparing the two data products
and model.

The rate of decline in MYI extent through winter simu-
lated by the model generally agrees well with that of the
CDR data, NSIDC_age data, or both. We also note that when
the modelled MYI extent lies within uncertainty of the CDR
data early in the winter, it generally remains within this un-
certainty until the melt onset. This means that the model
is likely to be representing winter processes affecting MYI
well. There are a few exceptions to this (for example, 2012)
where a steeper decline in the observations indicates that the
model is not losing enough ice during the winter season. This
shows either that the assumption we make of FYI always
ridging before MYI may not hold for conditions in certain
years or that the model underestimates the overall amount of
ridging or export in those years.

In the summer, the CDR data are not available, but MYI
extent can be estimated from the weekly ice age data. From
2000 to 2007, the model often overestimates the summer loss
of MYI. This may originate from our melting assumption,
which holds better for situations where MYI and FYI thick-
nesses are more comparable. After 2007, the model generally
matches the observed minima in all years until the summer of
2016, this year being not very well represented in the model
in general (Boutin et al., 2023).

In order to evaluate the interannual variability and trend,
we consider average January values, shown in Fig. 3b. Using
the January average eliminates the daily variability preva-
lent in the CDR data. Using the February and March aver-
age values give qualitatively similar results. Figure 3b shows
a clear decline in MYI extent in the model, CDR data, and
NSIDC_age data. The modelled, CDR, and NSIDC_age ex-
tents have significant (p < 0.01) negative trends of (−940±
200)×103, (−740±180)×103, and (−1060±160)×103 km2

per decade, respectively. The model, therefore, is consistent
with the observed trends despite the relatively short time se-
ries under consideration.

Contrary to the long-term trend, the model struggles to
capture the variability in the data. The model and satellite-
based data have a correlation of 0.65 and 0.69 for CDR and
NSIDC_age, respectively (with p < 0.01), but these values
drop to 0.24 and 0.12 and are not significant when the data
are detrended. This behaviour can primarily be traced to ei-
ther insufficient replenishment in the model, leading to too
little MYI extent for the remainder of winter, or a too slow
decrease in MYI in winter, leading to an overestimate of the
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Figure 3. Time series of MYI extent in the Arctic region (Fig. 2c), with the full time series in (a) and a time series of the January mean value
in each year, along with the associated linear trend, in (b). Black lines show the extent based on the CDR data (Copernicus Climate Change
Service Climate Data Store, 2020), with grey error bars indicating the range of uncertainty: lower bound includes only those MYI cells with
an uncertainty < 0.02, while the upper bound includes all MYI cells plus ambiguous cells. The red line shows the modelled extent when
using the optimal threshold of 0.40 concentration (Fig. 2b) to assign a grid cell as MYI, with the orange band showing the range of extent
between a threshold of ±5 %. Blue dots show the weekly MYI computed from the age data from NSIDC (Tschudi et al., 2019).

MYI extent. These shortcomings generally do not affect the
MYI extent and evolution after the summer melt (with the
exception of 2016), showing that poor model performance
during one winter has limited or no knock-on effect on the
MYI extent in the following years. We note that the two ob-
servational datasets do not have the exact same variability,
suggesting some uncertainty in the observed sub-annual be-
haviour.

To demonstrate the evolution of the MYI over time, we
show maps of MYI concentration distributions for mid-
October, January, and April (Fig. 4). The years chosen aim
to represent different model behaviour compared to the ob-
servations by showing an underestimate by the model (2008–
2009, panels a–c), an overestimate by the model (2011–2012,
panels d–f), and a good agreement between model and obser-
vations (2015–2016, panels g–i).

In the 2008–2009 case (Fig. 4a–c), the model captures well
the MYI extent extending north from the Canadian Arctic
and Greenland in October, as well as how this MYI shifts
southwards and into the Beaufort Sea as the winter evolves.
In the Beaufort Sea, an excessively large “tail” of ice extends

westward from the bulk of the MYI pack during the winter.
Similar features can be seen in other years (e.g. 2011–2012),
and here the small features in the observed CDR MYI to-
wards the Chukchi Sea hint at some MYI existing in this re-
gion. The underestimation of modelled MYI extent mostly
originates in the Eurasian Basin, where there is an insuffi-
cient amount of MYI in the basin from early on in the win-
ter. This points to an insufficient replenishment of MYI in
autumn, which the model cannot correct until the following
year.

In the 2011–2012 case (Fig. 4d–f), the model captures the
general spatial distribution of MYI in autumn but with too
much ice in the Beaufort and Chukchi seas. This excess is
then maintained throughout winter, as the ice drifts towards
the Canadian coast and into the Beaufort Sea. The overesti-
mate in extent in the Beaufort Sea in October has an ampli-
fied effect on the extent in April. The reasons for the persis-
tent positive bias in the distribution for this particular winter
are explored further in Sect. 5.2.

In 2015–2016 (Fig. 4g–i), small differences between the
observations and the model in the Beaufort Sea and west-
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Figure 4. Maps of the modelled MYI concentration (shaded), with the modelled extent (concentration of 0.40) shown in orange and the
CDR extent shown in red. Columns indicate different stages, specifically 15 October, 15 January, and 15 April. Rows indicate winters of
2008–2009, 2011–2012, and 2015–2016, respectively. Grey shaded region north of 88◦ N shows where CDR data are missing.

ern Eurasian Basin somewhat compensate each other. More
importantly though, the MYI pack displacement towards
the coast of the Canadian Arctic Archipelago and Green-
land during the winter is well-represented, which serves
to preserve the already good initial conditions. Given that
the MYI can only undergo dynamical processes and melt
once it has been replenished, and melt is negligible from
October to April, this analysis suggests that wintertime
ice transport/drift within the Arctic Basin is well-captured
(which is in line with the drift and winter mass balance eval-
uation of the model made by Boutin et al., 2023). Discrepan-
cies in spatial distribution, therefore, likely originate primar-

ily from the uncertainty associated with the replenishment
of MYI, with uncertainties in ridging probably being of sec-
ondary importance.

The ability of the model to capture the spatial distribution
of MYI over the whole simulated time period is summarised
in Fig. 5. There we compute the sums of grid cells where
there is (a) MYI in both model and observations, (b) no MYI
in either model or observations, (c) an underestimate of MYI
in the model so that there is MYI in the observations but
not the model, and (d) an overestimate of MYI so that there
is MYI in the model but not observations. We then convert
these to a percent of the Arctic domain (Fig. 2c). This is
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Figure 5. Agreement of the model results with the CDR MYI over 2000–2018. Colours show the percent of the Arctic region (Fig. 2c) on
which the modelled extent and CDR data agree that cells are either MYI (green) or not (blue), the percent where the model finds MYI but
the CDR does not (yellow), and the percent where the CDR data have MYI but the model does not (pink). The dotted black horizontal line
separates regions of agreement (below) and disagreement (above). Purple vertical lines indicate the relative percentages on the dates of the
maps in Fig. 4.

a similar method to that discussed in Aaboe et al. (2019)
for their validation of MYI type against ice charts, but here
we additionally separate the matching cells into where both
(“match MYI”) and neither (“match no MYI”) find MYI.
Figure 5 shows that, on average over the time series, the
model captures about 80 % of the observations in the domain,
with a standard deviation of around 5 %. The low standard
deviation suggests that the portion of the domain that is cor-
rectly represented is quite consistent, meaning that the years
shown in Fig. 4a–c are broadly representative of the model
behaviour over the time period.

To further investigate the quality of the results, we look at
the spatial agreement in individual sub-regions of the Arctic
(Fig. 8). We define these regions in a way similar to Boutin
et al. (2023) and Ricker et al. (2021). We use four of the outer
regions of Boutin et al. (2023) and Ricker et al. (2021), cor-
responding to the Chukchi, Beaufort, and East Siberian and
Laptev seas (the latter two of which are combined as they
contain very little MYI). We sub-divide the Central Arctic
region of Ricker et al. (2021) into three: the “Central CAA”,
corresponding to the portion north of the Canadian Arctic
Archipelago, the “Central Eurasian”, covering the Eurasian
Basin portion of the Central Arctic, and the “Central West”,
covering the western portion. We find that regions of mainly
MYI-free or full MYI cover do very well (95± 3 % for the
East Siberian and Laptev seas, 94±8 % for the Central Cana-
dian Arctic Archipelago region), while the other regions with
more mixed ice cover still perform reasonably (77± 13 %
for the Chukchi region, 70± 11 % for the Beaufort region,
67± 9 % for the Central East region, and 76± 17 % for the
Central West region). There are two periods that fall below
a 70 % match on the pan-Arctic scale: the winter of 2001 to
spring of 2003 and winter of 2016 to autumn of 2018, which
correspond to periods of large uncertainties in the observa-
tions (autumn 2001) or too much ice loss in the summer and
therefore too little going into the autumn. The performance

of the Central East and Central West sub-regions are most
affected by these years.

4 Processes affecting MYI evolution

4.1 General overview of MYI budget

In this section we investigate different processes contribut-
ing to the evolution of the MYI area and volume in the Arc-
tic. To this aim, we use the same domain as Boutin et al.
(2023), which we sub-divide into regions as described in the
last paragraph of Sect. 3.

MYI area evolution in the whole Arctic domain is very
similar to the one in the domain used to compare extent
with observations in Sect. 3 (Fig. 6a). MYI area declines
over 2000–2018, with a total net loss of ' 1000× 103 km2,
which represents over one-third of the total Arctic MYI
area in 2000. MYI volume also declines. The losses exceed
' 4000 km3, representing over half of the Arctic MYI vol-
ume in 2000.

We now discuss in more detail the contribution of the three
sink terms (melt, ridging, and export) and one source term
(replenishment) to the MYI evolution over 2000–2018. A
region-by-region budget of MYI area and MYI volume, to
complement Fig. 6, can be found in the Appendix (Figs. A1
and A2). Melting dominates the sink terms (Fig. 6), account-
ing on average for 49 % of the annual area loss and 75 % of
the volume loss. Considering the spatial distribution of melt-
ing (Figs. 7d and 8), we find that the Beaufort region accounts
for over 26 % of the total MYI area melt on average despite
only covering 14 % of the geographic area of the overall Arc-
tic region. The Central CAA region accounts for nearly 20 %
of the area melt, and the Chukchi and Central West regions
contribute about 15 % each. This key role of the Beaufort Sea
for MYI area melt is consistent with observations (Kwok and
Cunningham, 2010; Babb et al., 2022). Unlike the MYI area
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melt, we find that most of the MYI volume melt takes place
in the Central CAA region (26 %), where most of the volume
of MYI is found, while MYI volume melt in the Beaufort
region remains large (23 %).

Ridging accounts for 24 % of MYI area loss on average
in the domain, with most of the ridging taking place in the
Central Arctic (see Figs. 7g and 8). The amount of ridging
decreases step-wise (Fig. 6), with significantly more ridg-
ing as a proportion of the total MYI loss terms before 2008
(' 30 %) than in 2008 and later (' 18 %). Ridging is a sink
of MYI area but not MYI volume, which means that prior to
2008, around 30 % of the total losses in MYI area did not re-
late to a corresponding loss of MYI volume. In more recent
years, ridging accounts for less of the MYI area loss, mean-
ing that more of the losses affecting MYI area can be linked
to losses in MYI volume.

Export out of the Arctic domain (of which over 93 % is
attributable to Fram Strait) accounts for 25 % of the vol-
ume loss on average and contributes about 20 % of the an-
nual area loss before 2007 and about 32 % of it after 2007.
This change in MYI area export is because, while the abso-
lute MYI area loss due to export remains relatively constant
(as for ice export in general; Boutin et al., 2023), the total
MYI area decreases, leading to an increased contribution to
total MYI area loss in recent years. Within the Arctic domain,
some regions experience notable net loss of MYI due to ex-
port (such as the Siberian and Laptev seas and the Central
West region), while the Beaufort region experiences a large
net gain (Figs. 8, A1, and A2), the latter providing the source
to the large melt that occurs there (Moore et al., 2022).

The sinks of MYI are balanced by replenishment, which
is the only source term. In over half of the years, the replen-
ishment does not fully compensate for MYI area and volume
loss; replenishment over 2000–2018 amounts to 93 % of the
total MYI volume losses and 97 % of the MYI area losses,
resulting in the net losses over the time period.

Looking at the spatial distribution of replenishment
(Fig. 8), we find that the largest contributor of where FYI
is converted to MYI in terms of area is the Central Eurasian
region (31 %), with the other central regions (West and CAA)
also contributing more than the others. However, if we look
at the volume, the Central Eurasian region is less important
(24 %), with Central CAA being the most important (29 %),
as the FYI surviving the summer to be converted to MYI is
thinner in the Central Eurasian region than that of the Central
CAA region.

4.2 Drivers of MYI decline

There is a negative MYI trend for both area and volume.
However, there is no trend in any of the source or sink terms
that can explain the losses of MYI area and volume; indeed,
apart from a reduction in volume replenishment, the other
significant trends (ridging and volume melt) show a decrease
in contribution over time rather than increase. This is because

the actual amount of MYI available to the sink terms also re-
duces over time. The volume replenishment reduction trend
is also not large enough to account for the loss of MYI vol-
ume. To account for the decline in MYI area and volume,
we recompute trends for the losses/gains as a proportion of
the respective MYI area or volume on 1 January each year.
We then find there is no trend in any process. The mean
net contributions of the processes and their standard devia-
tions are shown as red diamonds and bars in the left-hand
entries of each subplot in Fig. 8. If we consider the 2000–
2018 mean area or volume change in each region, we see
that, while on average the change is only slightly negative,
the standard deviation is large. Therefore we can expect the
long-term changes we see to be driven by anomalous years.

To identify any anomalous years in the time series of MYI
volume and area, we compute the average net loss in both
the full Arctic domain and the six smaller regions for MYI
area and volume, as well as the average of each contributing
process. We then see if any year falls outside of 1 standard
deviation of this average. We do this for the raw values and
also for the loss/gains as a proportion of the respective MYI
area or volume on 1 January each year. On a pan-Arctic scale,
the MYI areal loss between 1 January on consecutive years
reveals two anomalous years: 2007 and 2012. These losses
are evident in Fig. 6a and b (note the “net” losses in red). To
put these 2 years in the context of the overall net losses over
the time period, we find that, if we remove the total con-
tributions of these years to the budget, the remaining years
actually result in a net gain of MYI area. It is notable that
these two modelled extreme years coincide with years that
set new record-low total Arctic sea ice extents (e.g. Parkin-
son and Comiso, 2013). For MYI volume, 2 years experience
extreme loss, namely 2012 and 2016. Removing these years
results in a net gain of MYI volume. Therefore, the negative
MYI area and volume trends are associated with an episodic
imbalance between the different loss terms and replenish-
ment rather than a constant net loss. To better understand the
drivers of MYI loss, we therefore focus on 2007 and 2012,
excluding 2016 since the agreement of MYI extent between
model and observations is less good in that year.

4.2.1 2007

In 2007 (middle bars of Fig. 8), we see that ridging is sig-
nificantly larger than the average (left-hand bars of Fig. 8)
in the Central West and Central CAA regions – in Central
CAA, it is over 2.5 times larger than the average (Fig. 7h
and regions E and C of Fig. 8), with small increases in ridg-
ing in the neighbouring Central West and Central Eurasian
regions as well. Around 44 % the MYI area loss in 2007 is
due to ridging (Fig. 6b), and almost half (47 %) of the ridg-
ing occurs in the Central CAA region (region C of Fig. 8).
This results in a small increase in MYI area in the Central
CAA but a 50 % increase in MYI volume over the course of
2007. There is a net MYI area loss at the pan-Arctic scale
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Figure 6. (a) Time series of MYI area in the Arctic region (e). (b) Yearly total contributions to the MYI area, as follows: (purple) loss due
to export from the Arctic region (predominantly through Fram Strait), (orange) loss due to melt, (light blue) loss due to ridging, and (green)
gain due to ice that has survived the summer in addition to the MYI already present. The net contribution for each year is shown in red.
Panels (c) and (d) show the same fields but for the MYI volume; note that there is no ridging contribution to the volume budgets as it is a
conservative process for this quantity. (e) The Arctic region (yellow outline) used for the budgets in (a)–(d), along with sub-regions (red)
used in further analysis: A: Chukchi; B: Beaufort; C: Central Canadian Arctic Archipelago; D: East Siberian and Laptev; E: Central West;
and F: Central Eurasian. The sub-regions can also be found in Fig. 8. The section used for Fram Strait export is shown in dark green.

but net MYI volume increase (Fig. 6a and c), highlighting
how the area and volume can become decoupled on both a
regional and pan-Arctic scale. Ridging in the Central CAA
is also accompanied by high net areal import into the region
(over 8 times the average, which is usually small), also seen
to a lesser extent in the volume import (region C of Fig. 8).

Even though most of the ridging and flux anomaly is found
in the Central CAA region, we also note that all but the
Beaufort region experience anomalous export (Fig. 8). The
Central Eurasian region has almost twice the average export
(72 % more than average), despite the Fram Strait, which is
usually the main export from both this region and the Arc-

tic Basin, not being notably larger in that year (Fig. 6). As
a result of these dynamical changes, replenishment is higher
than average (Fig. 8), particularly in the Central West region
(Fig. 7).

4.2.2 2012

In 2012, we see a very different pattern from 2007, with very
little ridging, reduced replenishment, and greatly enhanced
melt (Figs. 7c, f, and i and 8, right-hand bars) compared
to the average (Figs. 7a, d, and g and 8, left-hand bars).
The enhanced melt is most noticeable in the Chukchi and
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Figure 7. Maps showing the 2000–2018 average of the yearly contribution of replenishment (a–c), melt (d–f), and ridging (g–i) to the
concentration of MYI (a, d, g). Second and third columns show the total contributions to the years 2007 and 2012, respectively.

East Siberian and Laptev seas (regions A and D of Fig. 8),
but all the regions in Fig. 8, except the Beaufort and Cen-
tral Eurasian regions, experience higher than average melt in
2012. The Chukchi and Siberian and Laptev seas experience
over 65 % more areal melt than on average (and 64 % more
volume melt in the Chukchi region), while the more central
ones (Central CAA and Central West) are more moderate at
27 % and 22 % more than average, respectively (and 15 %
and 17 % for volume melt).

Turning to the replenishment, we see that all regions ex-
perience less replenishment than average due to higher than
average FYI melt. There are large reductions in replenish-
ment in the Chukchi (45 % less area, 73 % less volume than
average), Siberian and Laptev (81 % less area, 86 % less vol-
ume than average), Central Eurasian (63 % less area, 47 %
less volume than average), and Central West (57 % less area,
37 % less volume than average) regions. The Central CAA
region experiences 57 % less areal replenishment than aver-

age but a small gain in volume. As a result, replenishment
compensates 42 % (53 %) of pan-Arctic area (volume) losses
in 2012 compared to 97 % (93 %) over 2000–2018. This re-
duction in FYI available for replenishing is consistent with
the reduced survival rates of FYI in marginal seas feeding
the Transpolar Drift in recent years found by Krumpen et al.
(2019).

5 Discussion

5.1 Anomalous years

Given that the extreme years of 2007 and 2012 are not only
years of extremely low MYI extent but also years of ex-
treme September sea ice extent minima (Stroeve et al., 2008;
Comiso et al., 2008; Parkinson and Comiso, 2013), they are
of interest for both the evolution of MYI and the evolution
of Arctic sea ice in general. Our model results and analysis
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Figure 8. MYI area and volume budgets for individual regions: the Chukchi Sea (A; top left), Beaufort Sea (B; middle left), Central Canadian
Arctic Archipelago (C; bottom left), East Siberian and Laptev seas (D; top right), Central West (E; middle right), and the Central Eurasian
(F; bottom right). Bars are shown for the 2000–2018 average (left bar) and the contributions of each process in 2007 (middle bar) and 2012
(right bar). Net contributions are shown by red diamonds, with error bars on the average indicating 1 standard deviation of the yearly net
values from the average. The mean, 2007, and 2012 seasonal cycles of MYI area and volume in each region are shown in blue.

can therefore bring new insights into to some of the exten-
sive research already conducted to analyse the extreme sea
ice extent minima observed in 2007 and 2012.

One of the main causes of the 2007 sea ice minimum was
the compaction of the ice cover towards the Greenland and
Canadian coasts due to persistent anomalous winds and a thin
ice cover (Zhang et al., 2008; Lindsay et al., 2009; Kauker
et al., 2009). The modelling study of Kauker et al. (2009)
points to May and June winds being particularly important
in this respect. At the same time, Kwok and Cunningham
(2012) show that the ice cover continued to converge towards
Greenland and Canada for 2.5 months after the minimum.
Thus the extreme sea ice extent minimum in 2007 was caused
by both the continued thinning of the ice and an unusual at-
mospheric state.

Our MYI results for 2007 fit well with the established liter-
ature on the 2007 sea ice extent minimum. The model shows
that the loss of MYI area in 2007 was indeed largely due to
ridging and compaction of the ice cover, with 830×103 km2

or 44 % of the MYI area loss due to ridging. This is by far
the largest area lost due to ridging in our simulation (Fig. 6),
both relatively and in absolute numbers (the average being

350± 180× 103 km2, accounting for 24 % of yearly losses
on average).

The enhanced melt in 2012 has been documented as a big
driver of the total sea ice minima in that year due to an Au-
gust cyclone occurring on the backdrop of a thinning ice pack
(Parkinson and Comiso, 2013; Lukovich et al., 2021) and
near-surface ocean heat (Zhang et al., 2013). While the sum-
mer melt had a substantial impact on the MYI, we note that
reduced replenishment is even more detrimental to the MYI
in 2012. The total melt in 2012 is high, 2405 km3 compared
to an average of 2143± 582 km3 yr−1, but the 2012 melt is
still short of the maximum amount of melt in our simulation
of 3094 km3 in 2002 (see also Fig. 6). Replenishment in 2012
is, however, only 1706 km3, substantially below the average
of 2645± 633 km3 yr−1. In percentage terms, this translates
to only 64 % of the average volume and 44 % of the aver-
age area replenishment, respectively. It is the second lowest
replenishment rate in our simulation, second only to 2017,
which we discard as being unrealistic. This low replenish-
ment rate is due to the extensive melt of FYI in 2012, so
the 2012 August storm (e.g. Parkinson and Comiso, 2013)
should still be considered the main cause of large MYI losses
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that year. It is, however, important to note that MYI was not
lost just because of excessive melt of MYI but because of ex-
cessive melt of FYI which then could not survive the summer
to replenish the MYI pack.

Finally, we should note that, while the MYI extent mod-
elled in 2012 and preceding and following years compares
reasonably well with observations, there is still a clear dis-
crepancy between the two in 2012. Figure 3 shows that, while
both model, CDR, and NSIDC_age results all agree well on
the total MYI extent in autumn 2011, the model clearly un-
derestimates the reduction in MYI extent that occurs during
winter. Towards the end of the season (by 1 April) this has
resulted in a substantial overestimation of the MYI extent of
704×103 km2. Most of this overestimation is then recovered
during the melt season, and the summer MYI extent agrees
reasonably well with that deduced from the NSIDC_age data.
Following this, the modelled replenishment is clearly under-
estimated, resulting in an underestimation of the MYI extent
at the end of the melt season by 377× 103 km2.

The model underestimation of MYI reduction in winter
can only be due to insufficient ridging or export of MYI in
the model. While we have direct observations of neither of
these factors, we can still deduce something about the im-
portance of each. The modelled total ice area export through
Fram Strait, the main export out of the Arctic, is generally
very good (Boutin et al., 2023), and from October 2011 to
the end of March 2012 there is only a slight underestimate
of 12×103 km2 when compared to the observation-based es-
timates of Smedsrud et al. (2017). Over those months, the
MYI export of 301×103 km2 makes up 43 % of the total ex-
port. If this 43 % is an underestimate, this could be a source
of the underestimate of MYI loss in this period. Wang et al.
(2022) found that over the winters of 2002–2020 the average
ratio of MYI area export to total ice area export was 67 %.
Even with this higher proportion there would only be an ex-
tra loss of 165×103 km2, which is significantly less than the
model MYI extent overestimation of over 700× 103 km2 at
the end of winter. The underestimation of MYI loss in winter
is, therefore, mostly down to an underestimation of ridging
of MYI. This in turn, can be due to an underestimation of
the general convergence of the ice cover or due to incorrect
assumptions regarding the ridging of MYI (see Sect. 2.3). It
is difficult to assess this without an extensive analysis (such
as Kwok and Cunningham, 2012, do), and this is beyond the
scope of this study. So while summer melt was clearly very
important when it comes to the 2012 September minimum,
the role of melt in MYI ice loss in 2012 is overestimated in
our model, while the role of ridging is underestimated.

5.2 Anomalies in ridging

Looking beyond the two extreme years of 2007 and 2012,
it is interesting to note that there is a marked change in be-
haviour of the ice pack when it comes to ridging after 2007.
As mentioned, before 2007 ridging constitutes about 30 %

Figure 9. Time series of average February concentration of MYI
(black), FYI (red), and open water (OW; blue) in each of the cen-
tral regions: Central Eurasian (a), Central West (b), and Central
CAA (c).

of the yearly MYI area loss, but after 2007 this fraction is
around 18 %. The reason behind this change in behaviour is
not immediately clear. It is even contrary to expectations, as
it is not unreasonable to assume that thinner ice ridges more
easily and that the contribution of ridging in MYI area loss
should increase during the period.

If we consider how ridging of MYI evolves over time in
different regions, a slightly more nuanced picture appears.
Ridging of MYI mainly takes place in the three central re-
gions: Central CAA, Central Eurasian, and Central West.
This is not unexpected, given the well-known main circu-
lation patterns of Arctic sea ice (e.g. Colony and Thorndike,
1984), which generally compress the ice against Greenland
and the eastern part of the Canadian Arctic Archipelago, with
a return flow through the Beaufort Gyre circulation. Regional
reductions in ridging could be explained by atmospheric vari-
ability, with conditions less favourable to ridging, but also by
the reduction in MYI area in regions prone to ridging and
the distribution of MYI and FYI concentration within these
regions. Due to our ridging assumption, the MYI fraction of
the overall sea ice pack only ridges once the FYI in a given
grid cell has been ridged; i.e. the potential for ridging MYI
is more important if MYI is compact (with a concentration
close to 100 %) compared to grid cells with mixed ice types.
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In 2007, anomalously high ridging takes place first and
foremost in the Central CAA and Central West regions
(Fig. A1f and j). After 2007, however, much less ridging
takes place in the Central West region, but ridging in the other
regions is mostly unaffected. The reduced ridging of MYI
can then be attributed to a reduction in ridging primarily in
the Central West region. In this case, there is a strong reduc-
tion in both MYI area (Fig. A1i) and the average concentra-
tion of MYI after 2007 (Fig. 9). This is because the band of
MYI that is compacted and ridged against the Greenland and
Canadian coast no longer extends far into the Central West
region, meaning that there is much less MYI in that region
that can be subjected to ridging. No particular change is ob-
served for the other Central Arctic regions between the years
on either side of the 2007 ridging event, either in MYI area or
in average concentration (Fig. 9). The amount of ridging tak-
ing place in numerical models remains a challenging quan-
tity to evaluate and an important source of uncertainty (e.g.
Hunke et al., 2020). Our assumption that MYI only ridges
after all FYI area has disappeared may have affected the im-
portance of the MYI compactness in the total amount of MYI
ridging and hence amplified the reduction between the differ-
ence pre- and post-2007.

5.3 Definition of MYI volume and effects on
interpretation

In our implementation of the MYI tracer, we have followed a
very literal interpretation of what MYI volume should consist
of, namely the volume of ice that has survived one or more
summer melts. In particular, this means that basal growth
is always classified as FYI, regardless of whether it grows
under existing MYI or FYI. Another approach is to define
MYI volume as the volume of ice that has the remote sens-
ing signature of MYI; i.e. basal growth under MYI is defined
as MYI, similar to how Hunke and Bitz (2009) treat their
ice age tracer. As noted by Hunke and Bitz (2009), this ap-
proach lends itself well to comparison against observations
(e.g. Maslanik et al., 2007; Kwok, 2018; Ricker et al., 2018),
where it is only possible to measure the area of MYI and the
total thickness of the ice – not the actual thickness or volume
of ice that survived the last summer melt.

The two approaches result in substantially different esti-
mates of the MYI volume, as already pointed out by Hunke
and Bitz (2009). This difference is shown clearly in Fig. 10,
which shows a time series of MYI volume using the two ap-
proaches (only MYI with a concentration > 0.40 is consid-
ered here, as it is our threshold for identifying MYI as an ice
type in the simulation). The difference becomes larger during
the course of the winter; in our model, we find 74 % more
MYI volume at the end of March on average if we consider
MYI volume as the volume of ice which has the surface sig-
nature of MYI, compared to the volume of ice that survived
the last summer melt.

These two approaches to estimating MYI volume both
have their uses. Using the full ice thickness is clearly bet-
ter suited for comparison with observations and should be
used when doing such comparisons. The approach we use
here more accurately traces how much ice survives the sum-
mer melt and therefore potentially gives a better idea of how
susceptible the Arctic sea ice is to change due to a warm-
ing climate. In that context we would like to point out that
the loss of MYI volume is less drastic when that is defined
as the actual volume of MYI (with an end-of-March trend
of −168± 37 km3 yr−1) rather than the volume of ice that
has the surface characteristics of MYI (end-of-March trend
of −285± 53 km3 yr−1). Our estimate of Fram Strait export
of MYI volume is also substantially different, depending on
the method used. Using our definition, we find that on aver-
age 41 % of the export volume is MYI, but using the full ice
column thickness we find that 55 % of the export volume is
MYI.

6 Summary and conclusions

We have implemented a novel way of tracing MYI area and
volume in a coupled ice–ocean model. By utilising the La-
grangian framework of the sea ice model, we can track when
each grid element experiences the end of summer and there-
fore upgrade the MYI based on physical conditions. This
gives a more accurate estimate of the amount of FYI that
replenishes the MYI in autumn. The model also allows us
to track how the source and sink terms for MYI impact its
evolution. The model generally agrees well with multiple
datasets, both in integrated amount of MYI extent and its spa-
tial distribution, and the spatial distribution of MYI is good
as long as the minimum ice extent in the autumn is reason-
ably well captured.

The main drawback of our approach is that as MYI is
treated as a tracer, we must make simple assumptions about
how MYI and FYI behave when melting and ridging. A pos-
sible future approach to avoiding making too simplistic as-
sumptions is to model MYI and FYI as explicit ice classes
rather than as tracers. This would add complexity to the
model, but we expect the assumptions needed for that ap-
proach to have a better grounding in our physical understand-
ing of the system than the ones made currently.

The MYI cover is affected by three sink terms (melting,
export, and ridging) and one source term (replenishment).
Melting is the largest sink term, contributing 49 % of area
loss and 75 % of volume loss on average, and export the sec-
ond (almost entirely through Fram Strait), contributing 25 %
of the volume loss and 27 % of the area loss on average.
Ridging only contributes to area loss, at 24 % on average.
Regional variations reflect the general drift of the ice, with
export and import from regions occurring along the Transpo-
lar Drift and into the Beaufort Sea along the Canadian coast.
Ridging is most important in the Central CAA region but also
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Figure 10. Time series of volume of MYI (red line) contained within the MYI concentration contour of 0.40 (the extent threshold which
best compares to satellites determining ice type). For comparison, the total volume of sea ice within the MYI concentration contour of 0.40
is also shown (black), which is more comparable to the method used by Kwok (2018).

in the Central West and Central Eurasian regions (see Fig. 8).
Melting occurs in all regions but is proportionally most im-
portant in the Beaufort region. No one process by itself can
explain the reduction in MYI area and volume over time.

As the processes we identify affect MYI evolution dif-
ferently in different years, we selected the 2 years of ex-
treme MYI reduction to analyse specifically: 2007 and 2012.
In the case of 2007, significant redistribution of ice within
the Arctic Basin results in a large amount of ridged MYI,
most profound in the region north of the Canadian Arctic
Archipelago, appearing as a decline in MYI area but not in
volume. In the case of anomalous losses in 2012, both MYI
area and volume decline on the pan-Arctic scale. The losses
are partly attributable to anomalous melting of MYI but also
due to melting of FYI resulting in very little ice left to be
replenished in most of the shelf seas.

We also saw a change in behaviour of the MYI following
the 2007 minimum. Before the minimum, ridging accounted
for about 30 % of the area loss of MYI, but after it only ac-
counted for 18 %. This means that, while there is a strong
link between MYI area and volume both before and after
2007, the ratio of the two is not the same before and after.
It also suggests that, while the finding of Kwok (2018) that
MYI area anomalies are closely linked to total ice volume
anomalies holds in most cases, it is not always possible to
infer the behaviour of MYI volume from MYI area. This is
an important consideration when trying to understand MYI
volume from area, for example from satellite products, and
highlights the use of combining satellite data with models
such as this to gain more understanding of what is observed.

Finally, we see that as replenishment is the only source
term of MYI (according to our definition), where and when
that occurs is important for the annual cycle of MYI. The
melt in 2012 is a good example of how MYI area and vol-

ume were reduced, not through the melt of MYI but through
that of FYI, which then did not survive to replenish the MYI
cover. This too underlines the point that melt, export, ridg-
ing, and replenishment all play a role in the maintenance and
decline in MYI, and all four need to be considered to gain
understanding of its development.
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Appendix A: MYI budget in each sub-region

Figure A1. MYI area (left column) and source and sink terms (right column) for each of the sub-regions defined in Fig. 8.
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Figure A2. MYI volume (left column) and source and sink terms (right column) for each of the sub-regions defined in Fig. 8.
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(https://doi.org/10.5281/zenodo.7785918, Regan et al., 2023).

Author contributions. PR and EO obtained the funding. PR, EO,
and HR formulated the study. HR, EO, and GB developed the new
code for tracking MYI. HR carried out the analysis. GB produced
the simulation and helped with analysis. AK assisted with evalua-
tion against observations. HR wrote the manuscript with input from
all authors.

Competing interests. The contact author has declared that none of
the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Acknowledgements. This research has been funded by the Norwe-
gian Research Council (FRASIL: grant no. 263044 and Nansen
Legacy: grant no. 27673) and JPI Climate and JPI Oceans (MED-
LEY project, under agreement with the Norwegian Research Coun-
cil, grant no. 316730). The computations were performed on re-
sources provided by Sigma2 – the National Infrastructure for High
Performance Computing and Data Storage in Norway (project
nos. NN9878K and NS9829K). We are very grateful to two anony-
mous reviewers for their constructive feedback which helped us to
improve the manuscript.

Financial support. This research has been supported by the Norges
Forskningsråd (grant nos. 263044 and 27673) and JPI Climate and
JPI Oceans (MEDLEY project, under agreement with the Norwe-
gian Research Council, grant no. 316730).

Review statement. This paper was edited by Christian Haas and re-
viewed by two anonymous referees.

References

Aaboe, S., Sørensen, A., Lavergne, T., and Eastwood, S.: Coperni-
cus Climate Data Records Sea Ice Edge and Sea Ice Type Product
User Guide and Specification, Tech. rep., 2019.

Babb, D. G., Galley, R. J., Howell, S. E. L., Landy, J. C., Stroeve,
J. C., and Barber, D. G.: Increasing multiyear sea ice loss in the
Beaufort Sea: A new export pathway for the diminishing mul-

tiyear ice cover of the Arctic Ocean, Geophys. Res. Lett., 49,
e2021GL097595, https://doi.org/10.1029/2021GL097595, 2022.

Barnier, B., Madec, G., Penduff, T., Molines, J., Treguier, A., Som-
mer, J. L., Beckmann, A., Biastoch, A., Böning, C., Dengg, J.,
Derval, C., Durand, E., Gulev, S., Remy, E., Talandier, C., Theet-
ten, S., Maltrud, M., McClean, J., and Cuevas, B. D.: Impact of
partial steps and momentum advection schemes in a global ocean
circulation model at eddy permitting resolution, Ocean Dynam.,
56, 543–567, https://doi.org/10.1007/s10236-006-0082-1, 2006.

Boutin, G., Ólason, E., Rampal, P., Regan, H., Lique, C., Talandier,
C., Brodeau, L., and Ricker, R.: Arctic sea ice mass balance in
a new coupled ice–ocean model using a brittle rheology frame-
work, The Cryosphere, 17, 617–638, https://doi.org/10.5194/tc-
17-617-2023, 2023.

Colony, R. and Thorndike, A. S.: An estimate of the mean field
of Arctic sea ice motion, J. Geophys. Res., 89, 10623–10629,
https://doi.org/10.1029/jc089ic06p10623, 1984.

Comiso, J. C.: Large Decadal Decline of the Arctic Multiyear Ice
Cover, J. Climate, 25, 1176–1193, https://doi.org/10.1175/JCLI-
D-11-00113.1, 2012.

Comiso, J. C., Parkinson, C. L., Gersten, R., and Stock, L.: Acceler-
ated decline in the Arctic sea ice cover, Geophys. Res. Lett., 35,
L01703, https://doi.org/10.1029/2007GL031972, 2008.

Copernicus Climate Change Service (C3S) Climate Data Store
(CDS): Sea ice edge and type daily gridded data from 1978 to
present derived from satellite observations, version 1.0, Climate
Data Store [data set], https://doi.org/10.24381/cds.29c46d83,
2020.

Dai, A. and Trenberth, K. E.: Estimates of freshwater discharge
from continents: latitudinal and longitudinal variations, J. Hy-
drometeorol., 3, 660–687, 2002.

Dupont, F., Higginson, S., Bourdallé-Badie, R., Lu, Y., Roy, F.,
Smith, G. C., Lemieux, J.-F., Garric, G., and Davidson, F.: A
high-resolution ocean and sea-ice modelling system for the Arc-
tic and North Atlantic oceans, Geosci. Model Dev., 8, 1577–
1594, https://doi.org/10.5194/gmd-8-1577-2015, 2015.

Fowler, C., Emery, W. J., and Maslanik, J.: Satellite-Derived
Evolution of Arctic Sea Ice Age: October 1978 to
March 2003, IEEE Geosci. Remote Sens. Lett. 1, 71–74,
https://doi.org/10.1109/LGRS.2004.824741, 2004.

Gillard, L. C., Hu, X., Myers, P. G., and Bamber, J. L.:
Meltwater pathways from marine terminating glaciers of the
Greenland ice sheet, Geophys. Res. Lett., 43, 10873–10882,
https://doi.org/10.1002/2016GL070969, 2016.

Haine, T. W. and Martin, T.: The Arctic-Subarctic sea ice system is
entering a seasonal regime: Implications for future Arctic ampli-
fication, Sci. Rep., 7, 1–9, https://doi.org/10.1038/s41598-017-
04573-0, 2017.

Hersbach, H., Bell, B., Berrisford, P., Hirahara, S., Horányi, A.,
Muñoz-Sabater, J., Nicolas, J., Peubey, C., Radu, R., Schepers,
D., Simmons, A., Soci, C., Abdalla, S., Abellan, X., Balsamo,
G., Bechtold, P., Biavati, G., Bidlot, J., Bonavita, M., De Chiara,
G., Dahlgren, P., Dee, D., Diamantakis, M., Dragani, R., Flem-
ming, J., Forbes, R., Fuentes, M., Geer, A., Haimberger, L.,
Healy, S., Hogan, R. J., Hólm, E., Janisková, M., Keeley, S.,
Laloyaux, P., Lopez, P., Lupu, C., Radnoti, G., de Rosnay, P.,
Rozum, I., Vamborg, F., Villaume, S., and Thépaut, J.-N.: The
ERA5 global reanalysis, Q. J. Roy. Meteor. Soc., 146, 1999–
2049, https://doi.org/10.1002/qj.3803, 2020.

https://doi.org/10.5194/tc-17-1873-2023 The Cryosphere, 17, 1873–1893, 2023

https://thredds.met.no/thredds/c3s/c3s.html
https://thredds.met.no/thredds/c3s/c3s.html
https://nsidc.org/data/nsidc-0611/versions/4
https://nsidc.org/data/nsidc-0611/versions/4
https://doi.org/10.5281/zenodo.7785918
https://doi.org/10.1029/2021GL097595
https://doi.org/10.1007/s10236-006-0082-1
https://doi.org/10.5194/tc-17-617-2023
https://doi.org/10.5194/tc-17-617-2023
https://doi.org/10.1029/jc089ic06p10623
https://doi.org/10.1175/JCLI-D-11-00113.1
https://doi.org/10.1175/JCLI-D-11-00113.1
https://doi.org/10.1029/2007GL031972
https://doi.org/10.24381/cds.29c46d83
https://doi.org/10.5194/gmd-8-1577-2015
https://doi.org/10.1109/LGRS.2004.824741
https://doi.org/10.1002/2016GL070969
https://doi.org/10.1038/s41598-017-04573-0
https://doi.org/10.1038/s41598-017-04573-0
https://doi.org/10.1002/qj.3803


1892 H. Regan et al.: Modelling the evolution of Arctic multiyear sea ice over 2000–2018

Holland, M. M., Bitz, C. M., and Tremblay, B.: Future abrupt re-
ductions in the summer Arctic sea ice, Geophys. Res. Lett., 33,
1–6, https://doi.org/10.1029/2006GL028024, 2006.

Hunke, E. and Bitz, C.: Age characteristics in a multidecadal
Arctic sea ice simulation, J. Geophys. Res., 114, C08013,
https://doi.org/10.1029/2008JC005186, 2009.

Hunke, E., Allard, R., Blain, P., Blockley, E., Feltham, D., Fichefet,
T., Garric, G., Grumbine, R., Lemieux, J.-F., Rasmussen, T.,
Ribergaard, M., Roberts, A., Schweiger, A., Tietsche, S., Trem-
blay, B.,Vancoppenolle, M., and Zhang, J.: Should Sea-Ice Mod-
eling Tools Designed for Climate Research Be Used for Short-
Term Forecasting?, Current Climate Change Reports, 6, 121–
136, https://doi.org/10.1007/s40641-020-00162-y, 2020.

Hunke, E. C.: Sea ice volume and age: Sensitivity to
physical parameterizations and thickness resolution in
the CICE sea ice model, Ocean Model., 82, 45–59,
https://doi.org/10.1016/j.ocemod.2014.08.001, 2014.

Jahn, A., Sterling, K., Holland, M. M., Kay, J. E., Maslanik, J. A.,
Bitz, C. M., Bailey, D. A., Stroeve, J., Hunke, E. C., Lipscomb,
W. H., and Pollak, D. A.: Late-Twentieth-Century Simulation of
Arctic Sea Ice and Ocean Properties in the CCSM4, J. Climate,
25, 1431–1452, https://doi.org/10.1175/jcli-d-11-00201.1, 2012.

Kauker, F., Kaminski, T., Karcher, M., Giering, R., Gerdes,
R., and Voßbeck, M.: Adjoint analysis of the 2007 all time
Arctic sea-ice minimum, Geophys. Res. Lett., 36, l03707,
https://doi.org/10.1029/2008GL036323, 2009.

Korosov, A. A., Rampal, P., Pedersen, L. T., Saldo, R., Ye, Y., Heyg-
ster, G., Lavergne, T., Aaboe, S., and Girard-Ardhuin, F.: A new
tracking algorithm for sea ice age distribution estimation, The
Cryosphere, 12, 2073–2085, https://doi.org/10.5194/tc-12-2073-
2018, 2018.

Krumpen, T., Belter, H. J., Boetius, A., Damm, E., Haas, C., Hen-
dricks, S., Nicolaus, M., Nöthig, E. M., Paul, S., Peeken, I.,
Ricker, R., and Stein, R.: Arctic warming interrupts the Transpo-
lar Drift and affects long-range transport of sea ice and ice-rafted
matter, Sci. Rep., 9, 5459, https://doi.org/10.1038/s41598-019-
41456-y, 2019.

Kwok, R.: Annual cycles of multiyear sea ice coverage of the Arc-
tic Ocean: 1999-2003, J. Geophys. Res.-Oceans, 109, C11004,
https://doi.org/10.1029/2003JC002238, 2004.

Kwok, R.: Arctic sea ice thickness, volume, and multiyear ice
coverage: Losses and coupled variability (1958–2018), En-
viron. Res. Lett., 13, 105005, https://doi.org/10.1088/1748-
9326/aae3ec, 2018.

Kwok, R. and Cunningham, G. F.: Contribution of melt in
the Beaufort Sea to the decline in Arctic multiyear sea
ice coverage: 1993-2009, Geophys. Res. Lett., 37, L20501,
https://doi.org/10.1029/2010GL044678, 2010.

Kwok, R. and Cunningham, G. F.: Deformation of the Arc-
tic Ocean ice cover after the 2007 record minimum in
summer ice extent, Cold Reg. Sci. Technol., 76-77, 17–23,
https://doi.org/10.1016/j.coldregions.2011.04.003, 2012.

Kwok, R. and Rothrock, D. A.: Decline in Arctic sea ice thickness
from submarine and ICESat records: 1958-2008, Geophys. Res.
Lett., 36, L15501, https://doi.org/10.1029/2009GL039035, 2009.

Kwok, R., Rignot, E., Holt, B., and Onstott, R.: Identification of Sea
Ice Types in Spaceborne Synthetic Aperture Radar Data, J. Geo-
phys. Res., 97, 2391–2402, https://doi.org/10.1029/91JC02652,
1992.

Kwok, R., Cunningham, G. F., and Yueh, S.: Area balance
of the Arctic Ocean perennial ice zone: October 1996 to
April 1997, J. Geophys. Res.-Oceans, 104, 25747–25759,
https://doi.org/10.1029/1999JC900234, 1999.

Kwok, R., Cunningham, G. F., Wensnahan, M., Rigor, I., Zwally,
H. J., and Yi, D.: Thinning and volume loss of the Arctic
Ocean sea ice cover: 2003–2008, J. Geophys. Res., 114, C07005,
https://doi.org/10.1029/2009JC005312, 2009.

Landy, J. C., Dawson, G. J., Tsamados, M., Bushuk, M., Stroeve,
J. C., Howell, S. E. L., Krumpen, T., Babb, D. G., Komarov,
A. S., Heorton, H. D. B. S., Belter, H. J., and Aksenov, Y.: A
year-round satellite sea-ice thickness record from CryoSat-2, Na-
ture, 609, 517–522, https://doi.org/10.1038/s41586-022-05058-
5, 2022.

Lavergne, T., Eastwood, S., Teffah, Z., Schyberg, H., and
Breivik, L.-A.: Sea ice motion from low-resolution satel-
lite sensors: An alternative method and its validation
in the Arctic, J. Geophys. Res.-Oceans, 115, C10032,
https://doi.org/10.1029/2009jc005958, 2010.

Lindsay, R. W., Zhang, J., Schweiger, A., Steele, M., and Stern, H.:
Arctic sea ice retreat in 2007 follows thinning trend, J. Climate,
22, 165–176, https://doi.org/10.1175/2008jcli2521.1, 2009.

Lukovich, J. V., Stroeve, J. C., Crawford, A., Hamilton, L., Tsama-
dos, M., Heorton, H., and Massonnet, F.: Summer extreme cy-
clone impacts on arctic sea ice, J. Climate, 34, 4817–4834,
https://doi.org/10.1175/JCLI-D-19-0925.1, 2021.

Madec, G.: NEMO ocean engine, Note du Pôle de modélisation, In-
stitut Pierre-Simon Laplace (IPSL), France, No 27, ISSN 1288-
1619, 2008.

Maslanik, J., Agnew, T., Drinkwater, M., Emery, W., Fowler, C.,
Kwok, R., and Liu, A.: Summary of ice-motion mapping using
passive microwave data, Special Report 8, National Snow and Ice
Data Center, Boulder, Colorado, https://nsidc.org/sites/nsidc.org/
files/technical-references/nsidc_special_report_8.pdf (last ac-
cess: March 2022), 1998.

Maslanik, J., Stroeve, J., Fowler, C., and Emery, W.: Distribution
and trends in Arctic sea ice age through spring 2011, Geophys.
Res. Lett., 38, L13502, https://doi.org/10.1029/2011GL047735,
2011.

Maslanik, J. A., Fowler, C., Stroeve, J., Drobot, S., Zwally, J., Yi,
D., and Emery, W.: A younger, thinner Arctic ice cover: In-
creased potential for rapid, extensive sea-ice loss, Geophys. Res.
Lett., 34, L24501, https://doi.org/10.1029/2007GL032043, 2007.

Meredith, M., Sommerkorn, M., Cassotta, S., Derksen, C., Ekaykin,
A., Hollowed, A., Kofinas, G., Mackintosh, A., Melbourne-
Thomas, J., Muelbert, M. M. C., Ottersen, G., Pritchard, H.,
and Schuur, E.: Polar Regions, in: IPCC Special Report on the
Ocean and Cryosphere in a Changing Climate, edited by: Pört-
ner, H.-O., Roberts, D. C., Masson-Delmotte, V., Zhai, P., Tig-
nor, M., Poloczanska, E., Mintenbeck, K., Alegría, A., Nicolai,
M., Okem, A., Petzold, J., Rama, B., and Weyer, N. M., chap. 3,
203–320, Cambridge University Press, Cambridge, UK and New
York, NY, USA, https://doi.org/10.1017/9781009157964.005,
2019.

Moore, G., Steele, M., Schweiger, A. J., Zhang, J., and Laidre,
K. L.: Thick and old sea ice in the Beaufort Sea during summer
2020/21 was associated with enhanced transport, Commun. Earth
Environ., 3, 198, https://doi.org/10.1038/s43247-022-00530-6,
2022.

The Cryosphere, 17, 1873–1893, 2023 https://doi.org/10.5194/tc-17-1873-2023

https://doi.org/10.1029/2006GL028024
https://doi.org/10.1029/2008JC005186
https://doi.org/10.1007/s40641-020-00162-y
https://doi.org/10.1016/j.ocemod.2014.08.001
https://doi.org/10.1175/jcli-d-11-00201.1
https://doi.org/10.1029/2008GL036323
https://doi.org/10.5194/tc-12-2073-2018
https://doi.org/10.5194/tc-12-2073-2018
https://doi.org/10.1038/s41598-019-41456-y
https://doi.org/10.1038/s41598-019-41456-y
https://doi.org/10.1029/2003JC002238
https://doi.org/10.1088/1748-9326/aae3ec
https://doi.org/10.1088/1748-9326/aae3ec
https://doi.org/10.1029/2010GL044678
https://doi.org/10.1016/j.coldregions.2011.04.003
https://doi.org/10.1029/2009GL039035
https://doi.org/10.1029/91JC02652
https://doi.org/10.1029/1999JC900234
https://doi.org/10.1029/2009JC005312
https://doi.org/10.1038/s41586-022-05058-5
https://doi.org/10.1038/s41586-022-05058-5
https://doi.org/10.1029/2009jc005958
https://doi.org/10.1175/2008jcli2521.1
https://doi.org/10.1175/JCLI-D-19-0925.1
https://nsidc.org/sites/nsidc.org/files/technical-references/nsidc_special_report_8.pdf
https://nsidc.org/sites/nsidc.org/files/technical-references/nsidc_special_report_8.pdf
https://doi.org/10.1029/2011GL047735
https://doi.org/10.1029/2007GL032043
https://doi.org/10.1017/9781009157964.005
https://doi.org/10.1038/s43247-022-00530-6


H. Regan et al.: Modelling the evolution of Arctic multiyear sea ice over 2000–2018 1893

Ólason, E., Boutin, G., Korosov, A., Rampal, P., Williams, T.,
Kimmritz, M., Dansereau, V., and Samaké, A.: A new brit-
tle rheology and numerical framework for large-scale sea-
ice models, J. Adv. Model. Earth Sy., 14, e2021MS002685,
https://doi.org/10.1029/2021ms002685, 2022.

Parkinson, C. L. and Comiso, J. C.: On the 2012 record low
Arctic sea ice cover: Combined impact of preconditioning
and an August storm, Geophys. Res. Lett., 40, 1356–1361,
https://doi.org/10.1002/grl.50349, 2013.

Perovich, D. K., Grenfell, T. C., Richter-Menge, J. A., Light, B.,
Tucker, W. B., and Eicken, H.: Thin and thinner: Sea ice mass
balance measurements during SHEBA, J. Geophys. Res.-Oceans,
108, 8050, https://doi.org/10.1029/2001jc001079, 2003.

Rampal, P., Bouillon, S., Ólason, E., and Morlighem, M.: neXtSIM:
a new Lagrangian sea ice model, The Cryosphere, 10, 1055–
1073, https://doi.org/10.5194/tc-10-1055-2016, 2016.

Rees, G.: Microwave Remote Sensing of Sea Ice, in: Glossary
of Ice Terminology, edited by: Carsey, F. D., American Geo-
physical Union (Geophysical Monograph 68), Washington, DC,
478 pp., ISBN 0-87590-033-X, Polar Record, 29, 333–334,
https://doi.org/10.1017/S0032247400024001, 1993.

Regan, H., Rampal, P., Olason, E., Boutin, G., and Korosov, A.:
Model outputs for the article “Modelling the evolution of Arc-
tic multiyear sea ice over 2000–2018” (1.0), Zenodo [data set],
https://doi.org/10.5281/zenodo.7785918, 2023.

Ricker, R., Girard-Ardhuin, F., Krumpen, T., and Lique, C.:
Satellite-derived sea ice export and its impact on Arc-
tic ice mass balance, The Cryosphere, 12, 3017–3032,
https://doi.org/10.5194/tc-12-3017-2018, 2018.

Ricker, R., Kauker, F., Schweiger, A., Hendricks, S., Zhang, J.,
and Paul, S.: Evidence for an Increasing Role of Ocean Heat
in Arctic Winter Sea Ice Growth, J. Climate, 34, 5215–5227,
https://doi.org/10.1175/JCLI-D-20-0848.1, 2021.

Rigor, I. G. and Wallace, J. M.: Variations in the age of Arctic sea-
ice and summer sea-ice extent, Geophys. Res. Lett., 31, L09401,
https://doi.org/10.1029/2004GL019492, 2004.

Smedsrud, L. H., Halvorsen, M. H., Stroeve, J. C., Zhang, R., and
Kloster, K.: Fram Strait sea ice export variability and September
Arctic sea ice extent over the last 80 years, The Cryosphere, 11,
65–79, https://doi.org/10.5194/tc-11-65-2017, 2017.

Smith, A. and Jahn, A.: Definition differences and internal
variability affect the simulated Arctic sea ice melt season,
The Cryosphere, 13, 1–20, https://doi.org/10.5194/tc-13-1-2019,
2019.

Stroeve, J., Serreze, M., Drobot, S., Gearheard, S., Holland, M.,
Maslanik, J., Meier, W., and Scambos, T.: Arctic sea ice ex-
tent plummets in 2007, Eos, Transactions American Geophysical
Union, 89, 13, https://doi.org/10.1029/2008eo020001, 2008.

Sumata, H., Lavergne, T., Girard-Ardhuin, F., Kimura, N., Tschudi,
M. A., Kauker, F., Karcher, M., and Gerdes, R.: An in-
tercomparison of Arctic ice drift products to deduce uncer-
tainty estimates, J. Geophys. Res.-Oceans, 119, 4887–4921,
https://doi.org/10.1002/2013JC009724, 2014.

Talandier, C. and Lique, C.: CREG025.L75-NEMO_r3.6.0: Source
code as input files required to perform a CREG025.L75 ex-
periment that relies on the NEMO release 3.6, Zenodo [code],
https://doi.org/10.5281/zenodo.5802028, 2021.

Tschudi, M., Meier, W. N., Stewart, J. S., Fowler, C., and Maslanik,
J.: EASE-Grid Sea Ice Age, Version 4, NASA National Snow and
Ice Data Center Distributed Active Archive Center, Boulder, Col-
orado USA [data set], https://doi.org/10.5067/UTAV7490FEPB,
2019.

Tschudi, M. A., Stroeve, J. C., and Stewart, J. S.: Relating the
Age of Arctic Sea ice to its thickness, Remote Sens., 8, 457,
https://doi.org/10.3390/rs8060457, 2016.

Tschudi, M. A., Meier, W. N., and Stewart, J. S.: An enhance-
ment to sea ice motion and age products at the National Snow
and Ice Data Center (NSIDC), The Cryosphere, 14, 1519–1536,
https://doi.org/10.5194/tc-14-1519-2020, 2020.

Vancoppenolle, M., Fichefet, T., and Goosse, H.: Simulating the
mass balance and salinity of Arctic and Antarctic sea ice. 2. Im-
portance of sea ice salinity variations, Ocean Model., 27, 54–69,
https://doi.org/10.1016/j.ocemod.2008.11.003, 2009a.

Vancoppenolle, M., Fichefet, T., Goosse, H., Bouillon, S., Madec,
G., and Morales Maqueda, M. A.: Simulating the mass
balance and salinity of Arctic and Antarctic sea ice. 1.
Model description and validation, Ocean Model., 27, 33–53,
https://doi.org/10.1016/j.ocemod.2008.10.005, 2009b.

Vant, M. R., Ramseier, R. O., and Makios, V.: The
complex-dielectric constant of sea ice at frequencies in
the range 0.1–40 GHz, J. Appl. Phys., 49, 1264–1280,
https://doi.org/10.1063/1.325018, 1978.

von Albedyll, L., Haas, C., and Dierking, W.: Linking sea ice defor-
mation to ice thickness redistribution using high-resolution satel-
lite and airborne observations, The Cryosphere, 15, 2167–2186,
https://doi.org/10.5194/tc-15-2167-2021, 2021.

Wang, Y., Bi, H., and Liang, Y. A.: Satellite-Observed Sub-
stantial Decrease in Multiyear Ice Area Export through the
Fram Strait over the Last Decade, Remote Sens., 14, 2562,
https://doi.org/10.3390/rs14112562, 2022.

Zhang, J., Lindsay, R., Steele, M., and Schweiger, A.:
What drove the dramatic retreat of Arctic sea ice dur-
ing summer 2007?, Geophys. Res. Lett., 35, L11505,
https://doi.org/10.1029/2008gl034005, 2008.

Zhang, J., Lindsay, R., Schweiger, A., and Steele, M.: The impact of
an intense summer cyclone on 2012 Arctic sea ice retreat, Geo-
phys. Res. Lett., 40, 720–726, https://doi.org/10.1002/grl.50190,
2013.

Zwally, H. J. and Gloersen, P.: Arctic sea ice surviving the summer
melt: Interannual variability and decreasing trend, J. Glaciol., 54,
279–296, https://doi.org/10.3189/002214308784886108, 2008.

Zygmuntowska, M., Rampal, P., Ivanova, N., and Smedsrud, L. H.:
Uncertainties in Arctic sea ice thickness and volume: new esti-
mates and implications for trends, The Cryosphere, 8, 705–720,
https://doi.org/10.5194/tc-8-705-2014, 2014.

https://doi.org/10.5194/tc-17-1873-2023 The Cryosphere, 17, 1873–1893, 2023

https://doi.org/10.1029/2021ms002685
https://doi.org/10.1002/grl.50349
https://doi.org/10.1029/2001jc001079
https://doi.org/10.5194/tc-10-1055-2016
https://doi.org/10.1017/S0032247400024001
https://doi.org/10.5281/zenodo.7785918
https://doi.org/10.5194/tc-12-3017-2018
https://doi.org/10.1175/JCLI-D-20-0848.1
https://doi.org/10.1029/2004GL019492
https://doi.org/10.5194/tc-11-65-2017
https://doi.org/10.5194/tc-13-1-2019
https://doi.org/10.1029/2008eo020001
https://doi.org/10.1002/2013JC009724
https://doi.org/10.5281/zenodo.5802028
https://doi.org/10.5067/UTAV7490FEPB
https://doi.org/10.3390/rs8060457
https://doi.org/10.5194/tc-14-1519-2020
https://doi.org/10.1016/j.ocemod.2008.11.003
https://doi.org/10.1016/j.ocemod.2008.10.005
https://doi.org/10.1063/1.325018
https://doi.org/10.5194/tc-15-2167-2021
https://doi.org/10.3390/rs14112562
https://doi.org/10.1029/2008gl034005
https://doi.org/10.1002/grl.50190
https://doi.org/10.3189/002214308784886108
https://doi.org/10.5194/tc-8-705-2014

	Abstract
	Introduction
	Methods
	Model setup
	Model definition of MYI
	Source and sinks of MYI
	Observations of ice type
	Observations of ice age

	Evaluation of modelled MYI
	Processes affecting MYI evolution
	General overview of MYI budget
	Drivers of MYI decline
	2007
	2012


	Discussion
	Anomalous years
	Anomalies in ridging
	Definition of MYI volume and effects on interpretation

	Summary and conclusions
	Appendix A: MYI budget in each sub-region
	Data availability
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

