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Abstract. Diminishing sea ice is impacting the wave field
across the Arctic region. Recent observation- and model-
based studies highlight the spatiotemporal influence of sea
ice on offshore wave climatologies, but effects within the
nearshore region are still poorly described. This study char-
acterizes the wave climate in the central Beaufort Sea coast
from 1979 to 2019 by utilizing a wave hindcast model that
uses ERA5 winds, waves, and ice concentrations as in-
put. The spectral wave model SWAN (Simulating Waves
Nearshore) is calibrated and validated based on more than
10 000 in situ time point measurements collected over a 13-
year time period across the region, with friction variations
and empirical coefficients for newly implemented empirical
ice formulations for the open-water and shoulder seasons.
Model results and trends are analyzed over the 41-year time
period using the non-parametric Mann–Kendall test, includ-
ing an estimate of Sen’s slope. The model results show that
the reduction in sea ice concentration correlates strongly with
increases in average and extreme wave conditions. In par-
ticular, the open-water season extended by ∼ 96 d over the
41-year time period (∼ 2.4 d yr−1), resulting in a 5-fold in-
crease in the yearly cumulative wave power. Moreover, the
open-water season extends later into the year, resulting in
relatively more open-water conditions during fall storms with
high wind speeds. The later freeze-up results in an increase in
the annual offshore median wave heights of 1 % yr−1 and an
increase in the average number of rough wave days (defined
as days when maximum wave heights exceed 2.5 m) from
1.5 in 1979 to 13.1 d in 2019. Trends in the nearshore areas
deviate from the patterns offshore. Model results indicate a

saturation limit for high wave heights in the shallow areas
of Foggy Island Bay. Similar patterns are found for yearly
cumulative wave power.

1 Introduction

Receding Arctic Ocean ice coverage is increasing commer-
cial opportunities such as the shipping of goods and oil and
gas interests along the shores of Alaska’s northern coast
(O’Rourke et al., 2020; Perrie et al., 2013; Aksenov et al.,
2017). However, rising air and ocean temperatures are chang-
ing the climate regime (Navarro et al., 2016; Overland, 2016)
and may pose new challenges to commercial activities in
the region. Additional oceanographic data will improve the
understanding of how future changes will affect wave cli-
matology and its impact on existing and planned infrastruc-
ture. Coastal Arctic activities and marine infrastructure will
be susceptible to disruption, decay, and catastrophic failure
if wind-wave energy increases, if swell waves emerge along
the otherwise fetch-limited Alaska Arctic coast, and if storm
surge levels increase (Erikson et al., 2015; Pisaric et al.,
2011; Thomson et al., 2016; Thomson and Rogers, 2014).

Recent interest and advancements in satellite technology,
processing techniques, and modeling have resulted in sev-
eral new studies that highlight and illuminate the effects of
increasing median and extreme wave conditions across the
Arctic Ocean (Casas-Prat et al., 2018; Casas-Prat and Wang,
2020; Liu et al., 2016; Stopa et al., 2016; Francis et al.,
2011). Few studies, however, can resolve changes within the
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nearshore region, here defined as the portion of the shelf be-
tween the coast and the ∼ 20 m isobath.

Nearshore wave climate is a function of all factors that
generate and dissipate wave energy (e.g., winds, coastal ori-
entation, continental shelf size, and slope); however, in the
Arctic, sea ice plays an additional crucial role in the develop-
ment and mitigation of wave energy within the coastal mar-
gins. Seasonal sea ice forms in early to late fall, with ice
first forming in the protected bays and shallows, eventually
merges with basin-wide multi-year and accumulated pack ice
and eliminates any surface wave action at the coast, and sub-
sequently breaks up sometime in late spring or early summer.
During the transitionary “shoulder seasons” when landfast
ice breaks up or forms, wave growth and energy transfer are
mitigated by reduced wind–sea surface drag and dissipation
by the presence of ice, further complicating the accurate de-
piction of nearshore wave conditions. Landfast ice is sea ice
that is attached to the coastlines or shallow sea floor on the
continental shelves and therefore does not drift with currents
and wind (Mahoney et al., 2014).

Since the satellite era, it has become increasingly clear that
freeze-up and thaw occur later and earlier, respectively, re-
sulting in extended periods over which wave generation can
occur (Frey et al., 2015; Thomson and Rogers, 2014; Wang
and Overland, 2015). Additionally, minimum sea ice extents,
which typically occur in September, have been, since the year
2000, decreasing at a rate of 3.4 % per decade across the Arc-
tic basin, with the most expansive changes in open-water area
occurring across the Beaufort Sea and Chukchi Sea coasts
(Frey et al., 2015; Stopa et al., 2016; Stroeve and Notz,
2018). The resulting increase in fetch, defined by the time-
varying shape and size of the ice pack, has resulted in the
emergence of swell energy notwithstanding any changes in
wind magnitude, direction, and duration (Stopa et al., 2016;
Thomson et al., 2016). Previous works have shown increases
in mean and extreme wind speeds, as well as increasing fre-
quency of occurrence of extreme winds in October when
landfast sea ice often begins to form. However, due to lim-
ited observations, it remains unclear whether such changes
exist in overwater winds and if they are driving observed and
hindcasted increasing wind-wave energy and swell either off-
shore or nearshore.

The objectives of this study are twofold: first, to com-
pare trends in median and extreme wave climatology within
the nearshore region to those offshore and second, to illu-
minate the underlying causes of noted changes. We investi-
gate changes in nearshore wave conditions along a stretch
of the Alaska central Beaufort Sea coast where there is re-
newed interest in nearshore oil exploration and production.
The proposed construction of an additional artificial island
in the Liberty Prospect area (near the existing Northstar Is-
land) and exploration-supporting infrastructure has raised
concerns for potential negative impacts on marine mam-
mals, subsistence whaling, and nearshore habitats, especially
around the nearby Boulder Patch. The Boulder Patch is an

ecologically important area within Stefansson Sound be-
lieved to support Beaufort Sea’s richest and most diverse bio-
logical communities (Dunton et al., 1982). A high-resolution
SWAN (Simulating Waves Nearshore; Booij et al., 1999)
wave model, forced with winds from a state-of-the-art global
reanalysis, is calibrated and validated against in situ off-
shore and nearshore wave measurements and used to com-
pute a continuous 3-hourly time series of wave conditions
from 1979 through 2019. The model includes newly imple-
mented formulations (Rogers, 2019) to account for limited
wave growth and energy dissipation within the marginal ice
zone (MIZ). The MIZ is defined here where waves interact
with the sea ice (e.g., Dumont et al., 2011) and typically has
an ice concentration of larger than 5 % sea ice (e.g., Aksenov
et al., 2017).

This paper begins with a description of the greater Stefans-
son Sound region and field measurements obtained therein.
The model setup, calibration, and validation are then pre-
sented, followed by analyses of changes in hindcasted winds
and waves both within the nearshore region of Stefansson
Sound and offshore. Limitations and implications are then
discussed in the final two sections.

2 Site description

Foggy Island Bay (FIB) is relatively shallow with a mean wa-
ter depth of∼ 7 m and is sheltered by several offshore shoals
and barrier island complexes (Fig. 1). FIB is fronted by the
Beaufort Shelf that extends 60 to 120 km offshore with an
average depth of 37 m. The slope of the shelf is mild, with
bottom slopes typically being ∼ 10−3 inshore of the 10 m
isobath (Curchitser et al., 2017). Meteorological conditions
along the Beaufort Sea coast are a major controlling factor
in determining the physical environment of the entire region.
Wind directions are largely bimodal, blowing from either east
or west, with prevailing winds from the east (Mahoney et al.,
2019; Fig. 2a). Both regional-scale atmospheric circulation
patterns and mesoscale coastal wind phenomena contribute
to the distinct wind patterns. Wave directions are similarly
bimodal with a predominant direction from the east (Erikson
et al., 2020; Fig. 2b).

The region experiences subfreezing temperatures for
9 months of the year when air temperatures can reach to
−45 ◦C (Overland, 2009) and with strong winds can pro-
duce even colder wind chills. The mean annual temperature
is around−10 ◦C, but during the summer months, air temper-
atures occasionally exceed +20 ◦C (Curchitser et al., 2017).
Air temperature largely controls the timing of sea ice forma-
tion and breakup.

Sea ice initially forms in the shallows of FIB in late
September and early October, then slowly thickens and
grows seaward until the Beaufort Shelf is ice-covered by
the second or third week of October (Fig. 3a). In the fall,
when the floating ice sheet grows seaward, the ice gradu-
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ally attaches to the near-freezing seabed, gradually thickens
to ∼ 1.7 to 2.2 m by mid-March, and then remains constant
through mid-June (Mahoney et al., 2014; Curchitser et al.,
2017).

Breakup of the nearshore landfast ice zone begins in
late May or June, and it typically disappears by mid-July
(Fig. 3a). During breakup, coastal rivers discharge warmer
fresh sediment-laden water onto the landfast ice, hastening
its nearshore melting (Dmitrenko et al., 1999). Through June,
the offshore sea ice (once attached to land as landfast ice)
rapidly breaks up, often sped up by winds, freshening the sur-
face waters while dispersing large amounts of sediment and
organic matter into the water column (Mahoney et al., 2007).
Typically, by July, FIB is ice-free, although small floating ice
can drift into the waters (Stroeve and Notz, 2018).

Wave conditions are strongly influenced by these seasonal
variations in ice concentration and wind speeds. During the
frozen months from early to mid-November through May, no
wave action is observed (Fig. 3c). However, once ice concen-
trations start to decrease, waves begin to emerge in the region
(e.g., Thomson et al., 2016). Wave heights increase through-
out the open-water season due to increasingly higher wind
speeds and larger fetch. The highest wave heights are typ-
ically observed in late October when wind speeds are high
and ice is not yet present (e.g., Stopa et al., 2016).

3 Materials and methods

3.1 Data sources

3.1.1 ERA5

ERA5 (Hersbach et al., 2020) is a detailed reanalysis of the
global atmosphere, land surface, and ocean waves from 1950
onwards produced by the European Centre for Medium-
Range Weather Forecasts (ECMWF). This meteorological
dataset provides, among other variables, estimates of atmo-
spheric parameters such as air temperature, pressure, wind,
ice concentration, and information on waves over the global
oceans. Atmospheric data are available at a resolution of
0.25◦ (∼ 30 km), while wave data can be retrieved at 0.5◦

resolution. The reanalysis combines model data with ob-
servations from across the world into a globally complete
and consistent dataset using the laws of physics. ERA5 has
been shown to perform well in capturing observed weather
and climate variability in Alaska and the Arctic (Graham
et al., 2019). It is however not able to resolve landfast ice
(Hošeková et al., 2021). In particular, the authors show that
the global reanalysis model has a good agreement with ob-
served offshore wave heights. However, the persistence of
landfast ice in the late spring/early summer is not well
resolved, resulting in an overestimation of the cumulative
spring coastal wave exposure. In this paper, offshore signif-
icant wave height (Hs), mean period (Tm), and mean direc-

tion (Dm) are used to drive the SWAN model. Wind condi-
tions (u10, v10) and ice concentration (IC) from this reanaly-
sis dataset are additionally applied across all model domains.

3.1.2 Field measurements

Limited in situ observational wave data exist within Beaufort
Sea and particularly within FIB. As part of this study, exist-
ing wave observations from the 1980s until 2013 were gath-
ered by combing several existing databases. High-quality ob-
servations collected by Shell Energy from 2007–2013 were
selected to calibrate and validate the model. Data prior to
2007 provided daily wave height estimates measured with a
“yardstick” and therefore deemed insufficiently accurate for
this study. With the exception of one shallow-water (∼ 3 m)
time series measurement in 1982 that was located outside the
high-resolution model domain (Gallaway and Britch, 1983),
all previously collected wave observations were in deep wa-
ter (depth> 20 m). Therefore, additional measurements were
collected as part of the Bureau of Ocean Energy Manage-
ment (BOEM) Central Beaufort Sea Wave and Hydrody-
namic Modeling Study. Sofar Spotter wave buoys (Raghuku-
mar et al., 2019) were deployed in shallow water for approx-
imately 4 weeks each in the summer of 2019 and 2020. The
buoys were set to broadcast standard bulk wave parameters
(Hs, Tm, Dm, etc.) every hour via the Iridium satellite com-
munication network. Three Spotter buoys were used in this
study, deployed in 2019 (one time) and 2020 (two times).
Spotter no. 0519 deployed in 2020 was dragged by ice and
changed position and is therefore included twice in summary
Table 1.

3.2 Model

The spectral wind-wave model SWAN is widely used to com-
pute wave fields over shelf seas, in coastal areas, and in shal-
low lakes. The accurate estimation of wave field statistics
by such models is essential to various applications in these
environments. SWAN computes the evolution of wave ac-
tion density N = E/σ , where E is the wave variance den-
sity spectrum and σ is the relative radian frequency, using
the action balance equation.

SWAN supports several bottom friction formulations
(BFFs) that can be found in the literature. In this study, three
formulations were tested: Hasselmann et al. (1973; Joint
North Sea Wave Project, JONSWAP), Collins (1972; called
Collins-BFF), and Madsen et al. (1988; called Madsen-BFF).
Hasselmann et al. (1973) derived the simplest expression for
bottom dissipation in which friction is a constant. From the
results of the JONSWAP experiment, they found a value of
0.038 m2 s−3, which is also the default in SWAN. Madsen et
al. (1988) derived a bottom friction formulation based on the
eddy-viscosity concept in which the user specifies a bottom
roughness length. The default bottom roughness length used
by SWAN is 0.05 m. Collins (1972) derived a formulation for
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Figure 1. Map showing the study area and vicinity including instrumented wave observation locations used for calibration and valida-
tion, Northstar, Liberty Prospect, model grids, and the wind rose location. © Esri, DigitalGlobe, GeoEye, Earthstar Geographics, CNES
(Centre national d’études spatiales)/Airbus DS (Defence and Space), USDA (United States Department of Agriculture), USGS (United
States Geological Survey), AeroGRID, IGN (Institut géographique national), and the GIS (geographic information system) user community.
UTM: Universal Transverse Mercator. CAN: Canada. RUS: Russia.

Figure 2. Wind (left; a) and wave (right; b) climate at the single ERA5 output point of 72◦ N, 147◦W for the time period 1979–2019
(see Fig. 1 for the location). In panel (a) the black line depicts the overall coastline orientation of 110◦ N, and in panel (b) it is the mean wave
direction of 75◦ N.

the bottom friction dissipation in which the turbulent bottom
stress is related to the external flow. The user-definable vari-
able is the drag coefficient which has a default value of 0.015
in SWAN.

Recently, Rogers (2019) implemented input–output for sea
ice in SWAN, a dissipation source term, and scaling of wind
input source functions by sea ice. This functionality is built
on lessons learned during the implementation of sea ice in
WAVEWATCH III (Collins and Rogers, 2017). The formu-
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Figure 3. Ice concentrations (a), wind speed magnitude (b), and significant wave height (c) at the single ERA5 output point of 72◦ N, 147◦W
(see Fig. 1 for the location) averaged daily over the time period 1979–2019. Each subplot shows the mean, 5 %, 25 %, 75 %, and 95 %
exceedance probability. The interquartile range (IQ) is the area shaded green between the 25th and 75th percentiles.

Table 1. Overview of wave observations used for calibration and validation purposes in this paper. The name of each observation is a
combination of the calendar year of deployment and a letter. Longitude and latitude are coordinates in degrees (WGS84). Depth is in meters
relative to mean sea level. The start and end dates (mm-dd) of deployment are indicated. The comment provides more information including
which measurement was used for calibration and validation for sea ice coefficients and friction coefficients and formulation.

Name Longitude Latitude Depth [m] Start End Usage

2007A −145.13 70.37 36 10-04 12-30 Calibrate sea ice coef
2007K −146.32 70.29 24 10-03 12-30 Sea ice coef
2007V −146.14 70.30 27 10-04 12-30 Sea ice coef
2008A −146.00 70.37 31 01-01 10-08 Sea ice coef
2008K −145.32 70.29 31 01-01 10-08 Sea ice coef
2008V −145.13 70.63 55 01-01 10-05 Sea ice coef
2011A −146.04 70.37 31 10-02 12-30 Sea ice coef
2011V −145.14 70.63 55 10-02 12-30 Sea ice coef
2012A −146.04 70.37 31 10-06 12-30 Sea ice coef
2012B −149.99 70.80 22 10-03 12-30 Sea ice coef
2012V −146.14 70.63 43 10-05 11-30 Sea ice coef
2013A −146.04 70.37 31 01-01 10-01 Sea ice coef
2013B −149.99 70.81 24 01-01 10-03 Sea ice coef
2019 −147.76 70.32 3 08-06 09-09 Friction coef Spotter by Sofar no. 0156
2020A −147.88 70.40 4 07-20 08-12 Friction coef Spotter by Sofar no. 0518
2020B −147.76 70.32 3 07-17 08-12 Friction coef Spotter by Sofar no. 0519-1
2020C −147.72 70.31 3 07-17 08-12 Friction coef Spotter by Sofar no. 0519-2

lations use a simple empirical parametric model (polyno-
mial function) for dissipation by sea ice, following Meylan
et al. (2014) and Collins and Rogers (2017), which prescribe
the dissipation rate as a function dependent on the wave fre-
quency. Thus, the temporal exponential decay rate of energy

can be written as

Dice =
Sice

E
=−2cgki, (1)

where Sice is the sea ice sink term and E is the wave energy
spectrum. Here, ki has units of 1 m−1 and is the linear expo-

https://doi.org/10.5194/tc-16-1609-2022 The Cryosphere, 16, 1609–1629, 2022



1614 K. Nederhoff et al.: The effect of changing sea ice on wave climate trends

nential attenuation rate of wave amplitude in space. Factor 2
provides a conversion from amplitude to energy decay. The
group velocity, cg, enables conversion from spatial decay to
temporal decay. Sice and E vary with frequency and direc-
tion. In the implementation of Rogers (2019), ki varies with
frequency according to

ki (f )= c0+c0f +c2f
2
+c3f

3
+c4f

4
+c5f

5
+c6f

6, (2)

with c0 to c6 being the user-defined empirical (calibration)
polynomial coefficients. Rogers (2019) only used c2 and c4
and excluded the other coefficients (i.e., the remaining coef-
ficients are zero). Throughout this study, we follow previous
work and only calibrate using c2 and c4. The sea ice sink
term is scaled with ice concentration. Sea ice thickness is not
explicitly part of the equation but implicitly considered via
the calibration coefficients.

Furthermore, the scaling of the wind input source func-
tions allows the user to control the scaling of wind input by
open-water fraction with the variable �iw (Rogers, 2019).
The default value of �iw = 0, used throughout this study,
corresponds to the case where wind input is scaled by the to-
tal fraction of open water. For example, when 25 % of a grid
cell is covered with ice, only 75 % of the original input source
function of wind is applied in the simulation (1–0.25= 0.75).

These formulations, also referred to as IC4M2, have been
implemented in the main sub-version of SWAN since ver-
sion 41.31, which is the version used in this study. Here, a
three-level SWAN nested grid setup is used (Fig. 4) with grid
resolutions of 5000, 1000, and 200 m for the overall, inter-
mediate, and detail grids, respectively.

SWAN is run in third-generation mode and includes pa-
rameterizations for wind input, quadruplet interactions, tri-
ads, and whitecapping. SWAN is run with physics package
ST6 (Rogers et al., 2012) that allows for a multiplier on the
drag coefficient. Here we base the drag coefficient multiplier
on the work of Le Roux (2009), which accounts for differ-
ences in air–water temperatures. SWAN normally does not
include this effect, but the Le Roux formulation based on
temperature difference is included here via the ST6 imple-
mentation. Based on the analytical wave height formulation
of Le Roux, variations to the wave height because of vari-
ations in the drag coefficient multiplier are estimated to be
between −10 % to +10 % (95 % confidence interval, CI) or
a drag coefficient multiplier of ±20 %. Wave boundary con-
ditions and meteorological forcing conditions are based on
ERA5. In particular, u10 and v10 were used to generate wind
waves. IC was used for the IC4M2 computation. Air temper-
ature and sea temperature were used to estimate the drag co-
efficient of Le Roux. Numerical frequency resolution ranges
lognormally from 0.03 Hz up to 2.5 Hz in 46 frequency bins
(33.3–0.4 s); 5◦ bins are used to resolve wave direction.

Calibration was performed via the testing of several fric-
tion formulations and coefficients. In particular, three bottom
friction formulations (JONSWAP, Collins-BFF, and Madsen-
BFF) were tested for the three coefficients each (i.e., 3×

Figure 4. Three-level SWAN model nests with the coarse overall
(red), intermediate (blue), and fine detailed grid (green). The model
resolution is 10 times denser than depicted in the figure. ERA5 wave
boundary points are presented as circles. Black star denotes the lo-
cation of the proposed construction of an artificial island in Foggy
Island Bay. © Microsoft Bing Maps.

3 variations = 9 times). Moreover, several empirical coeffi-
cients of the newly implemented ice formulations by Rogers
(2019) were tested regarding the empirical (calibration) poly-
nomial coefficients for dissipation and �iw.

3.3 Methods

Wave conditions across Beaufort Sea, Beaufort sound, and
FIB were simulated with 3-hourly stationary SWAN sim-
ulations. First, the model was run over time periods with
available field measurements to perform calibration and vali-
dation of the friction and empirical ice coefficients. Obser-
vations collected in 2007–2013 (offshore) and 2019–2020
(nearshore) were used to calibrate and validate the SWAN
grid models (see next sections). Offshore measurements col-
lected between 2007 and 2013 during partial ice cover were
split into time periods for calibration and validation of the
sea ice implementation. All model domains were utilized for
the calibration and validation. In particular, 1439 time points
during the partial ice season were selected for calibration pur-
poses (∼ 20 % of the available timestamps with IC> 5 %),
and 11 430 time stamps in both the open-water and ice season
were used for validation. Spotter data collected from within
the shallow region of FIB during the 2019 open-water (i.e.,
ice-free) season were used to calibrate the friction formu-
lations and coefficients. In addition, 2020 nearshore Spot-
ter data were used to validate the finest-resolution grid and
nearshore wave heights. Second, the calibrated SWAN model
was used to hindcast wave conditions from 1979 to 2019.
Both the open-water (IC< 5 %) and ice (IC> 5 %) season
were simulated. Years were simulated individually, and once
completed, they were combined into one 41-year time series
per grid cell with a temporal resolution of 3 h.
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3.3.1 Wave parameters

Throughout this paper, the following wave parameters were
used. In particular, the significant wave height (Hs; Eq. 3
in meters), mean wave period (Tm or Tm0,1; Eq. 4 in sec-
onds), steepness (s; Eq. 5; dimensionless), mean wave direc-
tion (Dm; Kuik et al., 1988; in degrees relative to north), and
wave power (P ; Eq. 6 in J m−1 s−1) were used. We acknowl-
edge that other wave period could be used that give more
weight to either lower frequencies (Tm−1,0) or higher fre-
quencies (Tm0,2). Sofar Spotter wave buoys directly reported
Tm01, while 2007–2013 data from Shell were converted from
peak wave period to Tm01 with a transformation constant of
1.2 (Goda, 2010):

Hs = 4
√
m0, (3)

Tm0,1 =m0/m1, (4)
s =H/L, (5)

P = Ecg =
1

16
ρgH 2

s , (6)

in which m0 is the zero moment of the spectrum and m1 is
first moment of the spectrum. L is wavelength; ρ is the den-
sity of water; and g is the gravitational constant.

3.3.2 Skill scores

To assess model skill, several metrics were used. In particu-
lar, the model bias, mean absolute error (MAE; Eq. 7), root
mean square error (RMSE; Eq. 8), and scatter index (SCI;
Eq. 9) were computed. The latter gives a relative measure of
the RMSE compared to the observed variability.

MAE=
1
N

∑
(|yi − xi |) , (7)

RMSE=

√
1
N

∑
(yi − xi)

2, (8)

SCI=

√
1
N

∑
(yi − xi)2√

1
N

∑
y2
i

, (9)

in which yi is the computed value, xi is the observed value,
and N is the total number of data points.

3.3.3 Trend analysis

Summary statistics of Hs, Tm, Dm, P , s, IC, and wind speed
(umag) were computed. The median, 90th percentile (or 10 %
exceedance probability), and maximum values for each vari-
able were computed for several daily, monthly, seasonal, and
yearly periods. Additionally, the annual count of rough wave
days (τro), defined as the number of days when Hs exceeds
2.5 m yr−1 (WCRP, 2020), were computed. Also, the num-
ber of open (IC< 5 % ice) and closed days (IC> 85 %) were
determined for the area of interest.

The non-parametric Mann–Kendall (MK; Mann, 1945;
Kendall, 1975) test was then applied to detect monotonic
trends, and the magnitude of the trends was calculated with
Sen’s slope (Sen, 1968). The MK test is a test to statistically
assess if there is a monotonic upward or downward trend
of the variable of interest over time. The MK test is non-
parametric (distribution-free) and does not require that the
residuals of the fitted regression line be normally distributed.
However, the standard p values derived from the MK test as-
sume that the observations are independent realizations. Fol-
lowing the method used by Wang and Swail (2001), the ef-
fects of autocorrelations are accounted for in assessing trends
and their significance. A pre-whitened time series (i.e., pro-
cessed to make it behave statistically like white noise) that
possesses the same trend as the original signal is computed
and re-computed via an iterative approach to find the best fit
line (Sen’s slope) and adjusted p value (Reguero, 2019).

4 Wave calibration

The wave calibration is divided into simulations for obser-
vation periods during the open-water season and ice season.
This division is made by partitioning the observations based
on the mean IC in the area of interest. When the mean IC was
higher than 5 %, it was deemed part of the ice season. When
the mean IC was smaller than 5 %, it was deemed part of
the open-water season. In particular, 2019 observations were
used for open-water season calibration, and ∼ 20 % of the
available timestamps in the data from 2007–2013 were used
for the ice season calibration.

4.1 Open-water season

Observed and computed wave heights and periods for the
2019 measurement period are shown in Fig. 5. Individual
combinations of bottom friction formulation and friction co-
efficient are plotted with different colors. Observed wave
heights and periods are plotted as black dots. The figure
shows strong sensitivity to different friction options used for
both the wave height and period. The range of coefficients
used for the Madsen et al. (1988) formulation (Madsen-
BFF) resulted in too much dissipation due to bottom friction
and underestimated wave heights. Whereas default SWAN
values for Collins-BFF and JONSWAP (see Table 2) per-
formed well, the overall best fit, based on visual inspection
of the time series in Fig. 5 and residual plots (not shown) as
well as quantitative error statistics, was the formulation of
Collins-BFF with a coefficient of 0.020 (RMSE= 0.126 m;
bias= 0.005 m).

4.2 Ice season

Observed and computed wave heights and periods for the
2007 measurement campaign are shown in Fig. 6. All indi-
vidual combinations of empirical ice formulations are plotted
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Figure 5. Wave height (a) and wave period (b) as observed (black dots) and modeled (colored lines) with the detailed domain using various
friction formulations and coefficients for the observation period in 2019. Measurements were obtained with a Sofar Spotter anchored at
70.32◦ N, 147.76◦W in approximately 3 m water depth. Please note that the date format in this and following figures is month/day.

Table 2. Skill scores for computed significant wave heights (Hs) using various bottom friction formulations (BFFs) and coefficients. The
Collins bottom friction formulation (Collins-BFF; Collins, 1972), with a coefficient of 0.020, was chosen for the remainder of this study
(denoted in bold). Friction coefficients with an asterisk (*) are SWAN “default” values. The JONSWAP friction formulations are from
Hasselmann et al. (1973), and the Madsen friction formulations are from Madsen et al. (1988).

Friction

Formulation Coefficient Legend name RMSE [m] MAE [m] Bias [m] SCI [%]

Collins-BFF 0.010 collins-010 0.146 0.297 0.077 11 %
Collins-BFF 0.015* collins-015 0.129 0.261 0.036 9 %
Collins-BFF 0.020 collins-020 0.126 0.256 0.005 8 %
JONSWAP 0.017 m2 s−3 jons-017 0.149 0.302 0.077 11 %
JONSWAP 0.038 m2 s−3* jons-038 0.123 0.249 −0.033 8 %
JONSWAP 0.057 m2 s−3 jons-057 0.151 0.307 −0.092 11 %
Madsen-BFF 0.025 m madsen-025 0.187 0.379 −0.133 14 %
Madsen-BFF 0.050 m* madsen-050 0.227 0.461 −0.169 18 %
Madsen-BFF 0.075 m madsen-075 0.237 0.482 −0.175 18 %

with a different color (see Table 3 for a description per com-
bination). Observed wave heights and periods are plotted as
black dots. The results show a strong sensitivity to these em-
pirical coefficients. Moreover, the SWAN models miss cer-
tain events that ERA5 can reproduce likely due to the assim-
ilation of altimeter measurements. For example, the event at

the end of November 2007, when wave heights around 5–6 m
were observed, was captured in ERA5 but strongly underes-
timated by SWAN. The observations also have gaps when no
waves were observed.

Table 3 summarizes model skills for wave height and pe-
riod for 20 % of the offshore data between 2007–2013 com-
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bined (1439 time points). Based on these results, the lower
IC4M2 coefficient is most appropriate. Values of 1.06×10−3

and 2.30× 10−2, for c2 and c4, respectively, in the equa-
tion, as Meylan et al. (2014) found for ice floes in the MIZ
near Antarctica, resulted in a strong negative bias (i.e., model
underestimates; too much dissipation). On the other hand,
values of 2.84× 10−4 and 1.53× 10−2, as found by Rogers
(2019) for pancake and frazil ice, resulted in a better agree-
ment with observations.

5 Wave validation

5.1 Nearshore validation

Observed and computed wave heights and periods for the
2020 measurement campaign are shown in Fig. 7. Similar
to previous figures, model results are plotted with colored
lines, and observed data are black dots. The figure shows that
generally increasing model resolution improves reproductive
skill. In particular, the detail model domain has the lowest
RMSE of 0.133 and 0.118 m for 2020A and 2020B+C, re-
spectively. However, the overall and intermediate model do-
mains also have good model skill for the nearshore Spotter
observations. The detailed domain results in a∼ 20 % reduc-
tion in RMSE but with an ∼ 80 % increase in computation
time. Model resolution cannot explain the mismatch for the
time periods of 27 July–1 August and ca. 6 August, where
larger differences between observations and measurements
can be seen.

5.2 Large-scale validation

The calibration coefficients found in the previous section
for the open-water (i.e., friction formulation and coeffi-
cient; Collins-BFF of 0.020) and ice season (i.e., empiri-
cal coefficients for ice dissipation and reduction on wave
growth; var07) are validated for the remaining observation
time points not used within the calibration period. In partic-
ular, 11 430 time stamps (80 % of the offshore data between
2007–2013) in both the open-water and ice season were used
for large-scale validation. This approach allows for indepen-
dent validation of the model. Figure 8 presents scatter density
plots for the modeled and observed significant wave height
(Fig. 8a) and mean wave period (Fig. 8b) as modeled with
the intermediate grid. The model slightly overestimates both
the wave height (bias of 19 cm) and period (1.3 s). SCIs for
wave heights and periods are around 30 %. This is deemed
acceptable to assess changes in the wave climate.

6 Changes in wave and meteorological climatologies

In this section, a 41-year hindcast of waves simulated with
SWAN is analyzed. First, changes in meteorological condi-
tions, including changes in ice concentration and the num-

ber of open-water days and historical winds, are presented
(Figs. 9 and 10). Second, changes in wave height, period,
wave power, and direction are visualized and quantified. Ta-
ble 4 presents an overview of the results per month, season,
and year. Figure 11 presents an overview of the main changes
in climate for September, October, and November (SON).

6.1 Changes in meteorological climate

6.1.1 Wind

Wind speeds and direction vary from month to month, with
higher extremes between about October and May. Figure 9
presents the number of days during which the study area
had a Beaufort scale value of < 4 (gentle breeze), 4 (mod-
erate breeze), 5 (fresh breeze), 6 (strong breeze), and > 6
(gale force) based on the wind speed magnitude in ERA5.
Although there is year-to-year variability, visually, no trends
emerge. Spatial variability (not shown) reveals that median
wind speeds are fairly constant along the coast but decrease
in the cross-shore direction from sea to land. In contrast,
annual extreme wind speeds are higher in the southeastern
corner of the domain with an annual wind speed close to
21 m s−1. The MK test of the annual extreme winds reveals
a statistically insignificant median trend of+0.01 m s−1 yr−1

(or less than +0.1 % yr−1).

6.1.2 Sea ice

Ice concentration varies considerably from month to month.
As shown in Fig. 3a, the maximum duration of the open-
water season is from June–November with the lowest con-
centration around September–October. Figure 10 presents
the number of days per year during which central Beaufort
Sea (see Fig. 1 for location) was fully closed (IC> 85 %),
open (IC< 5 %), or in an intermediate state. The trend lines
reveal a large decrease in the number of days the area of inter-
est was covered with ice and a similar increase in the number
of days it was fully ice-free. For example, in 1979, on aver-
age, the area was closed for ∼ 250 d and only fully open for
a few weeks. In 2019, 41 years later, this has changed to 195
and 110 d, respectively. This equates to an 8-fold increase in
the number of open-water days. This increase in open-water
days is driven both by earlier sea ice breakup and later freeze-
up.

Moreover, the MK test reveals a statistically signifi-
cant trend of decreasing median IC of −1.3 % yr−1 and
−1.7 % yr−1 for the summer (June, July, and August; JJA)
and fall (September, October, and November; SON), respec-
tively. Figure 11a presents the 41-year median IC for SON
and the trend of IC for SON (Fig. 11b) for the area of in-
terest. Spatial variability reveals median ice concentrations
(IC50) to be the lowest (close to zero) in the northwest of the
area of interest and highest in the southeast (around 25 %).
A larger negative gradient occurs closer to the shoreline

https://doi.org/10.5194/tc-16-1609-2022 The Cryosphere, 16, 1609–1629, 2022



1618 K. Nederhoff et al.: The effect of changing sea ice on wave climate trends

Figure 6. Wave height (a) and wave period (b) as observed (black dots) and modeled (colored lines) with the detailed intermediate domain
using various combinations of empirical ice formulations (Table 3) for the observation period in 2007. Ice concentrations (IC; panel c) are
high across the domain. The different colors in panel (c) show the mean, 5 %, 25 %, 75 %, and 95 % exceedance probability. The interquartile
range (IQ) is the area shaded green between the 25th and 75th percentiles.

(around the 10 m depth contour) and in the areas with gen-
erally higher concentrations. IC50 trends have a statistically
significant trend across the area of interest. Table 4 shows
similar patterns as seen visually. Statistically significant de-
creasing trends in ice concentration occur in the months of
July–November, with October being the month with the most
significant negative trend.

6.2 Changes in wave climate

6.2.1 Wave heights

Wave heights vary widely from month to month because of
the seasonality of IC. As shown in Fig. 3, waves occur mostly
from late May to November, depending on the ice concentra-
tion. Figure 12a presents the daily median wave height (Hs50)
for 41 years based on simulated conditions averaged across

FIB. In general, no waves are present during the months of
December to June, when ice concentration is near 100 %.
Strong year-to-year variations are evident, but visually it is
clear that wave heights have increased substantially in the last
40 years. In 1979,Hs50 values higher than 0.5 m were present
only from ca. August–October. In 2019, this period extended
to ca. July–November. This pattern correlates strongly with
changes in IC in the area (correlation coefficient r of −0.70
for daily Hs50 and IC50).

These visually observed trends are quantified by the MK
test of the 10 % exceedance wave height (Hs90). Spatial vari-
ability in Hs90 and trends for the fall season (SON) are pre-
sented in Fig. 11c and d. Wave heights are higher in the
northwest (Fig. 11c). This is a similar pattern as seen in
IC shown in Fig. 11a. Moreover, a clear trend of increas-
ing Hs90 can be seen in Fig. 11d. There is hardly any along-
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Table 3. Significant wave height model skill for different combinations of empirical ice coefficients describing dissipation and reduction in
wave growth; var07 (bold) is the chosen value for the remainder of this study. All 1439 observations with at least a mean ice concentration
of 5 % from 2007–2013 are considered.

Legend name IC4M2 (CD2) IC4M2 (CD4) �iw RMSE [m] MAE [m] SCI [%] Bias [m]

var01 1.06× 10−3 2.30× 10−2 0.00 0.707 0.586 26 % −0.586
var02 1.06× 10−3 2.30× 10−2 0.50 0.615 0.481 23 % −0.481
var03 1.06× 10−3 2.30× 10−2 1.00 0.553 0.394 21 % −0.394
var04 6.72× 10−4 1.92× 10−2 0.00 0.627 0.482 23 % −0.482
var05 6.72× 10−4 1.92× 10−2 0.50 0.549 0.377 20 % −0.377
var06 6.72× 10−4 1.92× 10−2 1.00 0.491 0.285 18 % −0.285
var07 2.84×10−4 1.53×10−2 0.00 0.556 0.362 21 % −0.362
var08 2.84× 10−4 1.53× 10−2 0.50 0.492 0.261 18 % −0.250
var09 2.84× 10−4 1.53× 10−2 1.00 0.446 0.199 17 % −0.147
var10 0.00× 100 1.15× 10−2 0.00 0.521 0.284 19 % −0.250
var11 0.00× 100 1.15× 10−2 0.50 0.471 0.239 18 % −0.122
var12 0.00× 100 1.15× 10−2 1.00 0.456 0.268 17 % −0.011
var13 0.00× 100 0.00× 100 0.00 0.539 0.338 20 % −0.075
var14 0.00× 100 0.00× 100 0.50 0.538 0.370 20 % 0.062
var15 0.00× 100 0.00× 100 1.00 0.549 0.417 20 % 0.171

Figure 7. Significant wave height as observed (black dots) and modeled (colored lines). Three model domains are presented: overall (red),
intermediate (blue), and detailed (green) domain. Upper panel (a) is 2020A (Spotter no. 0518), and bottom panel (b) is 2020B and 2020C
(Spotter nos. 0519-1 and 0519-2). See Fig. 1 for the extent and locations of these grids.

shore variability in the increasing trend. This might be be-
cause of the somewhat coarse ERA5 wave and wind resolu-
tions. However, there is a cross-shore variability with larger
increases in Hs90 offshore than closer to the shoreline. The
increase in Hs90 is estimated to be around +2.0±0.3 % yr−1

(or 3.92± 1.06 cm yr−1)1. Table 4 presents the median in
Sen’s trend values for the Hs90 for all months, seasons, and
annually. These larger (Hs90) waves mainly occur in Septem-
ber and October, with a median value of around 2.0 and

1Throughout this paper, median trend values are reported, in-
cluding 1 standard deviation, depicted with ±.
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Figure 8. Scatter density plots of the modeled and observed wave parameters for > 10000 timestamps for the combined dataset of observa-
tions collected between 2007–2013 for the intermediate domain. (a) Significant wave height and (b) mean wave period.

Figure 9. The number of days with the Beaufort scale: < 4 (gentle breeze), 4 (moderate breeze), 5 (fresh breeze), 6 (strong breeze), and
> 6 (gale force) as simulated by ERA5 for the area of interest. Data are based on the average wind speed for the intermediate domain.

2.4 m, respectively, for September and October based on the
41-year-long hindcast. For October, Hs90 is increasing by
6.5±1.7 cm yr−1 (or+2.7±0.7 % yr−1). This pattern corre-
lates with the largest decrease in IC. In particular, a negative
correlation of 0.87± 0.02 is found for the entire dataset for
monthly Hs90 and IC50.

Similar trends are found for the more extreme wave con-
ditions. In particular, the annual maximum wave height
(Hs,max) and the number of rough days (τro) were computed
from the 41-year dataset. Figure 13a presents the Hs,max
across FIB as a function of time. The spatial median an-
nual Hs,max is depicted as black dots, and the spatial vari-
ability in the annual Hs,max is depicted as uncertainty bars.
Strong year-to-year variability is visible; however, a statisti-
cally significant increasing trend of around 4.1 cm yr−1 (or
+1.1 % yr−1) was found, resulting in an increase in a spa-
tially median Hs,max from 2.90 m in 1979 to 4.62 m in 2019.
Similar to the Hs90 during SON (Fig. 11c), annual Hs,max
values show cross-shore variations but little to no along-
shore variation. Closer to the shoreline, processes such as
whitecapping and breaking dissipate wave energy occur. This

depth-induced saturation aligns very closely with the 10 m
depth contour. Within the shallow FIB, wave height tends to
have a maximum of ∼ 1.9 m, implying a depth-induced sat-
uration that corresponds to a height–water depth ratio (γ ) of
0.4 (depth is∼ 5 m). The rather low γ value is typical of field
studies (Raubenheimer et al., 1996) and smaller than γ of
∼ 0.6–0.78 found for more simplified cases. Raubenheimer
et al. (1996) report γ as low as ∼ 0.3 for field studies and
attribute such low values to bottom friction and whitecap-
ping by strong winds through wave energy dissipation near
the shore.

Moreover, the largest wave events seem to be happening
later and later in the calendar year. An analysis identified
per calendar year the annual maximum wave height of the
year and associated storm date. The result is a list of 41
annual maximum wave heights and associated storm dates
per calendar year. In 1979, the average storm date occurred
on 24 September (day 269); in 2019 this has increased to
15 October (day 289). This shifts the average storm date 20 d
later in the calendar year and results in storms with gener-
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Figure 10. The number of closed (IC> 85 %), intermediate, and open (IC< 5 %) days based on the percentage ice cover as simulated by
ERA5 for the central Beaufort Sea. Trend lines for the number of closed days (green) and open days (red) are presented as dashed lines. Data
are based on the single ERA5 output point of 72◦ N, 147◦W for the time period 1979–2019 (see Fig. 1 for the location).

ally higher wind speeds on top of the general decreasing IC
(Fig. 13b).

Increasing occurrences of high wave events, τro, are also
identified. Within the simulated 41 years, a statistically sig-
nificant trend of 0.24± 0.10 d yr−1 (or +4.0± 1.7 % yr−1)
was determined. This equates to an increase from 1.5 to
13.1 d each year with high wave events in the offshore re-
gion. These rough days mainly occur during the fall months
of September and October (see also Table 3).

6.2.2 Wave periods and steepness

Figure 11e and f present the median Tm and computed Sen’s
trend for the fall months. The median wave period varies
slightly from offshore to nearshore, with offshore values
reaching as high as 4.7 s and nearshore values being as low
as 3.1 s. The wave period tends to increase over the ana-
lyzed period, and the trend is statistically significant. The
increase in Tm varies spatially, with little increase in the
shallow areas of FIB up to an increase of 0.03 s yr−1 in the
deeper offshore parts of Beaufort Sea. This increase in pe-
riod is relatively small compared to the median value (i.e.,
increase of +0.51± 0.13 % yr−1). The increase in wave pe-
riod is most likely related to the increase in fetch length of the
larger domain, which allows for more wave development. On
the other hand, the median wave steepness of 0.0536 varies
slightly in the cross-shore direction (not shown). Sen’s trends
of the wave steepness are all statistically insignificant and
minor (−0.15 % to +0.23 % yr−1 for 97.5 % and 2.5 % ex-
ceedance). Therefore, based on the model results, the wave
period increases proportionally with the wave height while
maintaining similar wave steepness.

6.2.3 Wave direction

Figure 11g and h present the annual median Dm and com-
puted Sen’s trend. Offshore waves have a mean incident wave
direction of 70–75◦ (nautical convention, clockwise from
geographic north; i.e., traveling from northeast towards the

southwest) near the 100 m isobath. This is (unsurprisingly)
identical to the ERA5 wave rose of Fig. 2. Hence, inci-
dent wave directions in the offshore region strongly reflect
the boundary conditions. In shallower waters approaching
the shore, the waves refract towards the coastline, resulting
in a mean wave direction of 48–54◦ (25th–75th percentile)
around the 10 m isobath. Computed Sen’s trends show coun-
terclockwise rotation up to 0.39◦ yr−1. These trends are
larger closer to the shore in shallower water and statistically
significant. Closer to the offshore boundary, the trends are
closer to 0◦ yr−1 but are statistically insignificant. Table 4
presents the breakdown of the median wave direction over all
the different months and time periods. The median wave di-
rection hardly changes for any of the analyzed months. How-
ever, for the seasons and yearly median wave direction, there
is a statistically significant negative trend.

6.2.4 Wave power

Figure 14 presents the cumulative yearly wave power per
month averaged over all the years simulated. Wave power
is highest offshore in deep water and reduces closer to the
shoreline. At the 10 m depth contour, the average cumu-
lative yearly wave power is ∼ 70 % of the offshore wave
power. At the 2 m depth contour, this decreases to ∼ 25 %.
Preliminary analysis suggests that refraction on the shelf,
dissipation (whitecapping and bottom friction), and block-
ing of wave energy due to the barrier islands all play a
role. Figure 15 presents the cumulative wave power at Lib-
erty Prospect in FIB; 5-year smoothed values for cumula-
tive power and mean ice concentration in the shallow FIB
have a strong inverse correlation of −0.986. The yearly cu-
mulative wave power increased 5-fold over the 41 years ana-
lyzed. Also, the computed trend reveals a statistically signifi-
cant increase in the wave power which is in absolute terms
the largest offshore and less in the shallow parts of FIB.
However, in relative terms, the increase in wave power is
almost constant across the domain. In particular, a statisti-
cally significant value of Sen’s trend of 3.9± 0.2 % yr−1 is
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Figure 11. Overview plot of the median value over 41 years of intermediate simulation for ice concentration (IC50; panel a), 10 % exceedance
probability wave height (Hs90; panel c), median wave period (Tm50; panel e), and median wave direction (Dm50; panel g). Sen’s trend
(panels b, d, f, h) for the same parameters in the fall season (SON). Statistically significant trends are stippled. Contour lines are the 100 and
10 m water depths. The black star is the proposed location for the construction of an artificial island in FIB. © Microsoft Bing Maps.
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Figure 12. Time series of the daily median significant wave height (Hs50) for 41 years of wave data across Foggy Island Bay as simulated
by the intermediate SWAN domain (a) and daily median ice concentration (b). Time series are smoothed by applying a moving weekly filter.
The median estimate for 1979 and 2019 is based on a linear fit per day of the individual years.

Figure 13. (a) Time series of the annual maximum wave height (Hs,max) over the last 40 years as simulated with SWAN for the inter-
mediate domain with an estimate of day number of the associated peak. The range represents 1 standard deviation (SD) based on spatial
variability within the domain. The solid line is Sen’s slope including the dashed uncertainty range for an alpha of 0.05 (dashed lines). (b) Ice
concentration and wind speed during the storm based on ERA5 (circles) including linear fit (dashed lines).
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Figure 14. Median over 41 years of monthly cumulative wave
power (P ) along a transect (see Fig. 4) from nearshore (left) to off-
shore (right). Different colors represent different months and are cu-
mulative (a). Associated bathymetry and water depth (MSL: mean
sea level) (b). The green line in the lower panel marks the location
of the Liberty Prospect project.

computed for the offshore compared to 3.8± 0.2 % yr−1 at
the 10 m depth contour. Table 4 presents the breakdown of
the mean wave power over all the different months and time
periods. Average wave power is small and hardly changes
for the months of December–June. For the months of July–
November there is a statistically significant increasing trend
in wave power with the maximum increase occurring in Oc-
tober. Similar trends emerge with the dominant months of
July, August, September, October, and November, explain-
ing 93 % of the wave power together, and this importance
hardly varies in the cross-shore direction or with time.

7 Discussion

The validation presented here shows that the constructed
SWAN model can reproduce waves during the open-water
and MIZ seasons. This reproductive skill has been achieved
by forcing the model with ERA5 meteorology and with the
inclusion of air–sea temperature differences (Le Roux, 2009)
and new formulations by Rogers (2019) that account for
the effect of ice on (reduced) wave growth and dissipation.
An efficient and accurate model-based approach allowed for
continuous 41-year simulations of waves across Alaska’s
central Beaufort Sea coast and the detailed quantification of
changes in the wave climate across the seasons in shallower
water than previous studies analyzed.

In the current literature, there is a consensus that larger
ice-free areas, which persist longer into the fall, force higher
sea states across Beaufort Sea (e.g., Thomson et al., 2016;
Liu et al., 2016; Stopa et al., 2016). To our knowledge,
no previous study has rigorously quantified how wave pat-

terns vary within the near- and inshore regions of the central
Alaska Beaufort Sea and across different seasons over the
41-year simulation period. Within the Beaufort–Chukchi Sea
domain, Thomson et al. (2016) found that altimeter-derived
measurements of wave energy increased between 2007 and
2014 and that modeled wave heights increased by 1 cm yr−1.
Stopa et al. (2016) estimated an increase in wave heights up
to 1 % yr−1 between 1992 and 2014. Findings of listed au-
thors contrast with this study which suggests larger increases
in wave heights over time. In particular, Hs50 increased by
6 %, and Hs90 and Hs,max increased up to 3 % and 1 %, re-
spectively, over the 41-year hindcast period. We hypothesize
that trends are strongly influenced by specifics of the analy-
sis method, different wind and ice boundary conditions, loca-
tions and spatial extents, and the timeframe considered, and
therefore different studies should be compared qualitatively
instead of quantitatively.

Nearshore wave hindcasting is sensitive to wind forcing,
dissipative/restrictive effects by ice, and boundary conditions
from larger-scale models. Similar to several previous studies
(e.g., Overeem et al., 2011; Barnhart et al., 2014; Stopa et al.,
2016; Erikson et al., 2020), this study found that sea ice min-
imum now occurs later in fall, when the wind speeds also in-
crease, which creates more favorable conditions for wave de-
velopment. However, wind speed magnitudes and thus wave
heights might be underestimated due to known biases in ex-
treme wind speeds. For example, Liu et al. (2016) found un-
derestimations of ERA-Interim for the Arctic Ocean. More-
over, validation of ERA5 wind speeds at Prudhoe Bay shows
an underestimation during storm conditions (see Supple-
ment). In contrast, wave energy may be overestimated dur-
ing breakup and freeze-up due to poorly resolved ice con-
centrations within the nearshore (e.g., ERA5 ice concentra-
tions used in this study are on a scale of ∼ 50 km, compared
to the intermediate model domain of∼ 250 km×∼ 100 km).
For example, Hošeková et al. (2021) found that while ERA5
reproduces the annual ice cycle well, this reanalysis product
does not resolve landfast ice. The relatively coarse resolu-
tion of ERA5 in general is a limitation of this study, since
small-scale wind variations and air–sea temperature gradient
in the MIZ are not resolved. Model skills for the ice sea-
son (IC> 5 %) could only be assessed with offshore field
measurements. The nearshore validations showed good skill
(RMSE< 15 cm) but were only available during the open-
water season. Therefore, skill in the nearshore region dur-
ing the ice season is unknown and most likely overestimated
given the missing landfast ice and other unresolved processes
in ERA5. Usage of dynamically downscaled atmospheric
and oceanographic conditions will likely improve skill in the
nearshore. Moreover, IC less than 100 % for January–May is
arguably due to ERA5 reanalysis uncertainties, since these
conflict with in situ observations.

The depth-induced saturation limit of wave heights around
10 m in the shallow waters of FIB appears to be a re-
sult of the combination of refraction and dissipation (depth-
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Figure 15. Yearly cumulative wave power (P ) smoothed over 5-year moving windows at Liberty Prospect in Foggy Island Bay. Different
colors represent different months. The black line is the yearly mean 5-year smoothed ice concentration.

induced breaking, bottom friction, and whitecapping) dur-
ing the open-water season and sea ice concentrations during
breakup and refreeze and is sensitive to specific numerical
settings used in the model. In this study, default values in
SWAN for whitecapping via ST6 physics and depth-induced
breaking in combination with calibrated bottom friction and
empirical ice coefficients were used. Further validation and
calibration of in situ measurements of wave extremes (in the
presence of floating ice) will provide invaluable insights into
wave physics. More information on nearshore waves, com-
bined with more reliable data on open-water conditions for
wind and ice, is vital in understanding these complicated air–
sea interactions and feedback processes. For example, Thom-
son et al. (2016) suggested that waves may be an important
mechanism in the refreezing of ice in the fall.

Our results suggest that wave heights and wave power in-
creased significantly over the past 41 years; however, only
minor trends in median wave period and wave steepness were
found. Thomson and Rogers (2014) discussed the emergence
of swell in the Beaufort–Chukchi Sea domain. Thomson et
al. (2016) showed with a local wind hindcast that for recent
years (2004, 2006, 2012, and 2014) the wave periods are still
short relative to other oceans, which indicates that the sea
state of any given ice-free location in the domain is still dom-
inated by local wind waves. Also, a wave model hindcast by
the same authors showed a statistically significant trend of
0.04 s for the peak wave period over the years 1992–2014.
This trend is comparable to the trend found in these results of
Tm50 of 0.03 s over the period 1979–2019 for the fall. More-
over, in this study the computed counterclockwise change in
wave direction was also reported by others (e.g., Erikson et
al., 2016, 2020).

Climate-change-induced trends of increasing temperatures
and decreasing ice concentrations and extents are expected to
continue based on the latest global climate models (e.g., Notz
and SIMIP Community, 2020; Zanowski et al., 2021). It is
thus expected that the decreasing ice concentrations will re-

sult in a further increase in wave heights, periods, and yearly
cumulative wave power for Alaska’s central Beaufort Sea
coast. It is unclear how extremes will change, since storms
are driven by the combined effect of ice and wind. Contin-
ued changes in the wave climate will also likely accelerate
historical trends in changes to barrier islands and spits.

The present modeling approach neither allows for cou-
pling with water levels and currents nor includes wave pro-
cesses such as wave setup and swash. Wave processes at
the coastline could be important for estimating flood haz-
ard and risk, especially given the increase in the offshore an-
nual extreme wave height and number of rough days per year
described herein. Further investigation into hydrodynamic-
wave coupling and the quantification of potential water-level
changes with climate change will provide value insights to
support resource decisions.

8 Conclusions

A high-resolution SWAN (Simulating Waves Nearshore;
Booij et al., 1999) wave model, forced with ERA5 winds
and waves, is calibrated and validated against in situ off-
shore and nearshore wave measurements. The model in-
cludes formulations that describe wind-wave growth due to
air–sea temperature differences (Le Roux, 2009) and new
formulations (Rogers, 2019) to account for limited wave
growth and increased energy dissipation within the marginal
ice zone (MIZ). The inclusion of air–sea temperature differ-
ences influenced the wind to sea drag coefficient by ±20 %.
Empirical ice coefficients that are typical of pancake and
frazil ice resulted in the best model skill. Sensitivity analyses
showed that the friction formulation of Collins (Collins-BFF;
Collins, 1972) with a coefficient of 0.020 resulted in the best
fit compared to observations. The model validation reveals
acceptable skill in reproducing over 10 000 in situ time point
observations over a 13-year time period. Overall, wave con-
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ditions along the central Beaufort Sea coast and in the shal-
low Foggy Island Bay are strongly modulated by the breakup
and freeze-up of sea ice.

A 41-year hindcast simulation was done to estimate
changes in the wave climate. Over the analyzed time period
of 1979 through 2019, large changes in the ice concentration
(IC) were found. In particular, the open-water season has, on
average, increased from just a few weeks a year in 1979 to
more than 3 months (110 d) in 2019. The Mann–Kendall test
reveals a statistically significant trend of decreasing IC50 of
−1.3 % yr−1 and −1.7 % yr−1 for the summer and fall sea-
sons, respectively. Over the same time period, no statistically
significant trends in wind speed were found.

Model simulations show a 5-fold increase in the yearly cu-
mulative wave power over the 41-year analysis period, which
has a strong inverse correlation with IC50 (r =−0.986). Me-
dian wave heights (Hs50) during the fall months (Septem-
ber, October, and November; SON) increased approximately
6 % yr−1, and high wave heights (Hs90) increased with a
slightly lower rate of around 3 % and show an even stronger
negative correlation with IC50. Wave periods tended to in-
crease as well, albeit while maintaining a constant steepness.
A counterclockwise change in mean wave direction up to
0.39◦ yr−1 was found over the analyzed time period. The
months of July, August, September, October, and Novem-
ber account for 93 % of the average yearly cumulative wave
power and also have a strong negative correlation with IC.

Annual extreme wave heights were found to increase over
time. Model simulations show an increase in average annual
Hs,max from 2.90 m in 1979 to 4.62 m in 2019. These model-
ing results equate to an increase of 4 cm yr−1 or +1 % yr−1
and increases the number of rough days offshore from 1.5
to 13.1 d. These increases in the highest wave height occur
due to later freeze-up in the fall. The shift in average storm
date is 20 d from 1979 to 2019. Storms tend to have higher
wind speeds and lower IC. For the highest waves, the off-
shore trends deviate from the pattern that emerges in the shal-
low parts of FIB. In particular, a depth-induced saturation
that corresponds to a γ of 0.4 shows that part of the increase
in energy is dissipated before reaching the shore. The impor-
tance of dissipation is also found for the wave power where at
the 10 m depth contour, the average cumulative yearly wave
power is±70 % of the offshore wave power, which decreases
further to 25 % at the 2 m depth contour.
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