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Abstract. Antarctic ice shelves are vulnerable to warming
ocean temperatures, and some have already begun thinning in
response to increased basal melt rates. Sea level is therefore
expected to rise due to Antarctic contributions, but uncertain-
ties in its amount and timing remain largely unquantified. In
particular, there is substantial uncertainty in future basal melt
rates arising from multi-model differences in thermal forcing
and how melt rates depend on that thermal forcing. To facil-
itate uncertainty quantification in sea level rise projections,
we build, validate, and demonstrate projections from a com-
putationally efficient statistical emulator of a high-resolution
(4 km) Antarctic ice sheet model, the Community Ice Sheet
Model version 2.1. The emulator is trained to a large (500-
member) ensemble of 200-year-long 4 km resolution tran-
sient ice sheet simulations, whereby regional basal melt rates
are perturbed by idealized (yet physically informed) trajec-
tories. The main advantage of our emulation approach is that
by sampling a wide range of possible basal melt trajecto-
ries, the emulator can be used to (1) produce probabilistic sea
level rise projections over much larger Monte Carlo ensem-
bles than are possible by direct numerical simulation alone,
thereby providing better statistical characterization of uncer-
tainties, and (2) predict the simulated ice sheet response un-
der differing assumptions about basal melt characteristics as
new oceanographic studies are published, without having to
run additional numerical ice sheet simulations. As a proof
of concept, we propagate uncertainties about future basal
melt rate trajectories, derived from regional ocean models,
to generate probabilistic sea level rise estimates for 100 and
200 years into the future.

1 Introduction

1.1 The physical origin of Antarctic sea level rise
uncertainties

Mass loss from Antarctica over the past several decades has
primarily been a result of melt at the base of ice shelves
(Cook et al., 2016; Rintoul et al., 2016; Pritchard et al., 2012;
Rignot and Jacobs, 2002). Depoorter et al. (2013) found
that about half of the ice sheet surface mass gain is lost
through oceanic erosion before reaching the ice front. Basal
melt weakens the back force on upstream glaciers which
causes grounding-line retreat (Konrad et al., 2018; Rignot
et al., 2014), increases flow rate (Pattyn, 2018), depresses
surface heights of grounded ice (Konrad et al., 2017), and
ultimately impacts sea level. Antarctic ice loss is particularly
susceptible to a positive feedback due to the so-called ma-
rine ice shelf instability (MISI) (Weertman, 1974; Schoof,
2007). Much of West Antarctica’s ice is grounded below
sea level, with a retrograde bed sloping downward toward
the interior of the continent. MISI theory suggests that in-
creased basal melt rates beneath some key West Antarctic Ice
Sheet (WAIS) ice shelves (e.g., Pine Island and Thwaites)
could result in an unstable grounding-line retreat causing
runaway ice loss for the entire region. In fact, there is some
evidence through observations and modeling that this pro-
cess may have already been triggered (Rignot et al., 2014;
Joughin et al., 2014; Favier et al., 2014). Forcing due to
basal melt is therefore likely to become an increasingly dom-
inant contributor to Antarctic sea level rise (SLR) (Bulthuis
et al., 2019). Despite its potential to contribute to SLR vastly
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more than any other single source (∼ 5 m West Antarctica,
∼ 60 m all Antarctica) and its documented ice shelf thinning
(e.g., Schroeder et al., 2019; Reese et al., 2018), Antarctica’s
contribution to future sea level remains highly uncertain (Op-
penheimer et al., 2019; Heal and Millner, 2014).

The primary unknown in how basal melting will affect
sea level rise is the uncertainty in sub-shelf melt rates them-
selves. Future basal melting is uncertain because it depends
on unresolved, coupled ice–ocean processes which are in
turn driven by a range of global and regional ocean and at-
mospheric conditions. Sub-shelf melting can be decomposed
into several factors including changes to the large-scale cir-
culation in the Southern Ocean and cross-slope exchange of
warm water onto the continental shelf, changes to regional
circulation on the shelf, and changes to the local circulation
within ice cavities themselves. Accurately modeling these
changes requires high-resolution ocean models in order to
link large-scale ocean circulation to sub-shelf melt (Pattyn,
2018; Asay-Davis et al., 2017). Development of these model-
ing capabilities is still a major focus area of current research.
Most coarse-resolution global models do not have ice shelf
cavities, and those that do have large uncertainty regarding
changes to the influx of relatively warm Circumpolar Deep
Water (CDW) mass into the ice shelf cavities. Ice loss re-
sulting from CDW intrusions has already been observed in
the Amundsen Sea region in West Antarctica (Hellmer et al.,
2017; Pritchard et al., 2012). One mechanism that has been
identified to enhance CDW import to the Amundsen region
is an anthropogenically forced shift in the direction of shelf-
break waters (Holland et al., 2019). Mass loss in the Tot-
ten region in East Antarctica has also been linked to ocean
circulation changes (Greenbaum et al., 2015; Wouters et al.,
2015). There is further uncertainty in how ocean eddies –
which are unresolved by current standard-resolution climate
models – transport heat to the Antarctic coast (Paolo et al.,
2015; Stewart and Thompson, 2015). Finally, outside of basal
melt uncertainty, there is deep uncertainty in glaciological
dynamics (ie. no consensus on what processes to include in
an uncertainty analysis or how to include them). An example
of this is whether ice fracture mechanics, such as the marine
ice cliff instability (MICI), could dramatically accelerate ice
loss (DeConto and Pollard, 2016; Edwards et al., 2019).

Efforts by the scientific community have surged in hopes
of constraining the uncertainty bounds on future SLR from
Antarctica (e.g., initMIP-Antarctica, Seroussi et al., 2019,
and ISMIP6, Seroussi et al., 2020). The typical approach is
to run large ensembles of ice sheet model simulations, per-
turbing different parameters for each run, and then estimate
uncertainty based on the model spread (e.g., Golledge et al.,
2015; DeConto and Pollard, 2016). Less conventional tech-
niques have recently been applied, including the use of re-
duced statistical models (Kopp et al., 2016; Mengel et al.,
2016; Fuller et al., 2017; Le Bars et al., 2017) or structured
elicitation studies (Kopp et al., 2014; Little et al., 2013; Bam-
ber and Aspinall, 2013). Others have used semi-empirical

dynamical models relating global mean sea level (GMSL)
change to global temperature (e.g., Grinsted et al., 2010;
Mengel et al., 2016; Kopp et al., 2016). Others still have
used very simple reduced-form mechanistic models such as
the BRICK (Building blocks for Relevant Ice and Climate
Knowledge) model (Wong et al., 2017) to simulate changes
in global mean surface temperature and sea level as a func-
tion of perturbations to radiative forcing. Despite this assort-
ment of methods, there is still deep uncertainty in how the
ice sheet itself will respond to forcing in the future (Bakker
et al., 2017).

1.2 Benefits of statistical emulation of ice sheet models

Kopp et al. (2017) note that “Ideally, the integration of pro-
cess models into probabilistic frameworks . . . would involve
the development and use of fast models – or fast statistical
emulators of more complex models – in a mode that allows
Monte Carlo sampling of key uncertainties and the condition-
ing of uncertain parameters on multiple observational lines
of evidence. The development of such fast models or model
emulators is an involved task”. Statistical emulators, some-
times referred to as surrogate models, can be used to fully
explore parameter space that would otherwise be too com-
putationally intensive for a process-based model. A typical
statistical emulation approach is a response-surface formu-
lation – discussed further in Sect. 2.3 – such as a Gaussian
process or neural network, which interpolates the outputs of a
perturbed-parameter ensemble of model runs across its input
space (Sacks et al., 1989). Because high-fidelity numerical
models are computationally expensive, only a limited num-
ber of simulations are typically available for the purposes of
uncertainty characterization. The goal of an emulator is to
inexpensively predict, from a small training ensemble of an
expensive computer model, the output that the model would
produce if it were run at a new input setting that was too ex-
pensive to simulate. The emulator can then be run in much
larger ensembles than the original numerical model in order
to explore uncertainties.

Statistical emulators have been used in climate science for
some time. For example, Hauser et al. (2012) trained and
built a Bayesian artificial neural network with global climate
model (GCM) output, using their emulators to calibrate cli-
mate models against seasonal climatologies of temperature,
pressure, and humidity. This generated statistically rigorous
probabilistic forecasts for future climate states. Not long af-
ter, groups began to apply such statistical methods to ice
sheet models as a step toward building ice mass loss pro-
jections which included uncertainties. For example, Chang
et al. (2014) used spatially resolved synthetic observations
(with data–model fusion) to create a probabilistic calibra-
tion of a Greenland Ice Sheet model. Recently, emulation has
gained even more traction in the Antarctic ice sheet model-
ing community. Pollard et al. (2016) used a Bayesian tech-
nique involving Gaussian process-based emulations and cal-
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ibration to provide SLR envelopes based on a 3D hybrid
ice sheet model applied to the last deglaciation of WAIS
(∼ 20 000 years ago). Bulthuis et al. (2019) built an emulator
of the continental ice sheet response to a comprehensive set
of uncertainties over the next millennium using the fast Ele-
mentary Thermomechanical Ice Sheet (f.ETISh) model (Pat-
tyn, 2017) at a 20 km resolution. Edwards et al. (2019) built
an emulator based on the ice sheet modeling (at a 10 km res-
olution) of DeConto and Pollard (2016) in order to generate
probabilistic projections for the Antarctic contribution to sea
level rise.

In this paper, we build on these methods by constructing,
validating, and testing an ice sheet emulator based on the
state-of-the-art Community Ice Sheet Model (CISM) version
2.1 (Lipscomb et al., 2019). Our work is novel primarily in
its focus on ocean forcing uncertainty in combination with
high-resolution glaciological modeling. Specifically, our ap-
proach can be detailed as follows:

– We focus on uncertainty in ocean forcing, which is con-
sidered the most powerful driver of Antarctic sea level
rise in the coming centuries.

– We use realistic transient trajectories of basal melt rates
that can be mapped back to ocean models, as opposed
to more stylized forcings.

– Statistical emulation is applied to the input uncertainty
in the (ocean) climate forcing to the ice sheet model, as
opposed to being applied to the ice sheet model’s pa-
rameters.

– We use the Community Ice Sheet Model (CISM) at a
higher resolution (4 km) than previously used to con-
struct ice sheet emulators. Benefits of higher-resolution
ice sheet modeling include, but are not limited to, im-
proved representation of grounding-line locations and
complex bedrock topography.

– CISM is spun up in such a way that it is in a steady
state with the current climate conditions. As such, any
forward runs are divorced from issues of drift, so the
response can be attributed to forcing and not to internal
ice sheet variability.

There are several advantages to our approach of statisti-
cally emulating an ice sheet model’s response to ocean forc-
ing uncertainty. Conventional approaches to providing basal
melt boundary conditions in a standalone ice sheet model in-
clude (1) parameterizing melt rates from the thermal forcing
of a global climate model (Naughten et al., 2018; Golledge
et al., 2019; Seroussi et al., 2020; Jourdain et al., 2019);
(2) using basal melt rates calculated from regional ocean
models with ice shelf cavities (Cornford et al., 2015; Tim-
mermann and Hellmer, 2013); or (3) providing stylized forc-
ings such as instantaneous or linear ramp melt trajectories,

such as those found in the MISMIP+ and SeaRISE com-
munity experiments (Asay-Davis et al., 2016; Bindschadler
et al., 2013). Each choice is tied to a specific set of physical
and/or modeling assumptions and typically does not probe
the deep uncertainties in these assumptions.

Our statistical emulation method, by contrast, is intended
to overcome some of these limitations: we design an ice sheet
model ensemble that densely samples a wide range of pos-
sible basal melt trajectories (a “space-filling” sampling strat-
egy, to be discussed), initially without consideration of where
these trajectories come from or which trajectories are most
physically plausible. After constructing a statistical emula-
tor of this ensemble, we can then provide the emulator with
basal melt assumptions derived from a number of ocean and
climate model combinations. This has two main advantages:
(1) if we change our assumptions about future basal melt
rates – due to expert disagreement, new scientific discover-
ies, or simple sensitivity analysis – we can interrogate the
emulator to obtain new Antarctic discharge and sea level rise
projections, without having to construct a new set of ice sheet
model simulations with new ocean forcings. A corollary is
that we can use the emulator as a component in a modeling
pipeline that can predict new sea level rise distributions (and
their downstream impacts such as coastal flooding) with re-
spect to uncertainties in large-scale climate forcing. (2) We
can sample the emulator as many times as we wish, allowing
a more complete uncertainty characterization of the distribu-
tion of future sea level rise, including extensive sampling in
the societally relevant, low-probability, high-risk tails of the
distribution.

1.3 Outline

The remainder of this paper is structured as follows. In the
Methods section, we describe the ice sheet model configu-
ration, ensemble design, and the methods to build and val-
idate our Gaussian process emulator. We present results for
the CISM ensemble and then show a simple example of us-
ing the emulator to generate a probability distribution func-
tion (PDF) of sea level rise by propagating prior distribu-
tions of basal melt rate parameters based on fits to two ocean
models under the A1B emissions scenario. Figure 1 shows
a schematic of the tasks necessary to design, build, validate,
and test the Gaussian process emulator.

2 Methods

2.1 Ice sheet model configuration

We use CISM, a state-of-the-art, 3D, parallel, thermo-
mechanical model that runs on a regular mesh grid using a
mixture of finite-difference, finite-volume, and finite-element
methods. CISM has participated in various ice sheet model
intercomparisons (e.g., MISMIP+, Cornford et al., 2020;
LARMIP, Levermann et al., 2020; ABUMIP, Pattyn et al.,
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Figure 1. Schematic showing step-by-step tasks employed in this emulation study – from experimental design to probabilistic sea level rise
output. Figure in Task 2 is adapted from Levermann et al. (2020).

2018; and ISMIP6, Nowicki et al., 2020; Seroussi et al.,
2020), and its output was comparable to other higher-order
ice sheet models, including some that use resolutions of 1 km
or higher in the region containing the grounding line. For the
experiments described here, the model was run with the fol-
lowing options:

– a depth-integrated higher-order solver based on Gold-
berg (2011);

– a basal sliding law based on Schoof (2005), in the
power-law limit where the effective pressure is equal to
the ice overburden pressure;

– grounding-line parameterizations for basal shear stress
and basal melt rate (Leguy et al., 2014, 2020);

– application of basal melting to partially floating cells in
proportion to the floating fraction of the cell, which is
diagnosed from the thickness and basal topography as
part of the grounding-line parameterization;

– a no-advance calving criterion that holds the calving
front close to its observed location;

– surface mass balance (SMB) from late 20th-century
simulations with the RACMO2 regional climate model
(van Wessem et al., 2018); SMB is held constant us-
ing the RACMO2 1976–2016 climatology in the spin-
up and forward runs;

– geothermal heat flux from Shapiro and Ritzwoller
(2004).

The model is spun up over 40 000 years, with the mod-
eled ice thickness nudged toward observed thickness by ad-
justing a 2D basal friction parameter field beneath grounded
ice and basal melt rates beneath floating ice. This inversion
scheme is similar to that of Pollard and DeConto (2012) and
was used for the CISM contribution to initMIP-Antarctica
(Seroussi et al., 2019) and the ISMIP6 projections (Nowicki
et al., 2020; Seroussi et al., 2020). We note that there is no
hydrology in the basal friction field, and the basal melt field is
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Figure 2. Observed (a) (Rignot et al., 2011) and modeled (b) Antarctic surface speed (m/yr, log scale) at the end of spin-up. Panel (c) shows
the difference between modeled and observed surface speeds (m/yr). White patches represent missing data.

noisy, compensating for other errors in the model or observa-
tions. However, this work is a proof of concept, and the em-
ulator techniques used here would apply equally well to sim-
ulations with more realistic physics. Nudging was strong in
the first half of the spin-up and then tapered off for the second
half. The ice thickness gradually approaches a quasi-steady
state as basal friction parameters and internal temperatures
evolve. The model is run on a uniform 4 km grid, resulting in
a spun-up state with good agreement between observed and
modeled surface velocity (Fig. 2), ice shelf extent, and ice
thickness (Fig. 3), except in regions that are known to be out
of a steady state, such as the Amundsen sector and the Kamb
Ice Stream.

A control run starting from the end of the spin-up and
going forward 1000 years (not shown) shows that there is
very little drift (< 1 Gt/yr) in the ice sheet mass. Thus, most
changes in ice thickness will be a result of forcing as opposed
to internal variability or model drift. This is not fully realis-
tic, since the real ice sheet is never truly in equilibrium with
the climate, particularly if current observations are used to
tune the model.

Therefore, henceforth, we do not explicitly state the year
corresponding to SLR projections. Rather, we refer to our
SLR projections as relative to the number of years run for-
ward in the model from the end of spin-up. As a result, the
sea level rise projections are not tied to a particular year in
the future. Rather, they are meant to show that the emulator
is a powerful and useful tool, and SLR predictions are con-
sidered a proof of concept.

2.2 Ensemble design

We use ocean model data from Timmermann and Hellmer
(2013) and Cornford et al. (2015) (sources described in Ta-
ble 1) to inform the types of possible basal melt rate trajec-
tory shapes for 200 years forward. The forcing data for the
ocean models are generated with the GCM HadCM3 (Gor-
don et al., 2000; Collins et al., 2001) under the A1B emis-
sions scenario. A1B is a moderate scenario similar to Repre-
sentative Concentration Pathway 6 (RCP6). This GCM out-

put is then dynamically downscaled by two high-resolution
atmosphere models (RACMO2 and LMDZ4) and one ocean
model: the high-resolution Finite Element Sea Ice-Ocean
Model (FESOM) (Wang et al., 2014). We note that the avail-
ability of ocean data, particularly melt rate data beyond 2100,
was very limited when this study was carried out. Further-
more, while available, output from the Bremerhaven Re-
gional Ice Ocean Simulations (BRIOS) (Timmermann et al.,
2002) ocean model was not used in this study because it
could not be satisfactorily characterized with parameters in
the bounds of our emulator. More detail on this issue can be
found in the “Discussion and conclusions”.

For each CISM ensemble member, we apply a unique
basal melt rate anomaly to each of five basins, following the
LARMIP region delineation (Levermann et al., 2020). The
regions are the Antarctic Peninsula, Weddell Region, East
Antarctica, Ross Region, and Amundsen Region (Fig. 4).
We find that we can accurately capture the behavior of all
modeled melt rate shapes with a sigmoidal function. Fig-
ure 5 shows that the sigmoids (colored curves) do an excel-
lent job of characterizing the variety of shapes seen in the
ocean model data in each basin. The equation describing the
sigmoid is

M(t)=
A

((1+ ex)
−B, (1)

where

x =−
(t − t0)

τ
, (2)

A=
K

(K − 1)
·Mmax , (3)

K = 1+ e(
t0
τ
), (4)

B =
A

K
. (5)

Equation (1) is a function of three independent parameters:
t0 (inflection point of turnover), τ (timescale of turnover),
andMmax (melt rate to which the function asymptotes). How-
ever, because we are only able to constrain the melt rate
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Figure 3. Modeled ice thickness (m) (a) and difference between modeled and observed ice thickness (b). Observations are from the BedMa-
chine Antarctica dataset (Morlighem et al., 2020).

Figure 4. LARMIP regions to which basal melt rate anomalies were
applied, adapted from Levermann et al. (2020). Each basin pulls
random sigmoid shapes for each ensemble member, with the max-
imum value at the final year (200) scaled to a basin-specific value,
illustrated by the schematized color-coded melt rate trajectories.

200 years into the simulation (we do not have simulations
that go out to infinity), we must invert Eq. (1) to be in terms
of the melt rate at year 200 of the simulation, M200. Using
Eqs. (1)–(5) we can derive coefficients A and B as a function
of M200. In doing so, we are able to describe the basal melt
trajectories in terms of three parameters: t0, τ , andM200. The
emulator is built on these three parameters.

We use a quasi-random Sobol’ sequence as a space-filling
design method for each parameter (Sobol’, 1967). Compared
to pseudo-random Monte Carlo sampling (independent ran-
dom sampling from a distribution using a deterministic nu-
merical algorithm), space-filling designs reduce the likeli-
hood of clustering leading to uneven sampling. Sobol’ se-
quences also have an advantage compared to some other

common space-filling designs, such as Latin hypercubes
(McKay et al., 1979), in that they are sequences designed to
fully cover the parameter space at each point, recursively fill-
ing the space more densely as points continue to be added to
the sequence. This sequential feature of quasi-random sam-
pling allows us to extend the sequence if we desire more en-
semble members while maintaining a space-filling design.
A Latin hypercube, by contrast, is not a sequential design,
and its size must be specified in advance: more points can-
not be later added to an existing design without violating the
properties of a Latin hypercube. The Sobol’ sequence is sam-
pling from bounded uniform distributions on each parameter
to generate the emulator training ensemble.

The ranges for t0 and τ are determined by maximizing
the space-filling properties of the parameters while captur-
ing all of the sigmoidal characteristics seen in the modeled
ocean melt rate projections in Timmermann and Hellmer
(2013) and Cornford et al. (2015). Expert judgment was used
to limit the ranges for these to remain “physically reason-
able”. Therefore, using a Sobol’ sequence, we sample uni-
formly between the following lower and upper bounds for
the sigmoid-defining parameters: t0 ∈ [100, 225], τ ∈ [10,
75], M200 ∈ [0, 1]. M200 is later scaled on a basin-by-basin
basis (Figs. 4, 5), informed by literature values of melt rates
in the year 2200 from ocean melt rate projections in Timmer-
mann and Hellmer (2013) and Cornford et al. (2015). Specif-
ically, we allow theM200 upper bound to be at least twice the
maximum value found in the literature for each basin (shown
also in Fig. 5). The maximum values imposed for year 200
by basin are therefore

– Antarctic Peninsula, 12 m/yr;

– Amundsen Region, 50 m/yr;

– Ross Region, 20 m/yr;

– East Antarctica, 36 m/yr;

– Weddell Region, 16 m/yr.
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Table 1. Sources of ocean model output used in this study. Parentheses include specifications on the global climate model/regional ocean
model. EAIS denotes East Antarctic Ice Sheet.

Region Ocean model source

Timmermann and Hellmer (2013) Cornford et al. (2015)

EAIS Fimbul (HadCM3/FESOM)
Amery (HadCM3/FESOM)

Ross Ross (HadCM3/FESOM) Ross (HadCM3/FESOM)

Amundsen Abbot (HadCM3/FESOM) Amundsen Sea embayment (HadCM3/FESOM)
Pine Island Ice Shelf (HadCM3/FESOM)
Getz (HadCM3/FESOM)

Peninsula Larsen (HadCM3/FESOM)
George VI (HadCM3/FESOM)

Weddell Filchner–Ronne Ice Shelf (HadCM3/FESOM) Filchner–Ronne Ice Shelf (HadCM3/FESOM)
East Weddell ice shelves (Brunt and Riiser-Larsen) (HadCM3/FESOM)

An example of some basin-specific Sobol’-generated sig-
moids that would be fed to CISM are shown in Fig. 6. For
each CISM run, a random basal melt rate curve generated
with the Sobol’ sequence is chosen for each basin. We have
chosen not to assume any correlation between basins. Of
course, general ocean warming occurs with global warm-
ing, but there may be unique regional circulation patterns that
could cause very different basal melt rates in one region com-
pared to another.

We run an ocean-forcing-perturbed CISM ensemble (with
500 members) over the entire Antarctic domain, where CISM
surface mass balance is a climatology, and unique ocean melt
rate anomalies are added to the background basal melt rates
from the end of the CISM spin-up. The melt anomaly is ap-
plied to any newly ungrounded cells that appear through the
simulation. Since the spun-up basal melt rates are resolved
along the ice draft, the original state of basal melt rates has
a realistic character, in that it varies along a 2D surface that
is a function of depth so has spatial variability with increas-
ing basal melt rates near the grounding line (Fig. 7). We note
that by imposing a spatially uniform basal melt rate anomaly
for each basin, we are neglecting to account for complex pat-
terns in sub-shelf ocean circulation changes or depth depen-
dence in the anomaly itself. However, most available melt
rate projection data, particularly any estimates that go out
200 years, are regional averages. Furthermore, we must limit
the number of parameters we vary in order to be able to run
a large enough ensemble to appropriately sample the param-
eter space and subsequently build an emulator.

2.3 Gaussian process emulator of the CISM ice sheet
model

The emulator constructed here predicts a single output
(Antarctic SLR anomaly in a specified year of simulation),
as a function of a 15-dimensional input vector representing

Figure 5. Basal melt rate anomaly data from Timmermann and
Hellmer (2013) and Cornford et al. (2015) (grey curves) overlaid
with best sigmoidal fits (colored curves). Colors correspond to the
LARMIP regions in Fig. 4. Note the different y-axis range for each
region.

the perturbed regional basal melt trajectories (5 regions ×
3 sigmoid parameters (t0, τ , M200)). The training set is the
full 500-member CISM ensemble. On timescales of a few
centuries, the effects of smoothing over the stochastic vari-
ability in the forcings with a sigmoidal curve is expected to
be minimal (Hoffman et al., 2019). A Gaussian noise term
is added to the emulator prediction to account for natural
SLR variability; the standard deviation of natural variabil-
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Figure 6. Sample of 100 Sobol’-generated melt rate trajectories
(colors) and best fits (by least-squares optimization) to ocean model
data from Timmermann and Hellmer (2013) and Cornford et al.
(2015) overlaid in black for each basin. By definition, the Sobol’-
generated curves are permitted to sample up to the maximal melt
values given in the text, representing roughly twice the maximum
“data” melt rate at year 200.

ity is estimated from the Rignot et al. (2019) Antarctic mass
loss dataset (≈ 1.5 mm).

Statistical emulation in this paper is of the response-
surface type (Box and Wilson, 1951). Our training ensem-
ble – consisting of pairs of 15-dimensional input vectors and
their corresponding scalar model outputs – can be thought of
as samples from a function that maps model inputs to outputs
(a response surface). To predict CISM SLR output at a new
point in the input space, not contained within the training en-
semble, a smooth response surface is constructed by interpo-
lating the points in the training set. The emulator prediction
for a particular point in input space is the model output inter-
polated to that point, lying on the response surface.

The statistical emulator used here is of the popular Gaus-
sian process regression family (Sacks et al., 1989), the imple-
mentation found in the “GPfit” R library (MacDonald et al.,
2015; Ranjan et al., 2011). We use the standard squared-
exponential covariance with independent (factorized) corre-
lation functions for each parameter and a small nugget for nu-
merical conditioning. The Gaussian process variance hyper-
parameter is estimated analytically, as is the nugget (follow-
ing the lower bound given in Ranjan et al., 2011), whereas
the (reparameterized) correlation length-scale parameters are
fit by minimizing the negative profile log likelihood. Gen-
erally, Gaussian processes perform nonlinear, multivariate,

smooth interpolation of a (potentially irregular) set of train-
ing data, which is computed via a statistical regression pro-
cedure. Usually the smoothness of data being fit is estimated
as part of the interpolating procedure. A Gaussian process’s
interpolating surface is “optimal” in a technical sense, going
back to the geostatistics literature where it is known as “krig-
ing” (Matheron, 1962; Krige, 1951). The modern Bayesian
interpretation of Gaussian processes provides a second useful
statistical feature; namely they can provide the uncertainty in
their own predictions, i.e., a built-in estimate of interpolation
error. When making SLR predictions, the emulator’s interpo-
lation error (“code uncertainty”) is added as a second inde-
pendent noise term to the Gaussian process emulator’s mean
prediction. With the inclusion of this error term, as well as
the natural variability noise terms, the emulator’s SLR pre-
dictions become a stochastic function of its basal melt in-
puts, even though the emulator is approximating the output
of a deterministic model (CISM).

2.3.1 Emulator validation

To validate the emulator, we randomly withhold 20 % of the
ensemble members and build an emulator based on the re-
maining 80 % of SLR data from the CISM ensemble. (For
the purposes of SLR projection, we train the emulator on the
full ensemble.) The predicted SLR values at years 100 and
200 show good emulator performance with correlation coef-
ficients of 0.98 and 0.99, respectively, against the withheld
CISM output (Fig. 8). For year 100, 8 % of hold-out valida-
tion points lie outside the 2σ predictive intervals, which is
plausible (one would expect 5 %). Based on these highly cor-
related results, we are confident in the emulator’s ability to
approximate CISM’s SLR output 100 and 200 years into the
simulation.

3 Results

In this section we present results from the CISM ensemble,
showing the SLR contributions at years 100 and 200. We note
that the SLR results from the ensemble itself should not be
considered physically realistic as the prior melt parameters
are uniformly sampled (as described in the Methods section).

We also present results from a simple example illustrating
the propagation of parametric uncertainties (M200, t0, and
τ ) describing melt rate trajectories (by basin) derived from
ocean model projections. The priors are generated with three
different, but equally valid, methodologies and then propa-
gated through the emulator, resulting in a probabilistic SLR
prediction for each method at years 100 and 200.

3.1 CISM ensemble results

The CISM ensemble consists of 500 members where each
member is forced by five melt rate trajectories, one in each
basin. Figure 9 shows the sea level rise time series resulting
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Figure 7. Basal melt rate at the end of spin-up at a 4 km resolution for the all floating ice areas. Zoomed-in regions include the Pine Island
Glacier/Thwaites region and Filchner–Ronne, Amery, and Ross ice shelves.

Figure 8. Emulator validation: true (CISM) vs. predicted (CISM Emulator) SLR values for year 100 (a) and 200 (b). Solid black line shows
1 : 1 correlation. Correlation coefficients are 0.98 and 0.99, respectively. Note the different x and y scales for (a) and (b). Error bars go from
−2σ to +2σ .

from the full 500-member ice sheet ensemble (blue shading),
with the ensemble mean shown in red. The distributions of
SLR at year 100 are more constrained (ranging from 0.5–
96 mm) than those in year 200 (ranging from 33–543 mm)
(Fig. 9 inset). The PDFs for the ensemble are shown in
Fig. 11 (grey curves). Again, we note that these SLR pro-
jections are not physically meaningful since the parameter
sampling over which the ensemble is created is uniform. The
ensemble is designed purely to be used for the creation of an
emulator.

3.2 Probabilistic prediction of Antarctic sea level rise

We test the emulator by running three simple examples of
prior distributions (based on the FESOM data described in
Timmermann and Hellmer, 2013, and Cornford et al., 2015
(sources in Table 1)) through the emulator. We produce a
probability density function (PDF) of SLR at years 100 and
200 for each of these three methods:

– Method 1 – individual fits + normal distribution. This
method is performed by generating a distribution of
prior parameters based on the “best fits”. The best fits
are found by a least-squares optimization between the
fitted sigmoid curves and the original basal melting rate
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Figure 9. The 500-member ensemble SLR contributions (mm) from
year 0 to 200: distribution (blue shading) and ensemble mean (red
curve). Inset shows sea level rise histogram (mm) at year 100
(green) and 200 (orange) of simulations, corresponding to the ver-
tical green and orange lines in the main panel. Note the tighter dis-
tributions at year 100 than at year 200.

anomalies from the ocean models (Fig. 5 colored and
grey curves, respectively). The sigmoid parameters that
describe the data fits are then used to generate a nor-
mal distribution that serves as the prior. This final step
is to allow for the possibility that other ocean models,
not considered here, could lead to plausible parameter
values. The emulator then samples parameters from this
truncated normal distribution. These prior distributions
can be combined and presented as a distribution of sig-
moid anomalies (Fig. 10).

– Method 2 – window fits+ direct sampling. This method
constructs a windowed set of good parameter values for
each ocean model. The window size is defined as 2 SDs
around the best-fit sigmoid. Instead of finding a singular
best fit to the ocean model as in Method 1 over which
a normal distribution is generated, only fits within this
window are used. The windowing is to allow for re-
laxation away from the edge-hitting parameters (further
details on this phenomenon in the “Discussion and con-
clusions”). For each region there is an equal-probability
mixture of “windowed fits” across the ocean models
to represent the multi-model uncertainty. This method
does not account for the possibility of melt trajectories
not represented by the ocean models.

– Method 3a – mixture method (window fits+ normal dis-
tribution). This method uses a mixture of methods 1 and
2, an attempt to get the “best of both worlds”, account-
ing for non-identifiability/ambiguity in model fits by in-
cluding a windowed set of good fits as in Method 2 but
fitting a continuous distribution of the model fits so that
probability does not concentrate only on the parameter

space locations of the ocean models. This gives nonzero
probability to ocean melt trajectories that do not come
from the ocean models in order to account for multi-
model uncertainty. So, the same windowing technique
is used as in Method 2, but instead of using the param-
eters of the windowed curves directly as our priors, we
generate a normal distribution around the windowed fits
as in Method 1. This may be thought of as an approx-
imation to the hierarchical Bayesian approach taken in
Jonko et al. (2018), where the parameters arising from
fitting each climate model are assumed to be a sample
from an underlying multi-model distribution.

– Method 3b – mixture method (window fits + multivari-
ate normal distribution). This method is the same as
Method 3a in that we want to allow for the possibil-
ity of other ocean models not contained here. However,
unlike in Method 3a, it does not assume an independent
normal distribution for each parameter. Instead, in order
to account for correlation across parameters, we use a
multivariate normal distribution (a.k.a. a tilted normal).

By propagating the priors generated for each method
through the emulator, we can predict SLR probability dis-
tributions for year 100 and 200 (Fig. 11) corresponding to
each method. An example of how the prior parameters are
combined to form a distribution of basal melt rate anomalies
is shown in Fig. 10. In general, the priors generated encom-
pass the best fits quite well. The likeliest SLR at year 100 is
found to be ∼ 4–6 mm depending on the prior method used.
The likeliest SLR in year 200 is ∼ 71–82 mm depending on
the prior method used. The modes (likeliest SLR) of the PDF
for each prior method, along with the 2.5 % and 97.5 % SLR
values, are shown in Table 2.

As explained in the “Ice sheet model configuration” sec-
tion, we do not consider this to be a prediction for the
year 2100 or 2200, simply because the assumption that the
ice sheet is in equilibrium with the climate is not fully realis-
tic. In the future, one option to eliminate this problem might
be to run a historical simulation before the perturbation sim-
ulations in order to bring the model into a more sensitive
state. However, preliminary attempts to do this with CISM
have been focused on global climate model output, which did
not capture the recent melting in the Amundsen Sea. Another
reason for the small response is that the melt rate perturbation
is applied uniformly over the basin. Focusing melt near the
grounding line (for a given basin mean) would give greater
retreat (Lipscomb et al., 2021). Section 4 elaborates on both
of these points.

4 Discussion and conclusions

The goal of this work is an in-depth exploration of statis-
tical methods designed to project the effects of a plausible
range of sub-shelf ocean forcing conditions upon Antarctic
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Table 2. Emulated sea level rise prediction statistics for three prior methodologies.

Prior method Year 100 SLR Year 200 SLR

2.5 % 97.5 % mode 2.5 % 97.5 % mode

Method 1 (individual fits + normal distribution) 0.5 mm 18.7 mm 6.3 mm 40.3 mm 170.8 mm 82 mm
Method 2 (window fits + direct sampling ) 0.3 mm 16.6 mm 3.9 mm 35.3 mm 218.4 mm 71 mm
Method 3a (window fits + normal distribution) 0.6 mm 19.9 mm 5.3 mm 41.6 mm 183.4 mm 81 mm
Method 3b (window fits + multivariate normal distribution) 0.4 mm 14.1 mm 3.8 mm 39.7 mm 159 mm 75 mm

Figure 10. Prior basal melt rate anomaly (m/yr) trajectories generated with Method 1 (individual fits+ normal distribution) as seen by CISM
for each region: Amundsen Region, East Antarctic Ice Sheet (EAIS), Weddell Region, Antarctic Peninsula, and Ross Region. Red lines
show mean of distribution; blue-shaded zones correspond to 50 %, 80 %, and 90 % confidence intervals (from dark blue to blue to light blue,
respectively); orange lines correspond to best fits to ocean model data. Note the different y-axis range for each panel.

sea level rise uncertainty. We have presented an emulator-
based approach to derive probabilistic projections of Antarc-
tic sea level rise from a large perturbed basal melt rate ensem-
ble of ice sheet model simulations. This work comes on the
heels of other community efforts to quantify uncertainties in
Antarctic sea level rise. For example, the LARMIP-2 project
(Levermann et al., 2020) applies a linear response theory ap-
proach to 16 different ice sheet models (including CISM) in
order to estimate the uncertainty in Antarctica’s future con-
tribution to global sea level rise that arises from uncertainties
in ocean forcing. Their method, similar to that in Castruccio
et al. (2014), relies on the assumption of linearity in the ice
sheet response, which is generally valid for moderate basal
melt rates but tends to break down (including in CISM) at
higher melt rates, particularly after the first century of sim-
ulation. Our emulator method, on the other hand, does not
rely on a linearity assumption and is thus valid over a very
wide range of ocean scenarios, including the stronger forc-

ing regimes. It is in the high-end (tail-area) ocean forcing
scenarios where the greatest societal risk lies, so our focus is
to carefully represent those accurately. In the future we could
consider a more direct comparison of our results to the linear
response approaches used by Levermann et al. (2020).

We designed and ran a 500-member CISM ensemble, per-
turbing basal melt rates for 200 years over a wide range
of possible future melt trajectories, concentrated on trajec-
tories derived from the high-resolution FESOM under the
A1B warming scenario. With this ice sheet ensemble, we
constructed and validated a CISM emulator that provides ice
retreat as a function of basal melt rate anomalies applied at
the coastal shelves. The main advantage of the emulator is
that we can use it to densely sample a wide range of pos-
sible basal melt forcing, including the high-risk tails of the
basal melt projections. The emulator can produce probabilis-
tic sea level rise projections over much larger Monte Carlo
ensembles than are possible by direct numerical simulations
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Figure 11. Sea level rise probability distributions for (a) year 100 and (b) year 200. The ensemble SLR PDF at year 100 and 200 (grey), and
the predicted SLR PDFs for three prior methodologies described: (1) individual fits + normal distribution (blue), (2) window fits + direct
sampling (orange), (3a) window fits + normal distribution (green), and (3b) window fits + multivariate normal distribution (red).

alone, thereby providing better statistical characterization of
uncertainties. Furthermore, the emulator can be used to pre-
dict the simulated ice sheet response (along with associated
uncertainty bounds) under different assumptions about basal
melt rate probability distributions without running any more
dynamic ice sheet simulations. This is especially advanta-
geous as new and updated information becomes available.
Although 200-year CISM simulations are relatively afford-
able at a 4 km resolution, this might not be the case at higher
resolutions; each doubling of resolution leads to about a 10×
increase in cost. We have further shown how we can propa-
gate uncertainty through the emulator using different meth-
ods of generating ocean melt rate priors under the A1B sce-
nario.

We used multiple, equally valid, methods for sampling pri-
ors. The first method (individual fits + normal distribution)
finds the best fit to the ocean model output with a sigmoid
(within our emulator parameter bounds) and generates a nor-
mal distribution around these parameter fits from which in-
puts are sampled. The most obvious limitation here is the
sparse number of priors (ocean model data) available. This
results in deriving a continuous probability distribution of
melt rate parameters from a very small collection of ocean
models. Furthermore, selecting a single “best” fit found by
least-squares optimization leads, in some cases, to parameter
estimates on the boundary of the plausible range of values.
For the most part, we do not believe these edge-hitting fits
imply that the parameter bounds must be expanded. Even if
we expand the parameter ranges, the optimizer still moves
along flat ridges of the loss function and hits the bound-
aries of whatever new ranges we impose (not shown). These
edge-hitting fits are largely an artifact of non-identifiability
between the sigmoid parameters, rather than of misspecifi-

cation/discrepancy of the sigmoid model of basal melt rate
trajectories or too-narrow bounded priors.

In order to account for non-identifiability, we included two
other methods that did not just use one best fit but rather al-
lowed for many fits in a window of a width of 2 SDs around
the best fit sigmoid. This is to allow for relaxation away
from the edge-hitting parameters. The second prior method
(window fits + direct sampling) calculates hundreds of fits
that fall within each window. These then serve as the sam-
pled inputs to the emulator, without any assumption of distri-
bution beyond them. This windowing method increases the
number of parameter prior samples per ocean model and in-
cludes fits that do not hit parameter boundary edges. The
direct sampling limits the prior sampling strategy to “more
likely” spaces as opposed to assuming a distribution of like-
lihood between ocean model realizations. Methods 3a (win-
dow fits + normal distribution) and 3b (window fits + mul-
tivariate normal distribution) are a mixture of methods 1 and
2 and are meant to represent the best of both worlds. The
windowing technique is used to generate hundreds of sam-
ples per ocean model, over which a normal distribution is
generated. The reason we take the last step, instead of using
the mixture of windows directly, is to allow for the possibil-
ity that other ocean models, not considered here, could lead
to plausible parameter values not contained within the win-
dows for any of the ocean models. By smoothing over the
mixture of windows, we assign a nonzero probability to set-
tings that lie near, but not within, the window from any given
ocean model. This may be thought of as an approximation
to the hierarchical Bayesian approach taken in Jonko et al.
(2018), where the parameters arising from fitting each cli-
mate model are assumed to be a sample from an underlying
multi-model distribution. We include a multivariate normal
distribution (Method 3b) in order to account for correlation
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across parameters. This is our preferred method as it is the
most principled approach.

Over a range of future melt rate trajectories derived from
a small collection of high-resolution regional ocean models,
the emulated CISM projects from 0.3 mm (2.5 %) to 20 mm
(97.5 %) of Antarctic SLR in year 100 and 35 mm (2.5 %) to
218 mm (97.5 %) in year 200. The likeliest SLR at year 100 is
found to be ∼ 4–6 mm (depending on prior method), which
falls within the range of century-scale future projections of
sea level rise from Antarctica in the literature, albeit at the
low end of most estimates. The likeliest SLR in year 200
is ∼ 71–82 mm. The likeliest predicted SLR in both of these
years is therefore not strongly dependent on the prior method
choice. Prior methods 2 (window fits + direct sampling) and
3b (window fits + multivariate normal distribution) produce
the lowest SLR prediction for year 100. As expected, by us-
ing a multivariate normal distribution (Method 3b) instead of
a normal distribution (Method 3a), the SLR prediction shifts
closer to the direct sampling (Method 2) prediction which
also implicitly has correlations in it. A notable difference be-
tween Method 2 and Method 3b, however, is that Method 2
results in bimodality in year 200 (Fig. 11). This is an artifact
of sampling over a small discrete set of ocean models with no
sampling of the parameter space between models. There is
a bimodality for the same reasons in the year-100 prediction
for this method as well, but it is smoothed out when emulator
uncertainty is accounted for. We caution that these SLR re-
sults should be interpreted as a proof of concept of a method
to quantify SLR uncertainty with respect to uncertainties in
ocean forcing, rather than as a reliable SLR projection tool,
at this point. There are several avenues for improvement.

The most obvious place for improvement is to increase
the ensemble size to expand the parameter range. While non-
identifiability is the likely issue in most edge-hitting sigmoid
fits, we have evidence that for one ocean model (BRIOS),
there were no parameters within our prior range that could
generate good fits. The physical origin of the misfit is that
our range did not allow for earlier t0 values that correspond
to earlier inflection points in the curve. Therefore, this model
was excluded from our simple prior propagation examples.
The optimal solution would be to run more ensemble mem-
bers in order to expand our parameter range, but computa-
tional time was no longer available. We identify this as a ma-
jor limitation of this work; however we note that the solution
would be straightforward given the resources.

Another important limitation of this study is that we apply
a uniform melt rate perturbation to an entire basin, neglecting
to account for melt rate depth dependence. This assumption
could be relaxed in future work, for example, if we were to
add (or swap a sigmoid parameter with) another parameter
for ice–ocean physics parameters that control the extent to
which melting is focused near the grounding line. Further
improvements would be to increase the ice sheet model reso-
lution, use more realistic melt parameterizations, and include
novel physical mechanics such as hydrofracture and cliff col-

lapse (DeConto and Pollard, 2016). Eventually, the ice sheet
emulator could be included in a larger system linking differ-
ent sources of uncertainty with multiple emulators, such as
a SLR–coastal flooding integrated assessment. As noted pre-
viously, the spin-up we use is advantageous because it is in
equilibrium with the modern forcing and therefore allows us
to isolate the effects of forcing as opposed to model drift in
forward runs. However, the drawback of such a spin-up is
that one expects the present-day ice sheet to be out of equi-
librium with present-day ocean forcing. Therefore, the model
could have a lag in the response to basal melt rate anomalies
and therefore underestimate future sea level rise.

One way to address this shortfall in future work might be
to insert a “historical forcing” into the spin-up in order to
ramp up the ice sheet to a more sensitive state before apply-
ing further basal melt anomalies. Of course, there is still the
open question of how best to parameterize basal melt rates.
Incorporating some poorly constrained parameters from cur-
rent melt rate parameterizations (e.g., Favier et al., 2019;
Jourdain et al., 2019) into the parameter space could be one
way to begin unraveling the uncertainties associated with the
parameterizations themselves. Further, the issue remains of
how open ocean waters enter and mix under ice shelves. De-
spite increased observations and measurements of the South-
ern Ocean properties in recent years (Newman et al., 2019),
sub-shelf circulation and melt processes are still largely un-
known in the existing glaciological literature that focuses on
land ice dynamics (Ritz et al., 2015; Pollard et al., 2016).

Another issue we encountered was the lack of data avail-
able to use as future basal melt rate trajectories. This was
particularly difficult given our attempt at projecting out
200 years instead of the standard 100 years where most
CMIP5–CMIP6 simulations terminate. One possibility of
collecting more priors is in the case of moving to a ther-
mal forcing spin-up, such as in Lipscomb et al. (2021). In
such a scenario, the ocean forcing consists of thermal forc-
ing anomalies (derived from ocean temperature and salinity)
instead of basal melt rates. The ice sheet model has a param-
eterization to convert thermal forcing to melt rates instead
of being given melt rates directly. This approach was used
for ISMIP6 Antarctic projections. With such a method, one
could use many more data from the CMIP6 dataset, partic-
ularly since the ISMIP6 effort has already generated ther-
mal forcing files for certain projections and models (Jourdain
et al., 2019). Again, these data cease at year 2100 but would
be a convenient starting point.

The general issues described above, particularly how to
move from coarse (global climate model scale) knowledge of
ocean temperatures to higher-resolution sub-shelf melt rates,
are confounding in the current state of Antarctic ice sheet
modeling. We need global and regional ocean models to help
address how ocean circulation will change, as well as how
eddies transport water from the open ocean to the continen-
tal shelf. Not only do we not know how general increases in
ocean temperatures will translate to sub-shelf melt rates, but
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also changes in ocean circulation could impact the transport
of relatively warm water to the continental shelf, thereby in-
creasing sub-shelf melt rates as well (e.g., CDW). Progress in
this direction will require larger ensembles of high-resolution
regional and global ocean models that sample a wide range of
climate scenarios driving Southern Ocean circulation change
and variability. Indeed, regional ocean models would be a
good target for emulation since these models are particularly
expensive, especially when run beyond a few decades.
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