
Supplement of The Cryosphere, 13, 1819–1842, 2019
https://doi.org/10.5194/tc-13-1819-2019-supplement
© Author(s) 2019. This work is distributed under
the Creative Commons Attribution 4.0 License.

Supplement of

Development of physically based liquid water schemes for Greenland firn-
densification models
Vincent Verjans et al.

Correspondence to: Vincent Verjans (v.verjans@lancaster.ac.uk)

The copyright of individual parts of the supplement might differ from the CC BY 4.0 License.



S1 Regional Climate Model performance 

The climatic forcing (temperature, melt, snowfall, rain and sublimation) is provided by the 5.5 km resolution RACMO2.3p2 regional 

climate model. Table S1 provides summary statistics of model performance with respect to weather station data from the Institute 

for Marine and Atmospheric research at Utrecht University (IMAU), from the Programme for Monitoring of the Greenland Ice 

Sheet (PROMICE) (van As et al., 2016) and from the Greenland Climate Network GC-Net (Steffen et al., 1996). Detailed pointwise 

comparisons between modelled and observed values of temperature, melt rate and precipitation rate are shown in Figs. S1, S2 and 

S3. In general, RACMO reaches good agreement the with observed data, and root mean squared errors (RMSE) for daily 2 m height 

temperatures, annual melt rates and annual precipitation rates are of the order of 5 K, 0.1 m w.e. yr-1 and 0.15 m w.e. yr-1 respectively. 

At both FA13 and KAN-U, modelled temperatures and melt rates show very low bias (smaller than 1 K and 0.06 m w.e. yr-1). The 

low RMSE in melt rates (0.11 and 0.08 m w.e. yr-1 respectively) is noteworthy because the total melt rates are large. We note that 

no precipitation data is available at these sites and only two years of melt data for FA13, but RACMO2.3p2 has shown great 

agreement with other surface mass balance measurements, especially in accumulation areas (RMSE of 0.08 m w.e. yr-1), although 

weather stations remain sparse on the GrIS (Noël et al., 2018). There is no evidence that the climatic forcing is a source for bias in 

the firn models’ simulations at these sites. 

 At the stations of DYE-2 and NASA-SE, observed GC-Net data is of lower quality, which partly explains their relatively larger 

RMSE in temperature and melt rates. At DYE-2, RMSE in precipitation is still low (0.09 m w.e. yr-1) and the bias is only slightly 

positive (0.04 m w.e. yr-1). Melt rates tend to be underestimated but the RMSE is reasonable (0.13 m w.e. yr-1). It is difficult to 

partition the larger errors in temperature (positive bias of 1.2 K) between model and measurement errors, but no indication of firn 

temperature overestimation appears in the firn models’ simulations. At NASA-SE, we hypothesize that the negative bias in 

precipitation rates (-0.21 m w.e. yr-1) leads to an underestimation of downward advection of cold snow and partly causes the 10 m 

temperature overestimation in our simulations. Additionally, the temperature overestimation (bias of 1.5 K) could enhance the 

problem. The negative bias in melt rates (-0.07 m w.e. yr-1) plays an opposite role by underestimating latent heat release. However, 

annual melt rates are low and the effects of this underestimation are likely minor. 

S2 Model Implementation 

The model uses a finite-volume scheme with each layer being an independent volume. We use the general mixed-form Picard 

iteration scheme to solve the RE, as it has been demonstrated that the mixed form of RE can be efficiently used in finite-difference 

schemes because of its accuracy and its robustness with respect to mass conservation (Celia et al., 1990). The Picard scheme 

discretises the model using central finite differences for the space derivative and a backward Euler method for the time derivative. 

The iterative process calculates the value of the pressure head at each iteration and then adjusts the liquid water content according 

to the water retention curve, Eq. (12). Hydraulic parameters are updated and iterations are repeated until convergence of the solution 

is achieved. Boundary conditions are the rate of meltwater input at the surface and a no-flow condition at the bottom. Solving the 

RE in the firn column presents numerical challenges. We adopt an implementation strategy based on the works of Wever et al. 

(2014) and D’Amboise et al. (2017) who implemented the RE in the snow models SNOWPACK and CROCUS respectively. Here, 

we give more details about this methodology. 

S2.1 Convergence criteria 

For the solution reached by the Picard iteration scheme to be considered convergent, it must fulfil different criteria. The convergence 

criteria between two successive iterations are defined for the head pressure (εh) and liquid water content (εθ) values as well as for 

the mass balance error (εMB) of individual layers. These three criteria are fixed to 10-3 m, 10-5 and 10-8 m respectively, following 

Huang et al. (1996) and Wever et al. (2014). For each layer, we select εθ or εh according to the effective saturation. Huang et al. 

(1996) showed that using εθ allows faster convergence. However, it cannot be used in very saturated layers and thus we apply εh for 



layers where effective saturation exceeds 0.99, in accordance with Wever et al. (2014). The mass-balance criterion is always applied 

to every layer, regardless of the saturation. 

S2.2 Hydraulic conductivity calculation 

As we use a central finite difference approach to compute RE, the fluxes are assumed to occur on the interface between adjacent 

layers. Incoming and outgoing fluxes are computed and this requires the hydraulic conductivity value to be calculated at the top and 

bottom of every layer i and not at the centre. We use the upstream-weighting technique (Forsyth et al., 1995): 
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The advantage of this formulation over a simple arithmetic mean is that it does not lead to oscillatory solutions, regardless of the 

mesh size (Forsyth et al., 1995; Szymkiewicz, 2009).  

S2.3 Dry layers 

For numerical stability, a snow layer cannot be completely dry (i.e. 𝜃 = 0). Therefore, two cases must be considered: dry layers and 

refreezing layers. At the start of the flow routine, all layers are initialised with a very low 𝜃 value, θdry. The value must be sufficiently 

low to avoid influencing the refreezing process but sufficiently high to lead to a convergent solution (D’Amboise et al., 2017). In 

this study, the θdry value is fixed at 10-6 as this is a tenth of the εθ criterion. This corresponds to a 1 m thick snow layer holding 1 μm 

of liquid water. When the flow routine is called in the firn model, the water content of every dry layer is thus synthetically raised to 

θdry, which corresponds to a pre-wetting. The porosity of ice layers that are at high densities (>900 kg m-3) is thus adjusted in order 

to raise their water content to θdry in both domains.  

Similarly, there is a risk for 𝜃 reaching too-low values when refreezing occurs. Therefore, refreezing is allowed only if the 𝜃 value 

is above 0.01% (Wever et al., 2014). This value is above θdry to avoid refreezing and corresponding latent heat release of the very 

low amounts of water resulting from the fluxes between layers that are initialised at θdry. Only at the last time step of the flow routine 

is the refreezing process allowed to decrease the volumetric water content until θdry. After that, the pre-wetting amounts of liquid 

water are subtracted at the end of the flow routine to maintain the mass conservation property of the firn model. At the end of the 

flow routine, if all the layers have a water content below 10-5, we consider the firn column to be completely dry again so that the 

flow routine does not have to be called until the next melt event and computational time is largely saved. 

S2.4 Dynamical time step adjustment 

The numerical solving of RE uses a dynamically adjusted time step. Certain situations, such as the arrival of the wetting front at a 

stratigraphic transition, require a very small time step whereas larger time steps can be used in other cases without affecting 

numerical stability. Thus, the time step is adjusted according to the number of iterations, 𝑛𝑖𝑡, required to achieve convergence of 

the solution at the previous time step: decreased for a large number of iterations and increased for few iterations. Also, as in Wever 

et al. (2014) and D’Amboise et al. (2017), a back step case is used: the calculation is stopped and the time step automatically 

decreased if the solution fails to converge in 15 iterations or if warning signs of instability appear (positive pressure head values, 

effective saturation exceeding 1 or differences in successive pressure head values exceeding 103 m). The time step is bounded 

between 10-20 s and 900 s. The procedure can be summarised as follows: 

𝛥𝑡𝑅𝐸
𝑡 =

{
 

 
1.25 𝛥𝑡𝑅𝐸

𝑡−1, 𝑖𝑓 𝑛𝑖𝑡 ≤ 5

𝛥𝑡𝑅𝐸
𝑡−1            , 𝑖𝑓 5 < 𝑛𝑖𝑡 < 10

0.5 𝛥𝑡𝑅𝐸
𝑡−1  , 𝑖𝑓 10 ≤ 𝑛𝑖𝑡 ≤ 15

𝑏𝑎𝑐𝑘 𝑠𝑡𝑒𝑝   , 𝑖𝑓 𝑛𝑖𝑡 > 15

          (S2) 



S2.5 Saturated layers and aquifer treatment 

If water reaches an impermeable ice layer, the layer above progressively becomes saturated. This means that its hydraulic 

conductivity progressively increases. As a consequence, the incoming flow becomes very large whereas the outgoing flow is forced 

to be zero. To deal with this issue, the layer has to be set impermeable once close to saturation and this process must go on for layers 

above when these reach saturation in turn. When an aquifer is present at the bottom of the domain, the amount of water is held in 

memory at the start of the flow routine and the end of the domain is set as the top of the aquifer. All the percolating water reaching 

the end of the domain is added to the aquifer amount and at the end of the routine, this total amount is redistributed in the bottom 

layers. 

S2.6 Partial RE solving 

In order to save computational time, the RE is not necessarily solved for the entire domain. If a significant part of the lowest layers 

is dry, we do not proceed to the calculations for this lower dry part. Starting from the surface, we look for the lowest layer where 

the water content is at least εθ + 0.01 % (above the minimum water content after refreezing). Then we take as lower limit for the RE 

calculation the layer situated 50 cm below this lowest wet layer. This is recalculated at every time step of the RE solving, making 

the 50 cm addition largely sufficient to capture the wetting of the dry lower part. If the lowest wet layer is less than 50 cm above 

the end of the domain, then the RE is calculated on the entire domain. This is applied in both the matrix and the preferential flow 

domains. 

S2.7 Refreezing in the preferential flow domain 

Contrarily to the SNOWPACK model, there is a particular circumstance for which we apply refreezing directly in the preferential 

flow domain: if a cold front (subfreezing temperatures) propagates from the surface into a wet firn column, all the water present in 

the matrix flow domain will progressively be refrozen, starting from the surface layer. It would be unrealistic to keep liquid water 

present in the preferential flow domain of layers that are above this cold front. Thus, if starting from the surface, the entire firn 

column until a particular layer that holds some liquid water in the preferential flow domain is at subfreezing temperatures, this liquid 

water is refrozen. In such cases, the firn column is dry in both domains until the depth delimited by the cold front. Simulations 

without this refreezing implementation reached very similar results but required more computational time. 

S2.8 Merging process 

The CFM usually considers every accumulation event as a new layer. However, as we use three hourly accumulation forcing, the 

firn layer could consist of a high number of extremely fine layers. Because the calculation time for the RE is very dependent on the 

number of distinct layers in the firn column, we chose to merge any layer thinner than 2 cm with the underlying layer. If this was 

applied to the surface layer, every accumulation event of less than 2 cm snow would be immediately merged with the previous 

surface layer. In the case where a high number of successive snowfall events would be below the 2 cm threshold, these would all be 

merged within the same layer, possibly becoming very thick. To avoid this, the newly added snow layer is merged with the previous 

surface layer only if the latter is below the 2 cm threshold. However, newly-added layers that are less than 0.01 mm thick are always 

merged with the layer below. It is important to keep a high vertical resolution when simulating the percolation process with the RE, 

as this flow equation is highly sensitive to structural heterogeneities in the firn. If the merging process is too lenient, this leads to 

the smoothing of heterogeneities such as sharp grain-size or density transitions. Moreover, using a coarse resolution would lead to 

only an approximation of the water percolation because water content is always homogeneous in a single layer. Thus, as soon as 

water percolates at the top of a given layer, it is distributed in the entire layer. 

  



Tables 

 

RACMO2.3p2 vs. AWS Temperature 2 m [K] Melt [m w.e. yr-1] Precipitation [m w.e. yr-1] 

Station Period 
number of 

observations 
R2 Bias RMSE R2 Bias RMSE R2 Bias RMSE 

NASA-SE 1998-2015 6209 0.61 1.47 6.94 0.77 -68.34 10-3 84.48 10-3 0.85 -206.1 10-3 228.8 10-3 

DYE-2 1998-2015 6209 0.60 1.19 7.32 0.88 -101.4 10-3 128.2 10-3 0.78 43.58 10-3 90.30 10-3 

KAN-U 2009-2016 2718 0.97 0.88 2.09 0.93 14.00 10-3 81.92 10-3 - - - 

FA13 2014-2016 352 0.92 0.87 2.20 - -51.56 10-3 105.8 10-3 - - - 

Table S1. Statistics of comparison between RACMO2.3p2 climatic output and Automatic Weather Station measurements, hyphens 

indicate absence or paucity of data 

  



Variable/Parameter Symbol Value [unit] 

Density 𝜌 [kg m-3] 

Ice density 𝜌𝑖 917 [kg m-3] 

Water density 𝜌𝑤 1000 [kg m-3] 

Temperature 𝑇 [K] 

Mean annual surface temperature 𝑇𝑎𝑣 [K] 

Mean annual accumulation rate �̇� [m s-1] 

Gas constant 𝑅 8.314 [J mol-1 K-1] 

Gravitational acceleration 𝑔 9.81 [m s-2] 

Overburden pressure 𝜎 [kg m-1 s-2] 

Snow viscosity 𝜂 [kg m-1 s-1] 

Firn viscosity parameters 

𝜂0 

𝑎𝑛 

𝑏𝑛 

𝑐𝑛 

𝑓1 

𝑓2 

7.62237 [kg s-1 m-1] 

0.1 [K-1] 

0.023 [m3 kg-1] 

358 [kg m-3] 

4 [/] 

[/] 

Firn thermal conductivity 𝑘𝑠 [W m-1 K-1] 

Pressure head ℎ [m] 

Hydraulic conductivity 𝐾(𝜃) [m s-1] 

Hydraulic conductivity at saturation 𝐾𝑠𝑎𝑡 [m s-1] 

Grain radius 𝑟 [m] 

Grain radius at surface 𝑟0 [m] 

Grain growth activation energy 𝐸𝑔 42.4 103 [J mol-1] 

Grain growth rate constant 𝑘𝑔 1.3 10-7 [m2 s-1] 

Initial grain-size parameters 

𝑏0 

𝑏1 

𝑏2 

0.781 [/] 

0.0085 [/] 

-0.279 [/] 

Dynamic viscosity of liquid water at 273.15 K 𝜇 0.001792 [kg m-1 s-1] 

Volumetric water content 𝜃 [/] 

Water-holding capacity 𝜃ℎ [/] 

Mass proportion corresponding to water-holding capacity 𝑊𝑤 [/] 

Residual water content 𝜃𝑟 [/] 

Porosity 𝑃 [/] 

Fraction of the pore space allocated to preferential flow 𝐹 0.02 [/] 

Saturated water content 𝜃𝑠𝑎𝑡 [/] 

Effective saturation 𝑆𝑒 [/] 

van Genuchten parameters 𝛼, 𝑛,𝑚 [/] 

Water entry suction ℎ𝑤𝑒 [m] 

Heat flow 𝑄 [J m-2 s-1] 

Specific latent heat of fusion 𝐿𝑓 [J kg-1] 

Concentration of preferential flowpaths 𝑁 [m-2] 



Preferential flow saturation threshold Θ 0.1 [/] 

Lateral runoff 𝑅𝑢 [m] 

Water in excess of the residual water content 𝐿𝑒𝑥𝑐𝑒𝑠𝑠 [m] 

Characteristic runoff time 𝜏𝑅𝑢 [s] 

Surface slope 𝑆 [/] 

Runoff parameters 

𝑐1 

 𝑐2 

𝑐3 

1.296 105 [s] 

2.16 106 [s] 

140 [/] 

Mass liquid water content 𝜃𝑤𝑒𝑖𝑔ℎ𝑡,% [%]   

Correction factor in water-retention curve 𝑆𝑐  [1 + (0.0058𝛼)𝑛]−𝑚 [/] 

Table S2. Variables and parameters notation 

 

Liquid water scheme [Abbreviation] Bucket model [BK]; Single-domain Richards Equation [R1M]; Dual-permeability Richards Equation 

[DPM] 

Compaction scheme [Abbreviation] CROCUS [CR]; Herron and Langway (1980) [HL]; Kuipers Munneke et al. (2015) [KM] 

Impermeability threshold [Abbreviation] 780 kg m-3 [ip780]; 810 kg m-3 [ip810]; 830 kg m-3 [ip830] 

Water-holding capacity [Abbreviation] Constant at 2 % [wh02]; Coléou and Lesaffre (1998) [whCL] 

Grain-size formulation [Abbreviation] Linow et al. (2012) at surface and Katsushima et al. (2009) growth [grLK]; Constant at surface and 

Arthern et al. (2010) growth [grA] 

Table S3. Options for simulation experiments and their respective abbreviations 

 

 Liquid water 

scheme 

Compaction 

scheme 

Impermeability 

threshold 

Water-holding 

capacity 

Grain-size 

formulation 

BK (wh02 ip810) BK CROCUS 810 0.02 / 

R1M (grLK ip810) R1M CROCUS 810 / LK 

DPM (grLK ip810) DPM CROCUS 810 / LK 

DPM (grLK ip780) DPM CROCUS 780 / LK 

DPM (grLK ip830) DPM CROCUS 830 / LK 

BK (wh02 ip780) BK CROCUS 780 0.02 / 

BK (whCL ip810) BK CROCUS 810 CL / 

BK (wh02 ip830) BK CROCUS 830 0.02 / 

R1M (grLK ip830) R1M CROCUS 830 / LK 

R1M  (grA ip810) R1M CROCUS 810 / A 

DPM  (grA ip810) DPM CROCUS 810 / A 

HL DPM (grLK ip810) DPM HL 810 / LK 

KM DPM (grLK ip810) DPM KM 810 / LK 

HL R1M (grLK ip810) R1M HL 810 / LK 

KM R1M (grLK ip810) R1M KM 810 / LK 

Table S4. Details of the acronyms of the simulation experiments presented 

  



 Top 15 m FAC, anomaly vs observations 10 m temperature, anomaly vs observations [K] 

 DYE-2 NASA-SE KAN-U FA13 DYE-2 NASA-SE KAN-U FA13 

BK (wh02 ip810) -4 % -3 % +59 % -23 % +0.21 +1.94 -1.73 +0.10 

R1M (grLK ip810) -4 % -3 % +50 % -30 % -0.40 +1.42 -2.57 -0.71 

DPM (grLK ip810) -16 % -3 % -2 % -30 % +2.72 +2.21 +4.52 +1.5 

BK (whCL ip810) +0 % -2 % +65 % -32 % -1.27 +1.00 -3.43 -0.66 

BK (wh2 ip780) -1 % -3 % +67 % -22 % +0.01 +1.94 -2.20 -0.52 

BK (wh02 ip830) -5% -3 % +47 % -23 % +0.31 +1.94 -0.97 +0.32 

R1M  (grA ip810) -0 % -2 % +66 % -27% -1.03 +1.02 -3.25 -1.88 

R1M (grLK ip780) -2 % -3 % +61 % -30 % -0.34 +1.42 -2.56 -0.72 

R1M (grLK ip830) -2 % -3 % +48 % -31 % -0.38 +1.42 -2.45 -0.43 

DPM  (grA ip810) -16 % -3 % -4 % -32 % +2.41 +2.14 +4.62 +1.5 

DPM  (grLK ip780) -16 % -3 % +13 % -44 % +2.78 +2.21 +2.97 +1.5 

DPM  (grLK ip830) -14 % -3 % -11 % -28 % +2.73 +2.21 +5.65 +0.48 

Table S5. Summary of the results of the three water schemes and their various parameterisations compared to observations  

 

 Top 15 m FAC, anomaly vs observations 10 m temperature, anomaly vs observations [K] 

 DYE-2 NASA-SE KAN-U FA13 DYE-2 NASA-SE KAN-U FA13 

CR R1M (grLK ip810) -4 % -3 % +50 % -21 % -0.40 +1.42 -2.57 -0.19 

HL R1M (grLK ip810) -11 % +17 % +37 % -30 % -0.26 +1.22 -2.32 -0.71 

KM R1M (grLK ip810) -23 % +8 % +10 % -54 % -0.41 +1.77 -2.84 -0.75 

Table S6. Summary of the results of the three densification models compared to observations 

  



Figures 

 

 

Figure S1. Pointwise comparison between RACMO2.3p2 and Automatic Weather Station data of temperature at 2 m height 

 

 

Figure S2. Pointwise comparison between RACMO2.3p2 and Automatic Weather Station data of annual cumulative melt 

 

 



 

Figure S3. Pointwise comparison between RACMO2.3p2 and Automatic Weather Station data of annual cumulative precipitation 

 

 

Figure S4. Annual rates of liquid water input, runoff and refreezing at DYE-2 as simulated by (a) BK wh02 ip810, (b) R1M grLK ip810 

and (c) DPM grLK ip810 

 



 

Figure S5. Annual rates of liquid water input, runoff and refreezing at NASA-SE as simulated by (a) BK wh02 ip810, (b) R1M grLK 

ip810 and (c) DPM grLK ip810 



 

Figure S6. Annual rates of liquid water input, runoff and refreezing at KAN-U as simulated by (a) BK wh02 ip810, (b) R1M grLK ip810 

and (c) DPM grLK ip810 



 

Figure S7. Annual rates of liquid water input, runoff, refreezing and storage of liquid water in the firn column at FA13 as simulated by 

(a) BK wh02 ip810, (b) R1M grLK ip810 and (c) DPM grLK ip810 

 



Figure S8. Modelled firn temperature at DYE-2, (a) BK wh02 ip810, (b) R1M grLK ip810, (c) DPM grLK ip810, (d) BK whCL ip810, (e) 

R1M grA ip810, (f) DPM grA ip810  

 

 

 

Figure S9. Modelled firn temperature at KAN-U, (a) BK wh02 ip810, (b) R1M grLK ip810, (c) DPM grLK ip810, (d) BK whCL ip810, 

(e) R1M grA ip810, (f) DPM grA ip810 

  



 

Figure S10. Modelled firn temperature at FA13, (a) BK wh02 ip810, (b) R1M grLK ip810, (c) DPM grLK ip810, (d) BK whCL ip810, (e) 

R1M grA ip810, (f) DPM grA ip810 
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